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Abstract We study the exterior derivative as a symmetric unbounded operator on square
integrable 1-forms on a 3D bounded domain D. We aim to identify boundary conditions that
render this operator self-adjoint. By the symplectic version of the Glazman-Krein-Naimark
theorem, this amounts to identifying complete Lagrangian subspaces of the trace space of
H (curl, D) equipped with a symplectic pairing arising from the A-product of 1-formson d D.
Substantially generalizing earlier results, we characterize Lagrangian subspaces associated
with closed and co-closed traces. In the case of non-trivial topology of the domain, different
contributions from co-homology spaces also distinguish different self-adjoint extensions.
Finally, all self-adjoint extensions discussed in the paper are shown to possess a discrete

point spectrum, and their relationship with curl curl-operators is discussed.
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Infinite differentiable functions on D, C*®(D) = (C*®(D))3
Compactly supported functions in C*°(D), C3°(D) = (C(C)"’(D))3
Scalar valued surface rotation

Exterior derivative of differential forms

Boundary of M

Domain of definition of the linear operator T

Bounded (open) Lipschitz domain in affine space R?

Closure of the complement of D, D’ := R3\D

Surface divergence

Surface gradient

Real Hilbert space {v € L2(D) ccurlv e L2(D)} with graph norm
Closure of C5°(D) in H (curl, D)

Trace space of HY (D) := {ue L*(D) :Vu € LZ(D)}

Tangential traces of vector fields in H (curl, D)
Tangential trace spaces

See (5.3)
Square integrable k-forms with square integrable exterior derivative
Completion of compactly supported k-forms in HF* (d, D)

Trace space of HF*(d, D)
1

Closed k-forms in HF ~2°!(d, 9 D), see for instance (6.1)

See (5.5)

Co-homology space of harmonic 1-forms on d D

Natural trace operator for differential forms

Real square integrable functions on D, L*(D) = (L*(D))?

Symplectic orthogonal of subspace L of a symplectic space

Hilbert space of square integrable k-forms on M

Exterior unit normal vector field on 9 D

Inside and outside cuts of D, see Sect. 6.3

Kernel (null space) of linear operator T

Range space of a linear operator T

An (unbounded) linear operator and its adjoint

Min, self-adj. and max closures of a symmetric operator T

Vector fields on a three-dimensional domain or elements of trace
space of vector proxies

Tangential and normal boundary traces of a vector field

Differential forms

Components of the Hodge decomposition of w € HF -3 (d,aD)
(Relative) Homology class of a cycle

Exterior product of differential forms

Hodge operator (induced by metric g)

Euclidean inner product in R3

Cross product of vectors € R?

Inner product: for w € LZ(A¥(M)), (w, w)k.y = Sy @ A *w

Norm: for @ € L*(AK(M)), |oll} ), = (@, ©).u

Symplectic pairing: for 1-forms on 2-manifold M, [w, n] = f y OAN
Jump of trace of a function across 2-manifold I"
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1 Introduction

The curl operator is pervasive in field models, in particular in electromagnetics, but hardly
ever occurs in isolation. Most often, we encounter a curl curl operator, and its properties are
starkly different from those of the curl alone. We devote the final section of this article to
investigation of their relationship.

The notable exception, starring a sovereign curl, is the question of stable force-free mag-
netic fields in plasma physics [3,13,24]. They are solutions of the eigenvalue problem

o € R\{0} : curlH = oH, (1.1

posed on a suitable domain, see [25,12,21,32]. A solution theory for (1.1) must scrutinize
the spectral properties of the curl operator. The mature theory of unbounded operators in
Hilbert spaces is a powerful tool. For the curl operator, this approach was pioneered by
R. Picard [30,33,34], see also [40].

The main thrust of research was to convert curl into a self-adjoint operator by a suitable
choice of domains of definition. This is suggested by the following Green’s formula for the
curl operator:

/curlu-v—curlv-udx:/(uxv)-ndS, (1.2)
D aD
for any domain D C R3 with sufficiently regular boundary 3D and u,v € C!(D). This
reveals that the curl operator is truly symmetric, for instance, when acting on vector fields
with vanishing tangential components on 9 D.

On bounded domains D, several instances of what qualifies as a self-adjoint curl opera-
tors were found. Invariably, their domains were defined through judiciously chosen boundary
conditions. It also became clear that the topological properties of D have to be taken into
account carefully, see [33, Thm. 2.4] and [40, Sect. 4].

In this paper, we carry these developments further with quite a few novel twists: we try to
give a rather systematic treatment of different options to obtain self-adjoint curl operators.
It is known that the curl operator is an incarnation of the exterior derivative of 1-forms. Thus,
to elucidate structure, we will mainly adopt the perspective of differential forms.

Further, we base our considerations on recent discoveries linking symplectic algebra and
self-adjoint extensions of symmetric operators, see [ 17] for a survey. In the context of ordinary
differential equations, this connection was intensively studied by Markus and Everitt during
the past few years [15]. They also extended their investigations to partial differential operators
like A [16]. We are going to apply these powerful tools to the special case of curl operators.
Here, the crucial symplectic space is a Hilbert space of 1-forms on d D equipped with the
pairing

[w, nlyp = /w AT
aD

We find out that it is the Hodge decomposition of the trace space for 1-forms on D that
allows a classification of self-adjoint extensions of curl: the main distinction is between
boundary conditions that impose closed and co-closed traces. Moreover, further constraints
are necessary in the form of vanishing circulation along certain fundamental cycles of 9 D.
This emerges from an analysis of the space of harmonic 1-forms on 9D as a finite-dimen-
sional symplectic space. For all these self-adjoint curl operators, we show that they possess
a complete orthonormal system of eigenfunctions.
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The plan of the article is as follows: the next section reviews the connection between
vector analysis and differential forms in 2D and 3D with an emphasis on coordinate-free
aspects that are best described in terms of differential forms. Then, in the third section,
we summarize how self-adjoint extensions of a symmetric operator can be identified with
complete Lagrangian subspaces of a symplectic form. The fourth section specializes these
results to the curl operator. It is proved that every self-adjoint curl operator can be associated
with a boundary condition defined by a Lagrangian subspace. The differential form point of
view reveals the invariance of the underlying symplectic form under pullback. The following
section describes important complete Lagrangian subspaces spawned by the Hodge decom-
position of 1-forms on surfaces. The role of co-homology spaces comes under scrutiny. In the
sixth section, we elaborate on concrete boundary conditions for self-adjoint curl operators
induced by the complete Lagrangian subspaces discussed before. A practical prescription
is presented for handling global aspects of boundary conditions imposed by co-homology
groups. The two final sections study the spectral properties of the classes of self-adjoint curl
operators examined before and explore their relationships with curl curl operators. We show
that the computation of eigenvectors of curl operators usually cannot rely on the computation
of eigenvectors of self-adjoint curl curl operators.

2 The curl operator and differential forms

In classical vector analysis, the operator curl is introduced as first-order partial differential
operator acting on vector fields with three components. Thus, given a domain D C R3, we
may formally consider curl : C3°(D) +— C°(D) as an unbounded operator on L%(D). Inte-
gration by parts according to (1.2) shows that this basic curl operator is symmetric, hence
closable [39, Ch. 5]. Its closure is given by the minimal curl operator

curlyin : Ho(curl, D) — L*(D). 2.1
Its adjoint is the maximal curl operator, see [33, Sect. 0],
curlyax = curl;;in : H(curl, D) — LZ(D). 2.2)

Note that curly,y is no longer symmetric, and neither operator is self-adjoint. This motivates
the search for self-adjoint extensions curly : D(curly) C L*(D) — L3*(D) of curlyi,.
If they exist, they will satisfy, c.f. [17, Example 1.13],

curlyi, C curly C curly,y . 2.3)

Remark 1 The classical route in the study of self-adjoint extensions of symmetric operators
is via the famous Stone-von Neumann extension theory, see [39, Ch. 6]. It suggests that, after
complexification, we examine the deficiency spaces (N stands for the null space of a linear
operator) N* := N (curlpe ¢ - Id) C D(curlya). As dim N* = oo, the spaces N*
reveal little about the structure governing self-adjoint extensions of curl. Yet, the relation-
ship of curl and differential forms suggests that there is rich structure underlying self-adjoint
extensions of curly;y,.

The curl operator owes its significance to its close link with the exterior derivative oper-
ator in the calculus of differential forms. Let us write AX(M) for the space of (“sufficiently
smooth”) k-forms on the manifold M with boundary d M. On any piecewise smooth orient-
able k-dimensional sub-manifold of M, we can evaluate the integral fz w of a k-form w
over a k-dimensional sub-manifold ¥ of M. Also recall the concepts of trace i* : Al (M) >
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Self-adjoint curl operators 435

Table 1 The standard choice of vector proxy u, u for a differential form w in R3

Differential form @ Related function u or vector field u

X = w(x) u(x) = w(x)

x = {vi> ox)(V)} ux) - v:=owx)(v)

x = {(vi, v2) > 0(x)(v], v2)} u(x) - (v x v2) = w(x)(vy, v2)

x = {(V, v2,V3) = o(x) (v, V2, V3)} u(x) det(vy, vo, v3) 1= o(x)(vy, v2, v3)

Here, - denotes the Euclidean inner product of vectors in R3, whereas x designates the cross product

A (3 M), exterior product (A-product) A : AK(M) x AJ(M) — A¥7 (M), exterior deriv-
ative d : AK(M) — A*T1(M), Stokes’ theorem Jsdo = [iso 0c¢ A*=1(M), and the
product rule, which gives rise to the most general integration by parts formula. For more
details refer to the large body of introductory literature on differential forms, e.g. [11].

A metric g defined on the manifold M permits us to introduce the Hodge operator xg :
AR(M) = A" K (M) 1t gives rise to the inner product on AR (M)

(@, Mi.m :=/wA*gn, w,n e AFM). 2.4)
M

Thus, we obtain an Lz—type norm ||-|| on A¥(M). Completion of smooth k-forms with respect
to this norm yields the Hilbert space L2(AX (M)) of square integrable (w.r.t. g) k-forms on M.
Its elements are equivalence classes of k-forms defined almost everywhere on M. Since Lips-
chitz manifolds possess a tangent space almost everywhere, for them L2(A%(M)) remains
meaningful. As straightforward is the introduction of “Sobolev spaces” of differential forms,
see [2, Sect. 1],

HF*(d, M) := {w € L2 (A*(M)) : dw e L>(AFT (M)}, (2.5)

which are Hilbert spaces with the graph norm. The completion of the subset of smooth
k-forms with compact support in HF¥(d, M) is denoted by PF(;‘ (d, D).

Let us zero in on the three-dimensional “manifold” D. Choosing bases for the spaces of
alternating k-multilinear forms, differential k-forms can be identified with vector fields with

(2 ) components, their so-called vector proxies [2, Sect. 1]. The usual association of “Euclid-

ean vector proxies” in three-dimensional space is summarized in Table 1. The terminology
honors the fact that the Hodge operators x : A'(D) — A%(D) and » : A°(D) — A3(D)
connected with the Euclidean metric of 3-space leave the vector proxies invariant (this is not
true in 2D since ¥ = —1 on 1-forms). In addition, the exterior product of forms is converted
into the pointwise Euclidean inner product of vector fields. Thus, the inner product (-, )k, p
of k-forms on D becomes the conventional L?(D) inner product of the vector proxies. Fur-
ther, the spaces HF k(d, D) boil down to the standard Sobolev spaces H L(D) (for k = 0),
H (curl, D) (for k = 1), H(div, D) (for k = 2), and L%(D) (for k = 3).

Using Euclidean vector proxies, the curl operator turns out to be an incarnation of the
exterior derivative for 1-forms. Please note that since the Hodge operator is invisible on the
vector proxy side, curl can as well stand for the operator

curl < «d:A'(D)— A'(D), (2.6)

which is naturally viewed as an unbounded operator on L?(A ' (D)). Thus, (2.6) puts the for-
mal curl operator introduced above in the framework of differential forms on D. Translated
into the language of differential forms, the Green’s formula (1.2) can be stated as

@ Springer
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Table 2 Euclidean vector proxies for differential forms on 9 D

Differential forms Related function u or vector field u

X = w(x) u(x) = w(x)

X = {vi> ox)(v)} ulx) - v:=wx)(v)

x = {(v1, v2) = w(x) (v, V2)} u(x) det(vy, vo, n(x)) := o(x)(vq, v2)

Note that the test vectors v, v{, vp have to be chosen from the tangent space Ty (d D)

(*dw,n)1.p — (w,xdn)1.p = / i*o ANi*n, w,n e HF'(d, D). 2.7
aD

A metric on R3 induces a metric on the embedded 2-dimensional manifold 8 D. Thus, the
Euclidean inner product on local tangent spaces becomes a meaningful concept, and Euclid-
ean vector proxies for k-forms on 0D, k = 0, 1, 2, can be defined as in Table 1, see Table 2.

This choice of vector proxies leads to convenient vector analytic expressions for the trace
operator i *:

we AOD): i*o <« yulx) = ux), u:D— R,
we AN D) i*o «—> yiu(x) :=u(x) — (u(x) -nx))n(x), u: D R3,
we A2(D): i*o <— ppu(x) :=u(x) nx), u: D R,

weAD): i*w <« 0,

where x € 0D.

Remark 2 Vector proxies offer an isomorphic model for the calculus of differential forms.
However, one must be aware that the choice of bases, and therefore the description of a dif-
ferential form by a vector proxy, is essentially arbitrary. In particular, a change of metric of
space suggests a different choice of vector proxies for which the Hodge operators reduce to
the identity. Thus, metric and topological aspects are hard to disentangle from a vector anal-
ysis point of view. This made us prefer the differential forms point of view in the remainder
of the article.

3 Self-adjoint extensions and Lagrangian subspaces

Symplectic geometry, see [26, Ch. 2], offers an abstract framework to deal with self-adjoint
extensions of symmetric operators in Hilbert spaces. Here, we briefly recall how one can asso-
ciate a Lagrangian subspace of the Gelfand-Robbin quotient to any self-adjoint extension.
The reader can refer to [16,17] for a more detailed treatment.

Let H be areal Hilbert space and T a closed symmetric linear operator with dense domain
D(T) € H. We denote by T* its adjoint. Let us first recall, see [39], that each self-adjoint
extension T* of T is a restriction of T*, which is classically written as

TCcT cT. (3.1)
Next, introduce a degenerate symplectic pairing on D(T*) by

[,-1: D(T*) x D(T*) — R such that [u, v] = (T*u, v) — (u, T*v). (3.2)
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From the definition of T*, the symmetry of T, and the fact T** = T, we infer that,
see [15, Appendix],
[u +uo, v+ vol = [u, v], Yug, vo € D(T), Yu,v € D(T*),
3.3)
ue DT, [u,v]=0, Yve DT, = ueD).

As a consequence, we obtain a symplectic quotient space, see Appendix of [15]. In Salamon
et al. [36], it is called the Gelfand—Robbin quotient.

Lemma 3.1 The quotient space S = (D(T*)/D(T), [+, -1) is a symplectic space.

The graph norm on D(T*) induces a quotient norm on S, and due to (3.3), the symplectic
pairing [-, -] is continuous with respect to this norm

00 < (Bl + | T ?) - (1ol + [T0]?) - v € DT*), v € DT,
Let L @ D(T) denote the preimage of L under the quotient map D(T*) — S.

Corollary 3.2 The symplectic orthogonal complement' V* of any subspace V of S is closed
(in the quotient space topology).

Any linear subspace L of S defines an extension Tz of T through
TcC TL = T*\LG)D(T) C T*. (34)

This relationship allows to characterize self-adjoint extensions of T by means of the sym-
plectic properties of the associated subspaces L. This statement is made precise in the
Glazman-Krein-Naimark Theorem, see Theorem 1 of [15, Appendix].

Theorem 3.3 (Glazman-Krein-Naimark Theorem symplectic version) The mapping
L +— Ty is a bijection between the space of complete Lagrangian subspaces of S and
the space of self-adjoint extensions of T. The inverse mapping is given by

L =D(T.)/D(). (3.5)

4 Symplectic space for curl

The unbounded curl operators introduced in Sect. 2 (resorting to the vector proxy point of
view) fit the framework of the preceding section, and Theorem 3.3 can be applied. To begin
with, from (2.1) and (2.2), we arrive at the quotient space

Scurl := H(curl, D)/H(curl, D). 4.1)

By (1.2), it can be equipped with a symplectic pairing that can formally be written as

[w, v]lgp := /(U(y) X v(y)) -n(y)dS(y), (4.2)
oD

! Let L be a linear subspace of the symplectic space §

(1) The symplectic orthogonal complement of L is Lt = {ueS: [u, L] =0}
(2) L isaLagrangian subspace, if L C Liie. [u,v]=0forallu and vin L;
(3) A Lagrangian subspace L is complete, if Li=L.

One can refer to [26, Chap. 2] for an introduction to symplectic geometry.

@ Springer



438 R. Hiptmair et al.

for any representatives of the equivalence classes of Seyrl- From (4.1), it is immediate that
Securl 1s algebraically and topologically isomorphic to the natural trace space of H (curl, D).
This trace space is well understood, see the seminal work of Paquet [29], [8,9,7,10] for
the extension to generic Lipschitz domains, and [38] for a presentation in the context of
differential forms. To begin with, the topology of Seyy is intrinsic, that is, with D’ := R3\D,

the norm of
Seurt := H(curl, D')/Ho(curl, D) 4.3)

cur

is equivalent to that of Scyr1; both spaces are isomorphic algebraically and topologically.
This can be proved appealing to an extension theorem for H (curl, D). The trace ipace also

allows a characterization via surface differential operators. It relies on the space H2 (@D) of

tangential surface traces of vector fields in (HY(D))? and its dual H 2 (0D) := (H2 (0D))'.
Then, one finds that, algebraically and topologically, Seur is isomorphic to

_1
Seurl = H’%(curla, dD):={veH, *@D): curlyv e H*%(aD)}. 4.4)

The intricate details and the proper definition of curly can be found in [10].

When we adopt the perspective of differential forms, the domain of curly,y is the Sobolev
space HF 1(d, D) of 1-forms. Thus, Seur1 has to be viewed as a trace space of 1-forms, that
is, a space of 1-forms (more precisely, 1-currents) on dD. In analogy to (2.5) and (4.4),
we adopt the notation

Seart = HF~2°1(d, 3 D). (4.5)

The corresponding symbol for the trace space of HFY(d, D) will be HF ’%’O(d, dD) (and
not HF %’O(d, D) as readers accustomed to the conventions used with Sobolev spaces might
expect).

In light of (2.7), the symplectic pairing on HF -1 (d, dD) can be expressed as

(@, nlyp 1=/w/\n, w, 1€ HF~2(d, aD). (4.6)
oD

Whenever HF 2! (d, 3D) is treated as a real symplectic space, the pairing (4.6) is assumed.

The most important observation about (4.6) is that the pairing [-, -] is invariant under
pullback. Indeed, let us introduce a bi-Lipschitz homeomorphism & from the closure of D
to the closure of another domain D in R3. The pullback? of a form w is denoted by ®*w,

2 From the integral perspective, the transformation (pullback) ®*w of a k-form under a sufficiently smooth
mapping ® : M > M appears natural: ®*w is a k-form on M that fulfills

/@*w:/w
s =

for all k-dimensional orientable sub-manifolds & of . We remark that pullbacks commute with the exterior
derivative and exterior product

dd*w =d*dw and P*(wAn) = P*w A D*.
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1

see [18, Sect. 3.3]. Let @, 7 € HF—2°!(d, 85) and w = ®*® and n = ®*7, We have

(o, n]aD=/¢*6A¢*ﬁ=/¢*(6/\ﬁ)=/@/\ﬁ=[a,ﬂaﬁ.

aD aD 3D

Consequently, determining all the complete Lagrangian subspaces of (HF -3 (d, aD),
[-, -1y p) is completely equivalent to determine all the Lagrangian subspaces of (HF ~ 2.1 (d, 5),
[-,-155), with Da topologically equivalent domain to D: the pullback operator will map bi-
jectively between both sets. Tersely speaking, the set of complete Lagrangian subspaces is
invariant under topology-preserving invertible maps. This is obvious from the perspective of
differential forms.

Now we can specialize Theorem 3.3 to the curl operator. To emphasize topological aspects,

we formulate it in terms of 1-forms:

Theorem 4.1 (GKN-theorem for curl, version for 1-forms) The mapping that associates
1
with L C HF~2°'(d, dD) the d operator with domain

{ne HF'(d, D) : i*ne L}

is a bijection between the set of complete Lagrangian subspaces of HF -5 (d, dD) and the
self-adjoint extensions of curl defined on I-Fol (d, D).

We point out that the constraint i*n € L on traces amounts to imposing linear boundary
conditions. In other words, the above theorems tell us that self-adjoint extensions of curly;y
will be characterized by demanding particular boundary conditions for their argument vector
fields, cf. [33].

5 Hodge theory and consequences

Now we study particular subspaces of the trace space HF ’%’1(d, aD). We will take for
granted a generic metric on d D, which has no relationship, whatsoever, with the Euclidean
metric on D. It induces a Hodge operator x : AY@D) > AY(8D), which will be used
throughout this and the next section.

5.1 The Hodge decomposition

Let us first recall the well-known Hodge decomposition of spaces of square-integrable dif-
ferential 1-forms on d D. We refer to [38, Thm. 9], [27, Lemma 2.1], and, for a more general
exposition, to [28].

Lemma 5.1 We have the following decomposition, which is orthogonal w.r.t. the inner prod-
uct of L2(A'(3D)) (“x”-orthogonal”):

L*(A"(3D) = dHF(d, 3D) ® « d HF®(d, D) & H' (I D).
Here, 1! (9 D) designates the finite-dimensional space of harmonic 1-forms on 9 D:

H' (D) := {w € L>(A'(3D)): do =0 and d#w = 0}. 5.1
In terms of Euclidean vector proxies, the space L3*(A'(dD) is modeled by the space L,Z(a D)

of square integrable tangential vector fields on d D. Then, in the special case of * connected

@ Springer



440 R. Hiptmair et al.

with the induced Euclidean metric on 9D, the decomposition of Lemma 5.1 has a vector
proxy incarnation as L,2(a D)-orthogonal splitting

L?(dD) = grady, H' (D) ®;2 curly H' (D) ®,2 H' (dD),

HY(OD) := (v e L2(D) : curlyv=0 and divyv = 0}.

The Hodge decomposition can be extended to HF 31 (d, D) on Lipschitz domains, as was

demonstrated in [10, Sect. 5] and [6]. There, the authors showed that with a suitable extension
of the surface differential operators

H™2 (curly, 9D) = grad, H2 (3D) @, curlyH? (3D) &,> H'(3D), (5.2)
where, formally,
_1 _1
H?(3D) := A H, > (3D), Hy >(3D) :=f{v e H 2(3D): / vdS=0). (53)
ID;

with 8 D; the connected components of 3 D. For C'-boundaries, the space H 2 (0D) agrees
with the trace space of H 2(D). Using the techniques of [10], the result (5.2) can be generalized
in the calculus of differential forms, see [38, Thm. 10]:

Theorem 5.2 (Hodge decomposition of trace space) We have the following x-orthogonal
decomposition

HF~3'(d, aD) = d HF~2°(d, 3D) @ » d HF 3°(3D) & H' (D), (5.4)

with
HF?0(3D) = A} {(p € HF~22@D) : {g. 1)ap, = 0} ; (-5
with dD; the connected components of D and the Hodge—Laplacian Aygp = — dxd :

A%(OD) — A%(OD).

As d? = 0, the first subspace in the decomposition (5.4) of Theorem 5.2 comprises only
closed 1-forms, that is, d (d HF _%’O(d, 8D)) = 0. The second subspace contains only so-

called co-closed 1-forms in the kernel of d «, since d (* d HF 3.0 (0 D)) = d? HF>0 (D) =

0. Again, we point out that the Hodge decomposition (5.4) hinges on the choice of the Hodge
operator . Consequently, it depends on the underlying metric on d D.

5.2 Lagrangian properties of the Hodge decomposition

The subspaces occurring in the Hodge decomposition of Theorem 5.2 can be used as building
blocks for (complete) Lagrangian subspaces of HF - (d, 9D).

Proposition 5.3 The linear space d HF _%’O(d, dD) is a Lagrangian subspace of the sym-
1

plectic space (HF~2''(d, dD), [-, -]).
Proof We have to show that

[dw.dn],, =0 Yo,ne H~3°(d, dD). (5.6)
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By density, we need merely consider w, 7 in HF?(d, D). In this case, it is immediate from
Stokes” Theorem (9 D has no boundary)

[dw,dn]aD:/dw/\dn:/w/\dznzo. (5.7)
aD oD
O

Proposition 5.4 The linear space *dIF%’O(BD) is a Lagrangian subspace of
(HF=2(d, 9D), [, ).

Proof The proof is the same as above, except that one has to use that  is an isometry with
respect to the inner product (-, -)1, 5 induced by it (note that »x = —1 for 1-forms on 9 D):

[*da),*dn]aD=/*da)/\*dn=/dw/\*2dn
3 aD

aD
=—/da)Adn=—/w/\d2n=0. (5.8)
aD oD

In a similar way, we prove the next proposition.

Proposition 5.5 The space of harmonic 1-forms H'(d D) is symplectically orthogonal to
1

dHF~9(d, dD) and » d HF 3°(3 D).

The Hodge decomposition of Theorem 5.2 offers a tool for the evaluation of the symplectic
pairing [-, -]y p. Below, we tag the three components of the Hodge decomposition of Theo-

rem 5.2 by subscripts 0, L, and H: for w, n € I-F_%’l (d, D) we thus express (5.4) as
w=dwy+*dw; +wy and n=dno++dny + nx. (5.9

Note that the forms wy and w, are not unique since the kernels of d and »d are not empty
(they contain the piecewise constants on connected components of d D).

Taking into account the symplectic orthogonalities stated in Propositions 5.3, 5.4, and 5.5,
we see that all the following terms vanish

[ [dwo,dnolap = [xdwr,*dnilsp = [dwo, nxlap =0,
(xdwi,nxlap = [wx, dnolsp = [wn,xdn1]yp = 0.

Hence, we can compute the symplectic pairing on HF -1 (d, D) according to

[w,nlop = [dwo, *dn1]lyp + [xdwi,dnolyp + [wr, nxlop, (5.10)

which extends [10, Lemma 5.6].

5.3 The symplectic space H'(3 D)

Let us recall that the space of harmonic 1-forms on 9D (a 2-dimensional compact
C*°-manifold without boundary) is a finite-dimensional linear space with

dim(H'(0D)) = 2g, (5.11)
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with g the genus of the boundary. The genus is also the first Betti number of D. We refer to
Theorem 5.1, Proposition 5.3.1 of [5], and Theorem 7.4.3 of [28].
Since the set of harmonic vector fields is stable with respect to the Hodge operator,

neH(BD) = neL2A'OD)), dn=0, dan =0
=« € L2(A' (D)), dx(xn) =0, d(xn) =0 (5.12)
= n € H'(0D),
we find that the pairing [-, -]y is non-degenerate on H' (3 D):

(lwr. nrlap =0, Yy € H'(D)) = [wn. *0rlap = (0n, wp)1op = 0. (5.13)

Lemma 5.6 The space of harmonic 1-forms H' (3 D) is a symplectic space with finite dimen-
sion when equipped with the symplectic pairing [-, -13p. It is a finite-dimensional symplectic
subspace of(I-F_%’l(d, aD), [, -].

6 Some examples of self-adjoint curl operators

Starting from the Hodge decomposition of Theorem 5.2, we now identify important classes
of self-adjoint extensions of curl. We rely on a generic Riemannian metric on d D and the
associated Hodge operator .

6.1 Self-adjoint curl associated with closed traces

In this section, we aim to characterize the complete Lagrangian subspaces L of (HF -1
(d, dD), [+, -1ap), which contain only closed forms:

LCHZ YD) = (ne HF~2'(d,3D) : dy = 0). 6.1)

Hodge theory (see Theorem 5.2) provides the tools to study these Lagrangian subspaces,
since we have the following result:

Lemma 6.1 The set of closed I-forms in HF=7! (d, dD) admits the following direct
*-orthogonal decomposition
HZ"31(3D) = dHF~2°(d, aD) ® H' (D). (6.2)
Proof For w € FE’%’I(BD), *dw, from (5.9) satisfies dxdw,;) = 0, d*x(xdw,) =
0, (*xdw )7 = 0, which implies that xd w; = 0 and yields the assertion of the lemma.
O

The next result highlights the limited leeway in choosing Lagrangian subspaces included
1

in HZ~ 219 D).

Lemma 6.2 The symplectic orthogonal of the space HZ 7%’1(8 D) is the space d HF =30
(d, dD) of exact 1-forms.

Proof The symplectic orthogonal of HZ -3 (0 D) is defined as the set

{we HF~21(d,dD) : [w,nlsp =0, Vne HZ~2'(3D)). (6.3)
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Using Theorem 5.2 for @ = dwg + xdw) + wy and Lemma 6.1 for n = dny + 14,
we conclude from (5.10):

[w, nlogp = [xdwi,dnolsp + [0, nrlop. 6.4)
When n = xwy = 1y (here we use the stability of H'(3D) with respect to the Hodge
operator), this implies

[w, xor]op = [wx, *or]sp = /wH ANxwy =0 = wy =0, (6.5)
aD
and, for n = dno with 9 = w, € HF¥/>%(3D)
[w,dw ]sp =[*dw,dw]sp = —/de_A*de_ = dw; =0. (6.6)

oD

Hence, we have w = d wg (and wy; = 0). The converse inclusion holds due to (6.4). m}

Lemma 6.2 combined with the splitting (6.4) also means that we can evaluate [-, -Jsp on
I-E_%*l(8D) according to

1
(@, nlap = o, nlap, Yo, n€ HZ™21(3D) |, (6.7)

that is, the pairing [, -] on HZ 3! (0 D) depends only on the harmonic components.
This means that all complete Lagrangian subspaces L of HF ’%*l(d, dD) contained in

HZ 2! (3 D) are related to complete Lagrangian subspaces Ly of H! (3 D) by

L=dHF3°d,dD) @ Ly | (6.8)

From (6.7), we directly infer the following lemma:

Lemma 6.3 There is a one-to-one correspondence between the complete Lagrangian sub-
spaces L of the symplectic space (I'ﬂ’_%’1 (d, D), [+, -1ap) satisfying

L c HZ"*'@D) 6.9)
and the complete Lagrangian subspaces Ly, of H' (3 D). The bijection is given by (6.8).

Via Theorem 4.1, Lemma 6.3 leads to the characterization of the self-adjoint curl operators
whose domains contain only functions with closed traces.

Theorem 6.4 There is a one-to-one correspondence between the set of all self-adjoint curl
operators curlg satisfying

D(curlg) C {a) c HF'(d. D) : i*w e fz—%~1(aD)} (6.10)

and the set of complete Lagrangian subspaces Ly, of H' (3 D). They are related according
to

D(curlg) = {w c HF'(d. D) : i*w € dHF~3°(d.9D) ® LH} . 6.11)

Obviously, the constraint i*w € dHF ’%’O(d, dD) @ L is a boundary condition,
cf. the discussion in Sect. 4.
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Remark 3 Now, assume the domain D to feature trivial topology, that is, the genus of D is
zero, and the space of harmonic forms is trivial. Theorem 6.4 reveals that there is only one
self-adjoint curl with domain containing only forms with closed traces

D(eurls) = {o € HF'(d, D) : d(i*w) = 0}. (6.12)
In terms of Euclidean vector proxies, this leads to the self-adjoint curl operator with domain
D(curlg) = {u € H(curl, D) : curl(u) -n=0o0ndD}, (6.13)

which has been investigated in [34,40]. In case D has non-trivial topology, then dim (!
(dD)) = 2g # 0, and one has to examine the complete Lagrangian subspaces of H!(3 D),
which is postponed to Sect. 6.3.

6.2 Self-adjoint curl based on co-closed traces

In this section, we seek to characterize those Lagrangian subspaces L of the symplectic space
(ILH”%’1 (d, aD), [+, -]) that contain only co-closed forms, i.e.,

Lc {weH />, dD): dxw=0}. (6.14)

The developments are parallel to those of the previous section, because, as is illustrated
by (5.10), from a symplectic point of view, the subspaces of closed and co-closed 1-forms
occurring in the Hodge decomposition of Theorem 5.2 are symmetric. The next two lemmas
are counterparts of Lemmas 6.1 and 6.2 with similar proofs.

Lemma 6.5 The subspace of co-closed 1-forms of HF ~'/%1(d, dD) admits the following
*-orthogonal decomposition

{o e HF7V21(d,dD): dww =0} =+dHF/*°@D)®H'(BD).  (6.15)

Lemma 6.6 The symplectic orthogonal of the subspace of co-closed forms of HF ~1/21

(d,dD) is xdHF3%% D).

Again, we observe that when restricted to the space of co-closed forms, the bilinear pairing
[-, -]op becomes degenerate. On the other hand, also on the subset of co-closed forms, one
can evaluate [-, -]sp through a formula analogous to (6.7):

[w, nlop = [wr, n3lop, Y. ne {k € HF~/*1(d,aD): dxc =0}  (6.16)

which implies a result analogous to Lemma 6.3.

Lemma 6.7 The complete Lagrangian subspaces L of (HF ~'/>1(d, dD), [-, -1yp) contain-
ing only co-closed forms are one-to-one related to the complete Lagrangian subspaces Ly
of (H'(@D). [, -lap) by

L=xdHF¥*%0D)® Ly | 6.17)

Theorem 4.1 and Lemma 6.7 lead to the characterization of the self-adjoint curl operators
based on co-closed forms:

Theorem 6.8 There is a one to one correspondence between the set of all self-adjoint oper-
ators curlg satisfying

D(curls) C {w € HF'(d,dD) : dx(i*w) =0} (6.18)
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as!

57

Fig. 1 Boundaries of cuts 951 and BSi for the torus (left) and trefoil knot (right), g = 1 in each case

and the set of complete Lagrangian subspaces Liy of H'(dD) equipped with [-,-13p.
The underlying bijection is

D(eurls) = {w € HF'(d, D) : i*w € x dHF**%(3D) ® Ly}. (6.19)

Remark 4 Let D be a domain with trivial topology, so that H!'(dD) = {0}. Then, there
is only one self-adjoint curl-operator with domain containing only forms whose traces are
co-closed

D(eurls) = {w € HF'(d, Q) : d * (i*w) = 0}. (6.20)

In terms of Euclidean vector proxies and « arising from the Euclidean metric on 9D, we
obtain the self-adjoint curl operator with domain

D(curls) = {u € H(curl, D) : divyg(y;(u)) =0 onaD}. (6.21)

On the contrary, if D has non-trivial topology, then one has to identify the complete Lagrang-
ian subspaces of ! (9 D). This is the topic of the next section.

6.3 Complete Lagrangian subspaces of H! (3 D)

The goal is to give a rather concrete description of the boundary conditions implied by
(6.11) and (6.19). Concepts and results from (algebraic) topology and homology theory as
introduced in [5,23] will be pivotal. In particular, we rely on the existence of 2g compact
orientable 2-manifolds, so-called “cuts” [22,19,14],

S;cD, S,cD (D :=R\D), 1<i<g, (6.22)

with boundaries contained in 9D, such that D\S; or R3\(D U S7), respectively, are still
connected, see Fig. 1

In [23], it was established that the set of cuts {(Si)};g= Y {(Slf )}lfg:l can be chosen so that
they are “dual to each other”. Here, this duality is expressed through the intersection numbers
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of their boundaries (with induced orientation), see [18, Sect. 6.4] and, in particular, Chapter
5 of [19].

Lemma 6.9 The set of cuts {{S;)}5_, U {(Slf)}‘l.g:1 can be chosen such that they satisfy

i=1

Int((3S;), (35"%)) = i, .
[Int((aSlf), (asjy) ==& j, l=ij=gs, (6.23)

where Int(yy, y) designates the intersection number® of two curves on 9 D.

These dual pairs of cuts are a tool for constructing a particular basis of H! (3 D), see [23]:

Lemma 6.10 The harmonic I-forms ki, ..., kg, K, ..., /cé, € H' (3 D) uniquely defined by
/Ki=5ij, /Ki=0,
i) i)
/K} =0, /K}:Sij, l<i,j=<g (6.24)
aS; aS!

form a basis of H' (3 D).

Proof Linear independence of {«i, ..., kg, Ki, o, Kg,} is immediate from (6.24). Hence,

a counting argument confirms the basis property.

Uniqueness: if there was another basis complying with (6.24), the differences of the basis
forms would harmonic 1-forms with vanishing integral over any closed curve (cycle) in 9 D.
Those must vanish identically. O

These basis 1-forms are traces of closed 1-forms on D and D', respectively. For instance, «;
can be obtained as trace of the piecewise exterior derivative of a O-form (a scalar function) on
D'\ S/ that has a jump of height 1 across S/, see [1, Sect. 3] and [23]. An analogous statement
holds for «/ with S} replaced with ;. More precisely, one has for 1 <i < g
W, € HZ'(D') = {we HF'A, D) :do =0} «; =i¥, ¥, (6.25)
! € HZ'(D) == {w € HF'(d, D) : dw =0} «] =i}, ¥/, (6.26)
where i;,, and i,,; stand for the traces onto 3 D from D (inside) and D’ (outside), respectively.

Lemma 6.11 For 1 < m,n < g, we have

/Km Ak, =0, //c,’n Ak =0. (6.27)
aD aD

Proof Using (6.25) and (6.26), we rewrite the integral as one over D, as the following cal-
culation shows

/i:m(lﬁm) Ny (Yn) = /if,‘u,(lﬁm A Yn) = /d(wm A )
D

8D aD
= [ @) At = Y A ) = 0
D
The other relationship follows from an analogous calculation with primed entities. O

3 The reader may resort to the geometric intuition that the intersection number Int(yy, ) counts the number
of times yj crosses y» from “left to right” minus the number of times it crosses from “right to left”. Thus, the
intersection numbers Int(dS7, as;) in Fig. 1 are equal to —1 is each case.
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Lemma 6.12 For 1 < i, j < g, we have
/K,‘ /\IC;- = (Si,j- (6.28)
oD

Proof Following [23] or [1, Sect. 3], let us represent the 1-forms v;, 1//} from (6.25) and
(6.26) by means of the local exterior derivative of O-forms (scalar functions) ¢;, go}, which
jump across Slf and S, respectively.

V¥, =dg; in D'\S,, W} = d(p} in D\§;, (6.29)
loilg =1, |¢;| =1, (6.30)
S‘ [ ]:ISI

with [-]r denoting the (signed) jump across the oriented surface I'. Taking into account that
the exterior derivative commutes with the trace, we find

ki ARG = iour A i Aiin A9} = digupi Adiig ondD\(BS,US)).  (6.31)

Then, applying integration by parts, we infer (one has to take care of the orientation)

//{i AKf = / liguri Aii*nd‘»”j]as; T / [i;“u,cp,- /\i;k”d(p}]as-
J

aD as; as;
=0
= [i:m(/)i]aS; /\/K} = (Sl‘j.
) 38;
- ——
=58
by the property (6.30) of ¢; and Lemma 6.10. O

Owing to Lemma 6.11 and Lemma 6.12, the symplectic pairing [-, -]yp has the matrix
representation

Opxg Toxg e R%8:28, (6.32)
—Tgxg Ogxg
with respect to the basis
({kitier Ui{=«{lier) U ({=«{}ier U {kilicr) (6.33)

of H'(dD). A basis of a finite-dimensional symplectic space with this property is called a
canonical symplectic basis [15, Sect. 1].

Lemma 6.13 The set {«;, k] }le is a canonical symplectic basis of the 2g-dimensional
symplectic space (H'(dD), [-, -]).

Given a canonical symplectic basis, we can appeal to abstract results [15, Ex. 2] to
build complete Lagrangian subspaces: for any canonical symplectic basis {u,-}l.zi L of a
2g-dimensional symplectic space and mapping o : {1,...,g} — {0, 1} the span of
{u,-+g(,-)g}f:1 is a complete Lagrangian subspace.

Thus, starting from a partition

IUl'={1,...,g}, InI'=0. (6.34)
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we can construct a complete Lagrangian subspace of (H*@D), [, ]

span {{i}ies U{k}ier} = {w € H'(OD) : /a) = /a) =0 Viel, jel
aS; BS.’/
(6.35)

By Theorems 6.4 and 6.8, L4 induces self-adjoint curl operators. Denoting i * by i* in what
follows and invoking (6.2), for those specimens with closed traces, we find the domains

D(curly) = dw € HF'(d, D) : i*w e dHZ=2°(3D) + H' (3D),

/w:/w:O viel, jel

aS; BS}

=JdweH'd,D): di*w=0, /w:/a):() Viel, jel
aS; 85;.
(6.36)

We point out that D(curly) is well defined, since integration over boundaries of cuts provides
bounded functionals on {w € HF'(d, D) : i*w € Iﬂ’%’o(aD)}.

A key observation with (6.36) is that replacing any boundary of a cut with a closed oriented
curve (cycle) that is homologous to it in d D does not change the space at all. More precisely,
letC; caD,iel, C} C dD, j € I be cycles that form bases of the homology spaces, that
is, of subspaces of the 2g-dimensional homology space H; (9 D, R), that are generated by the
cycles 8S;,i € I, and 8S}, J € I, respectively. These cycles allow an equivalent definition
of the domain from (6.36):

D(eurly) = {w € HF'(d, D) : di*a):O,/a):/a):O viel,jel}. (6.37)

Ci C}

We point out that the choice I = ) together with closed trace is the one proposed in [40] to
obtain a self-adjoint curl.

Homeomorphisms map homologous cycles to homologous ones, while the pullback pre-
serves closedness of a form. This implies that the boundary conditions inherent in (6.37) are
invariant under pullback in the sense explained earlier in Sect. 4.
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Relying on (6.15), (6.17), and Theorem 6.8, we can pursue the same considerations for
self-adjoint curl operators characterized by co-closed traces. They lead to the domains

D(curly) := {w € HF'(d, D) : dx(i*w) =0, /wzo,ieﬂ,/wzo,jel ,
9S; BS}

(6.38)

In stark contrast to the case of closed traces, these domains will depend on the concrete
choice of the cycles 9S;, BS}! Since they also depend on x, they will fail to be invariant
under pullback; though the formulas (6.8) and (6.17) enjoy a striking symmetry they result
in boundary conditions of a completely different nature.

7 Spectral properties

Having constructed self-adjoint versions of the curl operator, we go on to verify whether their
essential spectrum is confined to 0 and their eigenfunctions can form a complete orthonormal
system in L2(D). These are common important features of self-adjoint partial differential
operators.

The following compact embedding result is instrumental in investigating the spectrum of
curl. Related results can be found in [37] and [31].

Theorem 7.1 (Compact embedding) The spaces, endowed with the HF L(d, D)-norm,

Xo:={w e HF'(d, D) : dxw =0, i*(x») =0} and
Xt := {we HF'(d D): dxw=0, dx(i*w) =0}

are compactly embedded into L2(AY(D)).

Remark 5 In terms of Euclidean vector proxies and Euclidean Hodge operator on d D, these
spaces read

Xo ={ve H(curl, D) : divv=0, y,u =0},
Xt = {ve H(curl, D) : divv =0, divy(y;u) = 0}

where the constraint divy(y;u) = 0 should be read as “orthogonality” to grad, H 3 (D) in
the sense of the Hodge decomposition.

Proof (of Thm. 7.1) The proof will be given for X1 only. The simpler case of X draws on
the same ideas. We are using vector proxy notation, because the proof takes us beyond the
calculus of differential forms. Note that the inner product chosen for the vector proxies does
not affect the statement of the theorem.

A key tool is the so-called regular decomposition theorem that was discovered in [4],
consult [20, Sect. 2.4] for a comprehensive presentation including proofs. It asserts that
there is C > 0 depending only on D such that for all u € H(curl, D), there are functions
® c (HY(D))?, ¢ € HY(D), with

u=®+gradg, |[®lyip) +lelyip) = Cllullgeen,p) - (7.1)
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Let (u,),cy be a bounded sequence in X that is

divu, =0 inD and divy(pyu,) =0 ondD, (7.2)

aC > 0: ”un”LZ(D) + ||curlun||Lz(D) <C. (73)

Write u,, = ®, + grad ¢, for the regular decomposition according to (7.1). Thus, (®,),en

is bounded in (H'(D))? and, by Rellich’s theorem, will possess a sub-sequence that con-

verges in L?(D). We pick the corresponding sub-sequence of (u,),cy Without changing the
notation.

Further,
divu, =0 = —Ag, = div®, (boundedin L*(D)), (7.4)
1
divy(yu) =0 = —Ayp(y @) = divy(y;®,) (boundedin H™2(9D)).  (7.5)
We conclude that (y ¢, ),en is bounded in H 1(3 D) and, hence, has a convergent sub-sequence

in H2 (0.D) (for which we still use the same notation). The harmonic extensions ¢, of y ¢,
will converge in H (D).
Finally, the solutions @, € H'(D) of the boundary value problems

—AQ, =div®, inD, @ =0 ondD, (7.6)

will possess a sub-sequence that converges in H' (D), as (—Apj) "' L?(D) is compactly
embedded in H'(D). Since ¢, = @, + @y, this provides convergence of a subsequence of
(®, + grad ¢,),cy in L*(D). o

Let curly : Dy € L2(A'(D)) — L*(A'(D)) be one of the self-adjoint realizations of
curl discussed in the previous section. Recall that we pursued two constructions based on
closed and co-closed traces, respectively®.

Remark 6 Even if the domain D; of the self-adjoint curl, is known only up to the contribution
of a Lagrangian subspace of L4, we can already single out special subspaces of Dj:

(1) For the curl operators based on closed traces, see Sect. 6.1, in particular Thm. 6.4,
we find

d HF°(d, D) c D;. (1.7)

Indeed, for @ € d HFY(d, D), there exists n € HF°(d, D) with @ = d 7. Due to the

trace theorem, i *n belongs to HF ~2 (d, d D). Consequently, it follows from the relation

i*d =di* thati*w = di*n belongs to d HF—? (d, D). We conclude using (6.11).
(2) For the curl operators based on co-closed traces introduced in Sect. 6.2, it follows that

d HF)(d, D) C Ds. (7.8)
This is immediate from the fact that
ne HFY(d, D) and o = dp implies i*w =di*n =0, (7.9)

which means that @ belongs to Dy, see (6.19).

4 In the continuation, curl is a generic notation for a self-adjoint realization of curl. This notation will be
used indiscriminately for the closed or co-closed case. It will be clear from the context to which operator it
refers.
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In the sequel, the kernel of curly will be required. We recall that
N (curly) = Dy NN (curlpay)

is a closed subspace of L2(AY(D)). Moreover, since d?> = 0 and due to (7.7) and (7.8), one
has

d HF%(d, D) C N(curly) in the closed case, (7.10)
d I-F(? (d, D) C N(curly) in the co-closed case. (7.11)
Lemma 7.2 The operator curlg is bounded from below on Dy N N (curly)~*:
IC=CD): |wl <C |eurlyw|| Yo € Ds NN (curly)™ .

Proof The indirect proof will be elaborated for the case of co-closed traces only. The same
approach will work for closed traces.
We assume that there is a sequence (w,), ey C Ds NN (curly)* such that

logll =1, |leurlw,|| <n~' VneN. (7.12)

Since w,, € N (curlS)J-, the inclusion (7.11) implies that d*w, = 0. As a consequence of
(7.12), (wn)pen 1s abounded sequence in X L. Theorem 7.1 tells us that it will possess a subse-
quence that converges in L3(AY(D)), again we call it (wy,),cn- Thanks to (7.12), it will con-
verge in the graph norm on Dy, and the non-zero limit will belong to A/ (curly) N A (curly)t =
{0}. This contradicts ||w, || = 1. m]

From Lemma 7.2, we conclude that the range space R(curly) is a closed subspace of
L*(AY(D)), which means

R(curly) = N (curly)™*. (7.13)
Thus, we are led to consider the symmetric, bijective operator
C := curl, : Dy N AN (curly)™ C NV(eurly)t — N(curly)™t. (7.14)

It is an isomorphism, when Dy N A (curly)" is equipped with the graph norm, and AV (curl)
with the LZ(A!(D))-norm. Its inverse C~! is a bounded, self-adjoint operator.

Theorem 7.3 The operator curly has a pure point spectrum with oo as sole accumulation
point. It possesses a complete L*-orthonormal system of eigenfunctions.

Proof The inverse operator
C!': NM(eurly)*t — Dy N N (curly)* (7.15)
is even compact as a mapping L>(A! (D)) — L*(A!(D)). Indeed, due to (7.10) and (7.11),

the range of C~! satisfies
Dy NN (curly)™ C X in the closed case, (7.16)
Dy NN (curly)™ ¢ X+ in the co-closed case. (7.17)

By Theorem 7.1, the compactness follows. Riesz-Schauder theory [41, Sect. X.5] tells us that,
except for 0, its spectrum will be a pure (discrete) point spectrum with zero as accumulation
point, and it will possess a complete orthonormal system of eigenfunctions.

The formula, see [39, Thm. 5.10],

rvl—c =11 c-nc! (7.18)
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shows that for A # 0,

e 2! —C7!bijective = C — A bijective,
o NA'=CH=N(C-M).

Thus, o (C) = ((C~")\{0})~", and the eigenfunctions are the same. O

8 curl and curl curl
8.1 Self-adjoint curl curl operators

In the context of electromagnetism, we mainly encounter the self-adjoint operator curl curl.
Now, we explore its relationship with the curl operators discussed before. The Euclidean
metric on D and the associated Hodge operator » will be taken for granted.

Definition 8.1 A linear operator S : D(S) c L%2(A'(D)) — L2(A'(D)) is a curlcurl
operator, if and only if S is a closed extension of the operator xd«d defined for smooth
compactly supported 1-forms.

Two important extensions of the curl curl operator are the maximal and the minimal
extensions:

Lemma 8.2 The domain of the minimal closed extension (curl curl)yi, of the curl curl
operator is

Dumin = {w € HFy(d, D) : »dw € HF,(d, D)} (8.1)
or, equivalently, in terms of Euclidean vector proxies

Diin = {u € L*(D) : curlu € L*(D), curlcurlu € L*(D),
y;(0) =0, and y;(curl (w)) =0 onadD}.

The adjoint of (curl curl) iy is the maximal closed extension (curl curl) yax. It is an extension
of the curl curl operator with domain

Dmax = D1 & D», (8.2)

with
Dy = {w € HFy(d, D) : »dw € HF'(d, D)}, (8.3)
D, = {we L*(A'(D)): dxdw =0}. (8.4)

Proof The domain Dy, of the minimal closure is straightforward. We recall the definition
of the domain of the adjoint T* of an operator T : D(T) C H — H

DTY={ueH: 3IC,>0: u,Tv)y <Cy vy YveDM}. (8.5)

Let Dmax stand for the domain of the adjoint of the minimal curl curl operator. First, we
show that

D1 ® D2 C Dmax- (8.6)
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Let us consider w € Dy and 1 € Dpin. By integration by parts and the isometry properties
of x, we get

/a)/\d*dn:/d*dw/\nf ldxd |l [In] . 8.7
D D

This involves D C Dpax-
Now we consider w € D;. The relation d x d w = 0 has to be understood as

/d *xdwoAn=0 Vne A'(D) smooth, compactly supported. (8.8)
D

As the smooth compactly supported 1-forms are dense in Dy, with respect to the topology
induced by the norm

loll + leurl(w) || + [leurl(curl(w))]|, (3.9)
it follows that
/a)/\d*dn=0 V1 € Dmin, (8.10)

D

and, finally, D> C Dpax. This confirms (8.6).
Next, we prove

Dmax C D1 & Ds. 8.11)
Pick, @ € Dpax. There exists ¢ € LZ(A' (D)) such that
/a)Ad*dn;:/gﬂA*n V1 € Dmin. (8.12)
D D

Since d* ¢ = 0 (pick n = dv in (8.12)), and [, ¢ A *ny = 0 for 3, € H' (D), there exists
w1 € HF'(d, D) satisfying

*dxdw; =¢ inD,
(8.13)
i*w1 =0 ondD.
Note that this @ belongs to D;. Then, wy = w — w; satisfies
/(a)—a)l)/\d*dnzo Vn € Dpin = dxdw; =0. (8.14)
D
It follows that w, € D;. Since w = w| + w;, we have proven (8.11). O

Remark 7 The last lemma gives a nice example for
(T2 # (T

Indeed, the minimal extension of the formal curl curl boils down to the squared minimal
curl operator curlyi, with domain HFO1 (d, D)

(curl curl) iy = curlyi, curlyi,
The adjoint of curly;;, is the curly,x operator with domain HF 1(d, D), but

(curl curl)ox # curly,x curly,y -
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To identify self-adjoint curl curl operators, we could also rely on the toolkit of symplectic
algebra, using the metric-dependent symplectic pairing

[w,n]:/d*dw/\n—/a)/\d*dn. (8.15)
D D

As before, complete Lagrangian subspaces will give us self-adjoint extensions of
(curl curl) i, that are restrictions of (curl curl) .. However, we will not pursue this further.

There are two classical self-adjoint curl curl operators that play a central role in electro-
magnetic boundary value problems. Their domains are

D((curl curl)pyy) = {w € HF)(d, D) : »dw € HF'(d, D)}, (8.16)
D((curl curl)ney) = {w € HF'(d, D) : xdw € HF, (d, D)}. (8.17)

Both can be written as the product of a curl operator and its adjoint:
(curl curl)pi; = curlyx curlyin, (curlcurl)ney = curly, curlyy . (8.18)

Less familiar self-adjoint curl curl operators will emerge from taking the square of a self-
adjoint curl operator as introduced in Sect. 6.

8.2 Square roots of curl curl operators

It is natural to ask whether any self-adjoint curl curl operator can be obtained as the square
of a self-adjoint curl. We start with reviewing the abstract theory of square roots of operators,
see [39, Sect. 7.3].

Let S be a positive (unbounded) self-adjoint operator on the Hilbert space H. We recall
from [39, Thm. 7.20] that there exists a unique self-adjoint positive (unbounded) operator R
satisfying
S=R? ie. D(S)=D(R? :={u e DR)/Ru € D(R)} and Su =R%*u ifu € D(S).

(8.19)

Lemma 8.3 (domain of square roots) Ler Ry and Ry be two closed densely defined
unbounded operators on H with domains D(R}), D(R,) C H.
IfRy R1 = Rj3 Ry, that is,

D(R* Ry) = D(R% Ry) and VYu € D(R? Ry), RY Riu = R: Rou,
then D(R;) = D(R»).

Proof Fori = 1,2, D(R;) equipped with the scalar product (u, v); = (u, v)4+ (Riu, Riv)y
is a Hilbert space.

Let us first prove that D(R}'R;) is dense in D(R;) with respect to (-, -);. We consider u €
D(R;} R)*

vv e D(RY R)), 0= (u,v); =, v)n+ (Riu, Riv)y = (u, v+ R} Riv)y
(8.20)

As ld+ R R; is surjective from D(R} R;) to H, see [35, Theorem 13.31], u is equal to zero.
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Hence, the spaces D(R;) and D(R;) share the dense subspace D(R} Ri) = D(R; Ry).
Moreover, their scalar products coincide on this subset:

(u, V)4 + (Riu, Riv)y = (v, v+ R} Riv)y = (u, v + R} Rov)y
= (u, V)4 + (Rau, Rov)n.

We conclude using Cauchy sequences. O

Surprisingly, the simple self-adjoint operator (curl curl)p;; does not have a square root that
is a self-adjoint curl:

Lemma 8.4 The curl curl operator curly,y curlyi, does not have a square root that is a
self-adjoint curl.

Proof Let us suppose that T = curlyx curlyi, admits a curl self-adjoint square root S
which implies that

curlp,y curly - = curly, curlyi, =T = S? =8 5*. (8.21)

since curlp,x and curly;, are adjoint and S is self-adjoint. Due to lemma 8.3, we have
D(curly,y) = D(S) and therefore

S = curlyx (8.22)

since S and curlp,x are both curl operators. Clearly, this is not possible since curly,y is not
self-adjoint. O

Remark 8 We remark that the same arguments apply to the operator (curl curl)ne,.

8.3 curl curl # curl curl* is possible

Finally, we would like to show that not all the self-adjoint curl curl operators are of the form
R R* with R a curl operator.

Following an idea of Everitt and Markus—a similar construction or the Laplacian is intro-
duced in [17]— we consider the self-adjoint curl curl operator

T: DT c L*(D) —> L*(D), u+—> curlcurlu (8.23)
with domain
D(T%) = Din ® D2, (8.24)
where Dpin and D, are defined in (8.1) and (8.4).

Proposition 8.5 There exists no curl operator R such that
T =RR*. (8.25)

Proof Suppose that there exists a curl operator R satisfying (8.25). By definition of the
composition of operators, one has

D(T’) = {u e D(R*) : Ru € D(R)}.
Hence, this implies

D, ¢ D(TY) ¢ D(R*) C HF'(d, D).
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This is not possible since D; is not a subspace HF'(d, D).
This can be illustrated by means of vector proxies and in the case of the unit sphere D.
Consider the function

~+00
u(r,0,z) = Zr” sinnd | e,

n=1

given the cylindrical coordinates. The curl and curl curl of u are

+00 +00
curlu = E nr" ! cosnd ) e — E n "l sinng | ey,
n=1 n=1

curlcurl u = 0.
Direct computation leads to
ul?> < 400 and |curlu| = +oo.

Hence, this u satisfies u € D; butu ¢ H (curl, D). O

Remark 9 In the same way, we show that there exists no curl operators R; and R; satisfying

T =R; R,. (8.26)
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