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Abstract
Given an information need and the corresponding set of documents retrieved, it is known that user assessments for such 
documents differ from one user to another. One frequent reason that is put forward is the discordance between text complex-
ity and user reading fluency. We explore this relationship from three different dimensions: quantitative features, subjective-
assessed difficulty, and reader/text factors. In order to evaluate quantitative features, we wondered whether it is possible to 
find differences between documents that are evaluated by the user and those that are ignored according to the complexity 
of the document. Secondly, a task related to the evaluation of the relevance of short texts is proposed. For this end, users 
evaluated the relevance of these short texts by answering 20 queries. Documents complexity and relevance assessments 
were done previously by some human experts. Then, the relationship between participants assessments, experts assessments 
and document complexity is studied. Finally, a third experimentation was performed under the prism of neuro-Information 
Retrieval: while the participants were monitored with an electroencephalogram (EEG) headset, we tried to find a correlation 
among EEG signal, text difficulty and the level of comprehension of texts being read during the EEG recording. In light of 
the results obtained, we found some weak evidence showing that users responded to queries according to text complexity 
and user’s reading fluency. For the second and third group of experiments, we administered a sub-test from the Woodcock 
Reading Mastery Test to ensure that participants had a roughly average reading fluency. Nevertheless, we think that additional 
variables should be studied in the future in order to achieve a sound explanation of the interaction between text complexity 
and user profile.

Keywords  Interactive information retrieval · Reading comprehension · Reading fluency · User assessments · Neuro-
information retrieval · Electroencephalography

1  Introduction

Text complexity refers to the level of challenge a text pro-
vides based on a trio of considerations [26]: quantitative fea-
tures, subjective difficulty, and reader/text factors. Quantita-
tive features of text complexity are the features that can be 
counted or quantified: sentence length, number of syllables, 
word length, word frequency [28, 42], perplexity and other 
features that can be calculated on the computer. The subjec-
tive features of a text are the aspects and nuances of it that 
cannot be measured by a simple formula. They require care-
ful content analysis [49]. The third leg of the text complexity 
triad shifts the emphasis from the text itself to reflections on 
readers and their levels of preparation for tackling both the 
target text and the objective of the reading task. For each one 
of these three dimensions, in the present paper we study the 
relationship between text complexity and tasks related to 
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seeking information as a consequence of a given informa-
tion need. In this context, an additional research question 
naturally arises: how the user’s reading comprehension and 
fluency leverages the comprehension of texts with different 
complexity levels. In order to shed light on these questions, 
we propose a number of experiments inspired by the three 
dimensions of text complexity introduced above. More con-
cisely, we propose a number of experiments where the user 
is requested to assess relevance of a retrieved documents. We 
wondered whether it is possible to cluster user assessments 
according to:

–	 Quantitative features of text complexity (research ques-
tion 1, RQ1).

–	 Subjective features on the basis of text complexity level 
provided by humans experts (RQ2).

–	 Features extracted from the user’s mental state when 
reading (RQ3).

In this paper, we apply perplexity as a quantitative feature 
of text complexity (research question RQ1, see sect. 2.2). 
Perplexity has a certain mass of evidence that correlates 
this measure with on the one hand the precision and recall 
of information retrieval (IR) systems [4], and on the other 
hand syntactic complexity [7, 46]. As a consequence we 
wonder whether, given a probabilistic language model, there 
are significant differences between the perplexity of the set 
of documents that are evaluated by the user and those docu-
ments that are not evaluated. Precision and recall are two 
well-known scores to measure the quality of IR systems [5]. 
Precision measures the ratio of relevant documents among 
those retrieved and recall the ratio of found documents 
among all those considered relevant in the collection.

A second way to explore text complexity is by means of 
subjective assessed difficulty (research question RQ2). We 
make use of the NEWSELA corpus for this end. The NEWS-
ELA corpus [49] allows us to distinguish easy and complex 
texts by means of subjective assessed difficulty of the text. In 
this corpus, difficult expressions have been annotated with a 
level of difficulty between 1 and 4 by human experts. More 
details about NEWSELA are provided in Sect. 3.3.

The third dimension of text complexity is related to 
reflections about readers and their levels of preparation for 
tackling both the target text and the objective of the reading 
task. As a consequence, several experiments have been car-
ried out where both the reader’s internal state when reading 
and the user’s reading skills are the object of study:

Regarding the reader’s internal state when he or she is 
reading, we propose an approach from the Neuro-Informa-
tion Science field, since there is a growing interest in the use 
of NeuroIS methods in interactive information retrieval (IIR) 
research [21, 30]. More concisely, we are intrigued about 
whether it is possible to find differences in the electrical 

cerebral activity when texts with different levels of com-
plexity are read. For this purpose, we analyze user electro-
encephalography (EEG) recordings with the aim of distin-
guishing when a user is reading a hard or easy text, given a 
sufficient level of comprehension of the document.

Regarding participants reading fluency, it has been 
measured and integrated into the design of the experimen-
tation related to RQ2 and RQ3. Reading fluency can be 
defined in several ways, but traditionally it has been related 
to text reading speed and accuracy (e.g., [1]). In terms of the 
user’s experience, it refers to effortless and efficient read-
ing. Therefore, the reader’s ability for fluent reading would 
critically affect their experience with the IR system. For this 
purpose, we analyzed participants’ performance in a very 
simple reading task under time pressure. Participants who 
performed better on this task would pattern differently on 
other user assessments.

The rest of this paper is structured as follows: firstly, 
those topics that are needed to accomplish our study are 
introduced, i.e., reading fluency, text complexity and neuro-
Information Retrieval. Then we describe the experimenta-
tion framework. In relation to RQ1, we make use of the 
data collection provided by the PIR-CLEF lab, made up of 
recordings of research sessions of 10 English-speaker users 
in coping with one or two information needs. For the case of 
RQ2, we developed our own corpus based on a set of Span-
ish documents selected from NEWSELA related to a number 
of topics. Then, this corpus is used in order to accomplish an 
information seeking task by 42 Spanish participants. Finally, 
the EEG of 18 of those 42 participants when reading short 
texts extracted from NEWSELA documents was recorded 
and analyzed. We finish with some conclusions and sugges-
tions for future work.

2 � Related work

Information Retrieval (IR) is the process of obtaining rel-
evant documents to a given user need, usually under the 
shape of a query. Thus, an Information Retrieval System 
will return a list of potentially related documents. The list of 
documents may contain enough information to help the user 
decide which documents will answer her information needs. 
By browsing and opening some of them, the user may decide 
to refine the query, entering an iterative process until a deci-
sion to finish this process is taken. This is why we often talk 
about Interactive Information Retrieval (IIR) [38], as it is 
usually inherent to the activity of looking for information. A 
main concept in IR is that of relevance, as it defines whether 
a document is a valid answer to a user need or not. Borlund 
[9] studied this topic in depth and enumerates the different 
aspects that such a topic integrates, which are the reason for 
the lack of consensus among annotators. We will consider 
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relevance annotations of the NEWSELA corpus as ground 
truth, without entering into further analysis on this matter.

Intensive research has been done on the evaluation of 
IIR systems [10, 24] and certain key aspects, like scrolling 
behavior, repeat visits or reading time, among others, impact 
the score assigned to the level of satisfaction when dealing 
with a text-based search engine. Early works in IR showed 
that readability could benefit the IIR process [6, 32]. But 
readability is usually considered only on text characteris-
tics, rather on user abilities for reading, like grammatical 
or lexical skills on the target language, for instance. Our 
work focuses on that side of the interactive retrieval model, 
exploring how reading fluency impacts the performance of 
the search process. This could contribute to a better under-
standing on how reading fluency could affect “relevance” 
in IR.

2.1 � Reading fluency

There is evidence that text reading fluency is related to read-
ing comprehension (e. g., [8]). There are several theories 
to explain this relation. On the one hand, according to the 
automaticity theory [25], fluent reading is closely related 
to the automaticity of low-level reading processes, such as 
word decoding. The more automatized these processes are, 
the more cognitive resources (limited in nature) are avail-
able to perform semantic/high-level comprehension pro-
cesses, and thus better reading comprehension. The cogni-
tive resources released by fluency mainly involve working 
memory. Accordingly, [3] found evidence of an indirect 
link between working memory and reading comprehension 
through decoding, a low-level process necessary for fluent 
reading. The relation between working memory and read-
ing has been recently analyzed by [35] in a meta-analysis 
study. In accordance with [3], they found that the connec-
tion between working memory and reading was partialed out 
when decoding and vocabulary were controlled for. Simi-
larly to decoding, vocabulary processing may be considered 
another low-level factor necessary for fluent reading. [3] also 
found a direct link between working memory and reading 
comprehension, as well as direct connections for other fac-
tors such as attention and executive processing. If reading is 
not fluent, it would be expected that readers have more dif-
ficulties to sustain their attention and make decisions about 
what they are reading, negatively affecting reading compre-
hension. On the other hand, reading with appropriate expres-
siveness and intonation (i.e., appropriate prosody) has also 
been included as a key factor within the concept of reading 
fluency [31], and it has been related to the construction of 
the sentence meaning or text microstructure. Whatever the 
approach followed, speed, accuracy and expressiveness seem 
to be complementary aspects of fluency that are related to 
reading comprehension.

2.2 � Text complexity

There are different metrics of complexity that have been 
proposed by various authors since more than fifty years ago. 
Some of these measures directly provide the recommended 
age for a reader, such as the García López [18] measure, oth-
ers offer more difficult measures to interpret indexes, such as 
lexical complexity Anula [2], the sentence complexity index 
or the depth dependency tree Saggion [39], among others. 
Actually, some of them, like the old Flesch score [16], have 
been used to improve IR systems [6].

In general, few aspects are captured by these features, 
which essentially rely on basic metrics, mainly lexical, like 
the number of syllables in a word, the number of rare words, 
punctuation marks or sentence length. As language models 
have gained more attention in many language processing 
tasks like speech recognition or machine translation, meas-
uring text complexity in the model as a useful tool to meas-
ure the underlying language. Perplexity is a metric that can 
be directly related to the complexity of a language model, 
as is explained in the next section.

2.2.1 � Perplexity

The canonical measure of the goodness of a statistical lan-
guage model is normally reported in terms of perplexity, 
measurement of how well a probability distribution or prob-
ability model predicts a sample. Intuitively, perplexity can 
be understood as a measure of uncertainty. The perplexity of 
a language model can be seen as the level of perplexity when 
predicting the following symbol[11]. In the scope of Infor-
mation Retrieval[36, 41], we propose statistical language 
modeling as an alternative to the standard tf.idf[37] method 
of retrieval. In information retrieval, tf.idf, short for term fre-
quency–inverse document frequency is a numerical statistic 
that is intended to reflect how important a word is to a docu-
ment in a collection or corpus. The tf.idf value increases 
proportionally to the number of times a word appears in the 
document and is offset by the number of documents in the 
corpus that contain the word. Following these studies [4], 
we found some evidence that the perplexity of the language 
model has a systematic relationship with the achievable pre-
cision recall performance when using traditional Information 
Retrieval systems. More recently, [46] finds a correlation 
between perplexity calculated on the basis of part-of-speech 
(POS) tags and syntactic complexity.

2.3 � Electro‑encephalography in the field 
of Neuro‑information science

The third dimension of text complexity is related to reflec-
tions on readers and their levels of preparation for tackling 
both the target text and the objective of the reading task. To 
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the best of our knowledge, our work is the first one aiming 
to detect differences in the EEG signals depending on the 
complexity level of a text. We focus on EEG due to its cost, 
ease of use, wearability, temporal resolution compared to 
other neuroimaging techniques.

Despite this, nowadays there is a growing interest in 
the use of methods from neuro-psychology in IIR research 
such as electro-encephalography (EEG) analysis and eye-
tracking. One of the goals is to develop new search models 
that can account for neurological responses to information 
stimuli and the influence of cognitive and affective states 
on users’ information behavior. The last is motivated in the 
work described in [30], which summarizes preliminary evi-
dence for the potential use of analyzing neuroimaging tech-
niques (EEG and fMRI) and eye-tracking during the search 
process. However, this work also posited that it could be 
difficult the translation of the knowledge from neuroscience 
to IR. Hence, they suggested to develop studies focus on 
neuro-psychology metrics related to search task.

Some preliminary efforts for merging IIR systems and 
neuro-psychology techniques can be found in the NeuroIIR 
[21] & NeuroIR international workshops1. Nevertheless, 
only three works explored the used of EEG signals with 
different purposes such as emotion recognition [27], the 
creation of a dataset of images neurally labelled [22] using 
the EEG signals called NAILS, and the prediction of the 
relevance of a text [14].

Using both eye trackers and EEG signals, two works have 
focused on determining the level of relevance of a document 
[19, 20]. Particularly, in [20], a 14-channels EEG device 
(Emotiv EPOC) was used and a protocol was designed to 
determine if text document relevance can affect the meas-
urements of EEG signals and eye tracker date differently 
at early, middle, late stages of reading. They recorded the 
measurements of both devices from 24 subjects. Also, they 
applied Proximal Support Vector Machine for the classi-
fication stage to the features computed from EEG signals 
(569 features) and eye tracker data (25 features). This work 
found that it is possible to distinguish between relevant and 
irrelevant text documents using the above-mentioned sig-
nals. Especially, the biggest differences were found in late 
stages of reading. Despite this and the outcomes using EEG 
were slightly above the chance level, the best outcomes were 
obtained using either EEG and eye tracker together or only 
eye tracker.

In [19], they analyzed the combination of using an eye 
tracker and a single channel EEG device (Myndplay Brain-
band XL). The analysis was carried out on 26 subjects. 
They mainly assessed if pupil dilation and attention-related 

measurements taken from the EEG is different between ini-
tial visits and re-visits to relevant and irrelevant web pages. 
At the end of their experimentation, they found significant 
differences in pupil dilation on visits and revisits to relevant 
and irrelevant web pages. Nevertheless, these differences 
were only found in a few conditions using EEG signals when 
alpha band and attention levels were studied.

In the field of recommendation systems, in [15], 17 par-
ticipants (analyzing only 15) were asked to read Wikipedia 
documents about a selection of topics while their EEG was 
recorded. The subjects explicitly judged as relevant or irrel-
evant each word of the documents analyzed. The authors 
designed a protocol for presenting each word of the first 
six sentences of each document, with which a supervised 
classification model was able to find the relevant word from 
the EEG signals. Specifically, they used shrinkage Linear 
Discriminant Analysis (shrinkage-LDA) due to it is robust to 
the class imbalance in this experiment. After that, based on 
the predicted relevant words, the system was able to retrieve 
documents related to the identified relevant topic. As to the 
EEG signals classification, the system reached AUC values 
above the chance level for identifying relevant and irrelevant 
words for 13 out of 15 subjects.

3 � Methods

As stated in the Introduction section, we propose three 
different research questions to be answered using suitable 
resources that are available at the moment of carrying out 
the experimentation. The PIR-CLEF data collection is used 
to accomplish the first question (RQ1). Research questions 
RQ2 and RQ3 are interactive experiments where Span-
ish native speakers have to solve some tasks related with 
reading fluency. To this end, Woodcock Reading Mastery 
Test is used to measure the reading fluency and Spanish 
NEWSELA corpus is the selected resource to evaluate the 
interactive document retrieval process. At this moment, it 
is necessary to note that the PIR-CLEF dataset is available 
for English only so this experimentation on perplexity and 
user relevance measures (RQ1) is conducted in English only. 
The following sub-sections provide a brief overview of these 
resources.

3.1 � PIR‑CLEF dataset

PIR-CLEF data collection is made up of user profile data and 
raw search data produced by guided search sessions under-
taken by 10 volunteer users. The data provided include the 
queries submitted, the ranked lists of documents retrieved 
using a standard search, the items clicked by the user, and 
document relevance for the user on a 4-grade scale. Three 
data provided include the queries submitted, the ranked lists 

1  Links to the full list of papers of each workshop are available in 
https://​sites.​google.​com/​view/​neuro​iir

https://sites.google.com/view/neuroiir
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of documents retrieved using a standard search, the items 
clicked by the user, and document relevance for the user 
on a 4-grade scale. Users were recruited in the researchers 
working environment. They were between 25 and 40 years 
old. Their occupations are distributed as follows: four of 
them are researchers. The people are students and the rest 
of participants are employees. Six of them are women, with 
a mean age of 29 years old (� = 4.7) . On average, men are 
33,4 years old (� = 6.5) . Each session was performed by the 
users on a topic of their choice, and each search was over a 
subset of the ClueWeb12 web collection.

Thus, the participants carry out a series of task-based ses-
sions in a controlled way. As a result of these sessions, inter 
alia, every user assesses at least 19 documents following a 
stratified sampling method called 2strata strategy [47]. More 
details of this strategy and user logs obtained as a result of 
its application are provided in the overviews of the different 
editions of the PIR-CLEF campaign [33, 34].

3.2 � Woodcock reading mastery test

We used the subtest 2 of the Spanish version of the WM bat-
tery [48]. This subtest consists of 105 sentences that could 
be true or false (e. g., “You can find birds in the country-
side” vs. “Dogs are flying animals”). Participants have to 
read each sentence silently within a time window of three 
minutes. The difficulty of this task is rather related to speed 
and accuracy than to the sentence meaning. Sentences are 
increasingly longer and then progressively more difficult. We 

scored the number of sentences correctly responded within 
the those three minutes.

3.3 � NEWSELA corpus

Newsela2 corpus is available for research on text difficulty, 
among other disciplines [49]. This corpus includes thou-
sands of articles, in both English and Spanish, of profession-
ally adapted news items for different complexities of reading. 
It consists of a total of 1,130 news articles. Each article has 
four different versions, according to different grade levels, 
and produced by editors at Newsela, a specialized company 
on reading materials for pre-college classroom use. Thus, 
the corpus is composed of five different subsets: original, 
Simp-1, Simp-2, Simp-3 and Simp-4. The number of grade 
levels in the Newsela corpus and some statistics about them 
are shown in Tables 1 and 2. Note that the “Total” column 
refers to the total for all grades in the corpus, not only for 
those in the table.

4 � Results

Following the proposed methods, this section presents 
a description and discussion of the experimental results 
according to RQ1, RQ2 and RQ3 research questions previ-
ously introduced.

Table 1   Characterization of the 
Newsela Corpus (grades 2−6)

Grade level 2 3 4 5 6 Total

Number of texts 59 116 161 146 113 628
Number of texts 59 116 161 146 113 628
Avg. vocabulary size 110 124.46 188.40 210.98 256.51 338.90
Avg. document length 316.56 378.47 577.04 648.98 768.33 1007.96
Shortest document 203 235 337 240 487 288
Largest document 645 923 1296 1296 1669 1249
Avg. sentence length 9.19 11.04 12.78 15.66 18.38 13.41
Avg. complex sentences 5.54 6.75 8.51 10.89 13.59 20.56

Table 2   Characterization of the 
Newsela Corpus (grades 7–10 
and 12)

Grade level 7 8 9 10 12 Total

Number of texts 155 115 112 1 245 595
Avg. vocabulary size 278.37 314.70 300.39 425 376.08 177.60
Avg. document length 832.39 930.73 886.84 1249 1140.83 537.88
Shortest document 288 466 315 1249 296 203
Largest document 1969 2043 1208 1249 2923 1669
Avg. sentence length 21.32 23.74 27.55 29.05 26.24 24.68
Avg. complex sentences 16.13 18.84 22.39 25 20.93 9.06

2  https://​newse​la.​com/​data

https://newsela.com/data
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4.1 � RQ1: Relationship between language model 
perplexity and user relevance measures

Following previous works [36, 41], we hypothesize that for 
a given probabilistic language model there are significant 
differences between the set of documents that are evaluated 
by the user and those documents that are not evaluated in 
terms of perplexity. To this end, an experimentation was car-
ried out using the test collection provided by the PIR-CLEF 
laboratory inspired by the work of [40].

4.1.1 � Text complexity calculus on the basis of perplexity

We used trigram language models with interpolated 
Kneser–Kney discounting trained using the SRI language 
modeling toolkit [43]. We generated different models by 
varying the training corpus. More concisely, we used the 
Simple-wiki, Sphinx-70k and ClueWeb12 corpora.

Simple-wiki [12] contains 137K sentence Simple Eng-
lish Wikipedia articles. Sphinx-70k uses CMUSphinx US 
English generic acoustic model3, is the most general lan-
guage model that we have considered and the best suited to 
represent the English language. Finally, a list of documents 
was retrieved from ClueWeb12 by using every set of que-
ries related to each topic. To this end, an online ClueWeb12 
search service4 was applied in order to retrieve the 100 first 
ranked documents. As a consequence, we obtained a differ-
ent language model for each topic proposed in the PIR-CLEF 
dataset.

Once statistical language models are calculated, the 
ranked list of documents for each user and query are clus-
tered by following a criteria on the basis of user assessments 
on these ranks:

–	 Relevant documents (user relevance judgment is 3 or 4);
–	 Non-relevant documents (user relevance judgment is 1 

or 2);
–	 Documents without user assessments (there is no user 

relevance judgment in spite of the fact that they are part 
of the ranked list of documents retrieved. As a conse-
quence, those documents are unread by users).

Finally, the perplexity of these three different sets of docu-
ments per each user and query pair was measured to test if 
there were statistically significant differences between these 
measures.

4.1.2 � Results

When the dataset is small, the P-Value from t-Student is 
likely to be the most usual test but it requires a normal dis-
tribution of the dataset. For this reason, we applied the Sha-
piro-Wilk test that is suited for small datasets and we found 
that it is not always possible to assert that the datasets con-
sidered follow a normal distribution. As a consequence, we 
applied a non-parametric test, the Mann-Whitney-Wilcoxon 
U test.

When language models based on Simple-wiki and 
ClueWeb12 search datasets are applied, we found no signifi-
cant differences between the perplexity of the three sets of 
documents considered (relevant, non-relevant or unjudged).

When Sphinkx-70k is used to train the language model, 
we find some evidence that the perplexity of judged docu-
ments (relevant or not relevant) are greater than those that 
are unjudged (U-value=59, critical U-value at p<0,05=51). 
This is quite surprising since it could be interpreted as a 
tendency of the user to evaluate the most complex texts. 
Once we revise some of the non-judged documents we find 
that it is quite frequent that these documents do not have 
any textual content at all, only lists of sections, menus and 
stylesheets, but none or very little meaningful text.

4.2 � RQ2: Evaluation of subjective assessed difficulty 
of the text

We now try to answer RQ2: according to difficulty of the 
text, how are documents evaluated by users in contrast with 
relevance assessment provided by human experts (subjective 
assessed difficulty)?

The research question differs in some ways from the 
previous one. Firstly, we focused on a subjective feature of 
the text so the difficulty level of the text is not calculated 
but judged by human experts. We consider that a complex-
ity (difficulty) score determined by humans is closer to the 
real readability level of the text. For this reason, we use the 
NEWSELA corpus as depicted in Sect. 3.3. Details of the 
experimentation framework are depicted below. Secondly, 
we evaluate user performance when comparing relevance 
assessments provided by experts and those that come from 
each participant. Finally, participants are asked to judge 
documents by using a binary relevant/non-relevant scale of 
values for their assessments. The reason for following this 
approach comes from the study in [45], where it was found 
that users are more precise when an easier scale of assess-
ment is used.

In summary, the goal is to find out whether there are sig-
nificant differences in the degree of concordance between 
experts and participants according to text complexity.

3  https://​sourc​eforge.​net/​proje​cts/​cmusp​hinx/​files/​Acous​tican​dLang​
uageM​odels/​US
4  ClueWeb12 search service available at http://​cluew​eb.​adapt​centre.​
ie/​WebSe​archer/​search (18-02-2019)

https://sourceforge.net/projects/cmusphinx/files/AcousticandLanguageModels/US
https://sourceforge.net/projects/cmusphinx/files/AcousticandLanguageModels/US
http://clueweb.adaptcentre.ie/WebSearcher/search
http://clueweb.adaptcentre.ie/WebSearcher/search
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4.2.1 � Participants reading fluency level

From a methodological point of view, it is relevant that all 
the participants were administered the Woodcock-Muñoz 
reading fluency test (see Sect. 3.2 for more details) as a way 
to ensure that all of them achieved a roughly average read-
ing fluency skill. This test was completed by 42 participants 
(31 men, 11 women, mean age=22.4, s=3.7), all of them are 
Spanish and consequently, Spanish is their first language. 
They are University students recruited from three different 
grades (psychology, computer engineering and electrical 
engineering). Five of these participants were not consid-
ered because they showed abnormally low values on the 
Woodcock-Muñoz reading fluency test (see Fig. 1). On aver-
age, 44.76 of 65 questions are answered correctly(68.86%, 
s= 17.15), 1.02 questions wrongly(2%, s=0.93), and 19.22 
questions are not answered (29.1%, s=17.08). Note that the 
end is to study the impact of the complexity of the text. 
Therefore, it is appropriate that users are in a similar reading 
fluency level. That is, it is studied the difference in read-
ing comprehension based on the complexity of the text in a 
population that has a comparable reading fluency.

4.2.2 � Gathering of user assessments

Only once participants accomplished the reading fluency 
test, are they in condition to start with the second part of the 
experiment where data gathering takes place (see Fig. 2). 
The data gathering process takes place over three main 

phases: query5 development, final query description, and 
relevance assessment. The IR system provides a total of 20 
pre-stored queries so every user has to (i) execute the given 
query, (ii) open and, eventually, read some documents from 
the list of documents that is obtained as a result of the query 
execution, (iii) submit a summary of her/his findings with 
regard to the accomplished search task and (iv) judge the 
relevance of a set of sampled results for each topic that s/
he has developed during the search session. Figure 3 shows 
an example for the query with title “Intercultural commu-
nities”. Figures 4 and 5 are an example, a fragment of the 
Web interface that is shown to the user: as a result of the 
execution of a given query, the IR system lists the title of 20 
documents. Eventually, the user selects one document from 
the list. Then, the whole text of the document is shown. 
Finally the user assess the relevance of the document for 
the given query.

4.2.3 � Document collection

The document set is made up of 368 documents written in 
Spanish distributed among 20 queries. Every query has a title 
and a description, a field similar to the one shown in Fig. 3. 

Fig. 1   Woodcock-Muñoz reading fluency test results. For each participant, blue, red and green columns correspond with the number of right, 
wrong and unanswered questions

5  Note that the term “query” in the context of an Information 
Retrieval system must be assimilated to a textual title and/or descrip-
tion, expression of a given information need, such is exemplified in 
Fig. 3.



58	 Universal Access in the Information Society (2023) 22:51–67

1 3

As a result, every query is related to 20 documents, some of 
them shared among different queries. The sources of the docu-
ment set are NEWSELA and the Web. From NEWSELA, we 
have chosen those documents whose topic and/or content is 
related in some way to at least one query. In addition, the dif-
ficulty of the selected documents is the lowest or the high-
est. Consequently, documents from NEWSELA whose text 

complexity is in the middle of the scale (2 and 3 categories) are 
not considered. Because the number of documents obtained 
by this method is low (4.8 on average per query, s = 3.17), 
we completed the collection and achieved 20 documents per 
query by searching for documents related in some way to every 
query. In order to accomplish this task, our first option was the 
ClueWeb12 dataset, but it is difficult to find useful Spanish 

Fig. 2   Data gathering scheme
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documents according to the definition of the task. Finally, we 
opted to look for documents related to every query on the Web.

Once the document set is defined, the following step is 
the creation of relevance assessments. Thus, every query and 
document pair is judged by three human experts, achieving 
an inter-rate agreement (kappa value) of K = 0.83 . The dis-
tribution of assessments is depicted in Table 3.

4.2.4 � Results

With the aim of obtaining significant differences in partici-
pants’ performance, the analysis of the user assessments was 
accomplished by partitioning both documents and partici-
pants according to document complexity and reading flu-
ency, respectively. User performance is measured in terms 
of precision and recall values. This is interpreted as a meas-
ure of participants-experts agreement in the task of judging 
documents in relation to a given query.

As expected, the best results were obtained by consider-
ing NEWSELA-easy and the most proficient readers (p80 
group) and the worst results when NEWSELA-hard and p20 
participants were considered, but the differences are very 
modest and hardly statistically significant (Table 4). For 
this reason, in order to look into the relationship between 
participant reading fluency and sensitivity (true positive) 
and specificity (true negatives) measures of the assessments, 
the Pearson correlation coefficient was calculated, obtaining 
R = 0.245 . Although technically a positive correlation, the 
relationship between both variables is weak. The value of 
the coefficient of determination R2 is 0.06. In a similar way, 
by considering false positives and false negatives partici-
pants assessments, R = −0.3024 which is a moderate inverse 
correlation.

4.3 � RQ3: Relation between text complexity 
and brain activity

According to text complexity(RQ3), can we find differences 
in the EEG analysis of the brain activity of the users?

We designed a recording protocol for the EEG signals, 
which we explain below. A fixation cross appeared at the 
start of the timeline. At second 2, the subject heard a beep, 
while the fixation cross was activated, to keep their atten-
tion before the main stimulus of our experiment. Later, a 
paragraph to be internally read appeared at the 3rd second. 
A set of paragraphs was taken from the NEWSELA cor-
pus. Each paragraph had an associated reading complex-
ity, easy or difficult. These were defined in the original 
corpus along with other intermediate complexities. For 
sending a trigger to the EEG signals to delimit the end of 
the paragraph reading, the subject had to press a key after 
reading each paragraph. In addition, in order to avoid the 
subjects being distracted from the experiment the system 
had a maximum duration defined for the number of words 
times 0.5 s, which was never activated. After the para-
graphs were shown, a set of 3 true/false questions were 
displayed on the screen. The subjects were instructed to 
respond only to those questions of which they were more 
sure of a correct answer (empty answers were allowed). 
Also, the subjects did not have any time limitation. Finally, 
a black screen was displayed to indicate to the subject a 
pause whose duration was 1 s. The timeline of the protocol 
can be seen in Fig. 6.

Figures 7 and 8 show examples of the texts’ reading com-
plexity. In this case, Fig. 7 is an example of a difficult text. 
Figure 8 is an example of an easy text for reading. Transla-
tion into English is given in parenthesis.

Fig. 3   Example of query: 
Intercultural communities. Find 
examples of societies that are 
made up of different ethnicities 
and cultures, and that coexist 
peacefully, in harmony and 
integrated as part of the same 
community
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4.3.1 � EEG Material

The EEG signals were recorded with an EPOC kit [13] from 
the company Emotiv, consisting of 14 channels (AF3, AF4, 
F3, F4, F7, F8, FC5, FC6, P7, P8, T7, T8, O1, O2. Ordering 
data: P3/CMS, P4/DRL) and it includes a gyroscope in order 
to record movements along the x and y axes. The EPOC is 
wireless and has a sampling frequency of 128 Hz (Fig. 9).

4.3.2 � Dataset filtering

Since our focus is to determine whether it is possible to 
distinguish when a text is difficult or easy to read by ana-
lyzing the recording of the participant EEG signal, a filter 
was applied so that participants whose results in the read-
ing fluency test were above percentile 80 or under percen-
tile 20 were not considered. Thus, a total of 18 participants 
took part in this study. The reason is that we are interested 
in readers whose reading proficiency is roughly average.

Fig. 4   List of relevant documents for a given query (factors that have a positive impact on the generation of wealth in the countries of the world) 
as they are shown to the participants
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Fig. 5   Once a participant selects a given document of the proposed list of relevant document, it is shown together radio button below the text 
document so the user assess the relevance, or not, of the given document

Table 3   Relevant(+)/Non-relevant(-) document distribution. NEWSELA-easy are those documents whose complexity is the lowest. Similarly, 
NEWSELA-hard are the hardest ones

Web NEWSELA-easy NEWSELA-hard

Relevance + - + - + -
Mean per query 9.15 6.05 2.1 (s=0.62) 2.7 (s=1.47) 2.6 (s=0.68) 2.3 (s=1.21)
Total 183 121 18 30 24 24

Table 4   Precision and recall measures obtained by participants considering, on the one hand, the Web, NEWSELA-easy, NEWSELA-hard sub-
sets and on the other hand participants under percentile 20 (p20) and over percentile 80 (p80) of reading fluency performance

Web NEWSELA-easy NEWSELA-hard

Participants Prec. Rec. Prec. Rec. Prec. Rec.

All 0.81 0.85 0.82 0.90 0.78 0.83
p20 0.77 0.82 0.76 0.82 0.71 0.81
p80 0.85 0.87 0.84 0.92 0.81 0.91
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4.3.3 � Experiments and results

Using this protocol, we recorded the EEG signals from 
18 subjects as depicted above. Each subject read 40 para-
graphs balanced between the two complexities (easy and 
difficult). Here, it is important to highlight that we ana-
lyzed only the EEG segments in which the subjects read 
the paragraphs. Since the paragraphs’ length was variable, 
the duration of these segments, too. For analyzing the 
same epoch size, we focused on the 3 intermediate sec-
onds of all epochs of interest (during paragraph reading).

For the analysis and processing of the data, we grouped 
the data following two strategies. The first one was to use 
a priori labels for each paragraph. For this case, each para-
graph is labeled as easy or difficult depending on the level 
of complexity according to the difficulty level of the NEWS-
ELA document that is source of the paragraph. The question 
here is whether it is possible to distinguish when a user reads 
an easy or difficult text. The second strategy was to consider 
a group of the recorded EEG signals defined according to the 
number of correct answers of each subject from the average 
score obtained by the subjects in the questionnaire of each 

Fig. 6   Timeline of the recording protocol

Fig. 7   An example of a docu-
ment with high textual complex-
ity, and the corresponding 
questioner
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paragraph. In other words, we use an a posteriori analysis. 
Every pair < participant, paragraph > is labelled as easy, 
normal or difficult, according to the performance (correct 
answers) obtained by the participant on each questionnaire.

Our main objective was to assess whether a classifier 
could classify between these levels of difficulty for each 
subject and for the two strategies separately.

Note that the a priori group of the EEG records only 
depends on the textual complexity tag in NEWSELA, 
while the a posteriori partition of those same records varies 
from one user to another, depending on their performance 
when answering the test that follows the reading of each 
paragraph.

For both strategies of analysis, an automatic artifact 
removal method was applied in order to remove undesired 
signals. This was the ADJUST algorithm [29], which is an 
ICA-based algorithm. This algorithm was chosen as the fact 
that it has good performance rejecting blinks, eye move-
ments and generic discontinuities. At the end of the ADJUST 
processing the artifacted components were selected. Later 
we removed the artifacted components in order to create a 
set of clean EEG signals by only using the non-artifacted 
components. Then we applied a 5th order pass-band Butter-
worth filter (1–50 Hz). After that, common average reference 
was applied to remove the average voltage from all the EEG 
channels at a same time instant.

Fig. 8   An example of a docu-
ment with low textual complex-
ity, and the corresponding 
questioner

Fig. 9   Location of the elec-
trodes in the EMOTIV headset
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Later temporal and frequency features were extracted 
for the epochs during the paragraph. Since the variability 
in the epochs’ length, we only focused on the 3 intermedi-
ate seconds of these epochs as above-mentioned. As to the 
extracted temporal features they were the mean, median, 
standard deviation, variance, maximum, minimum, sum, 
difference and sum between maximum and minimum, kurto-
sis, skewness, entropy and zero-crossing rate. These features 
were chosen as they can capture global shapes and changes 
in the temporal domain of the EEG signals. Also, we based 
on the work described in [50], which was applied to a similar 
problem to ours in imagined speech recognition.

The frequency features were computed after the applica-
tion of discrete wavelet transform (sDWT) with 4 decompo-
sition levels (D1-D4 and A4) and using a biorthogonal 2.2 
wavelet as the mother wavelet function. They also allows the 
analysis of changes in each one of the brain rhythms. These 
decomposition levels allow an easy mapping between the 
levels and the brain rhythms so that D1 captures frequen-
cies between 32-64 Hz (gamma and beta), D2 captures fre-
quencies between 16-32 Hz (beta), D3 captures frequencies 
between 8-16 Hz (alpha), D4 captures frequencies between 
4-8 Hz (theta) and A4 the frequencies up to 4 HZ (delta). In 
addition, these parameters were selected due to their perfor-
mance in a similar task called imagined speech [44]. For the 
coefficients at each decomposition level, the following set of 
features was computed: instantaneous wavelet energy (IWE), 
relative wavelet energy (RWE), teager wavelet energy 

(TWE), mean, median, standard deviation, variance, ratio 
of the mean in adjacent sub-bands, maximum, minimum, 
sum, difference and sum between maximum and minimum, 
kurtosis and skewness.

After the feature vectors for each subjects were computed, 
we applied correlation-based feature subset selection look-
ing to determine whether feature selection could improve 
or, at least, keep our results using all the features. Then we 
classified them using random forests with 50 trees in both 
strategies (with and without feature selection). We assessed 
the use of all features (belonging to all channels) because of 
the following two reasons. The first one is that optimal loca-
tions for recording are unknown for this task (as opposed to 
motor imagery). The second reason is that the performance 
got using all features is used as a baseline for measuring if 
an improvement could be gotten applying feature selection.

The results obtained for the a priori levels of complexity 
(easy and difficult) are obtained using 10-folds cross-vali-
dation applied to each subject’ data separately (see Table 5). 
Despite the performances for S1 and S18 are at a range of 
acceptable discrimination (according to [23]), the area under 
the ROC (receiver operating characteristic) Curve (AUC) 
for most the subjects suggest no discrimination between the 
classes, which could suggest that there is no difference in 
brain activity when a person reads documents with differ-
ent complexity levels. Furthermore, a sign test showed that 
there is no difference between applying feature selection or 

Table 5   AUC values obtained with and without feature selection (FS) 
and the a priori strategy (with 2 difficulty levels: easy and difficult)

Without FS With FS

subject AUC​ (± std) AUC​ (± std)

S1 0.79 0.22 0.70 0.33
S2 0.23 0.17 0.34 0.29
S3 0.30 0.27 0.34 0.28
S4 0.29 0.30 0.64 0.18
S5 0.18 0.19 0.45 0.33
S6 0.68 0.26 0.59 0.29
S7 0.26 0.20 0.45 0.27
S8 0.43 0.37 0.44 0.17
S9 0.46 0.33 0.63 0.34
S10 0.48 0.22 0.66 0.37
S11 0.43 0.30 0.35 0.29
S12 0.69 0.30 0.58 0.25
S13 0.64 0.27 0.60 0.2
S14 0.53 0.34 0.74 0.19
S15 0.54 0.20 0.54 0.33
S16 0.40 0.33 0.48 0.3
S17 0.23 0.26 0.59 0.4
S18 0.78 0.17 0.64 0.21

Table 6   AUC obtained with and without feature selection (FS), and 
the a posteriori strategy based on the questionnaires of each para-
graph

Without FS With FS

subject AUC​ (± std) AUC​ (± std)

S1 0.54 0.28 0.55 0.30
S2 0.40 0.26 0.58 0.24
S3 0.38 0.25 0.42 0.32
S4 0.35 0.24 0.39 0.25
S5 0.76 0.18 0.62 0.21
S6 0.38 0.23 0.44 0.25
S7 0.38 0.24 0.55 0.24
S8 0.63 0.27 0.35 0.25
S9 0.43 0.27 0.48 0.33
S10 0.58 0.25 0.60 0.32
S11 0.51 0.19 0.33 0.23
S12 0.66 0.18 0.77 0.21
S13 0.41 0.24 0.55 0.23
S14 0.35 0.21 0.59 0.18
S15 0.58 0.28 0.39 0.21
S16 0.60 0.23 0.50 0.12
S17 0.39 0.24 0.45 0.28
S18 0.42 0.24 0.37 0.33
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not applying it ( Z = −0.97 , p = 0.332 ). After analyzing the 
box-plots of the outcomes, the sign test was chosen due to 
the data distribution is not normal and asymmetrical.

The outcomes obtained for the a posteriori strategy (3 
classes for each paragraph: easy, normal and difficult) are 
shown in Table 6, which is based on the number of correct 
answers in the questionnaires for each paragraph. Despite 
Feature Selection got better AUC values than using all the 
features, a sign test indicated that there is no difference 
between both schemes ( Z = −1.179 , p = 0.238 ). This is in 
agreement with the a priori strategy’s results. Both results 
suggest that the identification of the complexity level of a 
paragraph is a difficult task, and maybe no difference could 
be found in EEG signals.

5 � Discussion

Information Retrieval has traditionally been studied in 
terms of precision and coverage obtained by the various 
search algorithms, being an algorithm-centric evaluation. 
In contrast, Interactive Information Retrieval adopts a user-
centered perspective, focused on actors in the information 
seeking process, as a particular case of Human Information 
Interaction[17]. The present work is framed in this approach, 
more particularly in studying a specific user’s trait, his read-
ing fluency. With respect to other works carried out in this 
field, and briefly reviewed in Sect. 2, the present work is 
an effort to make an approximation as sound as possible in 
order to study user seeking performance text complexity, 
attending to the three aspects identified in [26] and intro-
duced in Sect. 2.2. On the other hand, users information 
seeking will necessarily be biased by their reading fluency, 
but such trait is unseen in related works. Even more, con-
sidering that the number of participants is frequently very 
small (it is not easy to recruit people interested in this type 
of experiments, whose administration requires considerable 
time and effort from the participant), we believe that it is 
especially relevant to ensure that the degree of reading flu-
ency is on-average in order to avoid to some extent results 
biased by the profile of, perhaps, one or more participants. 
At this point, we propose to administer the Woodcock read-
ing test so that such cases can be identified and ruled out. 
In short, the present work is an attempt to reduce the gap 
between the different perspectives to study text complexity 
and Interactive Information Retrieval when an on-average 
reader faces an information seeking task.

6 � Conclusions and future work

In this work, we approach the impact of text complexity on the 
task of Interactive Information Retrieval from different dimen-
sions. Firstly, we focus on quantitative features of text com-
plexity (perplexity) in order to distinguish those documents 
that are evaluated by the users from those that are not evalu-
ated. A second framework is defined by considering subjective 
document features trying to evaluate the users’ performance 
when they come to the task of judging documents related to 
a given query. In addition, in this case it is guaranteed that 
participants have a good enough reading fluency level. Weak 
evidence is found that correlates reading fluency and user 
performance. In the same way, in general, easier documents 
are slightly more accurately judged by the participants. EEG 
recordings and posterior analysis evidences how subtle is the 
distinction when reading texts with different reading complex-
ity and, in general, it is not possible to find significant differ-
ences extracted from EEG signals.

As a conclusion, we find a certain mass of evidence that 
correlates text difficulty and user performance when interact-
ing with an Information Retrieval system as part of an informa-
tion seeking task but we think that is necessary to explore this 
relationship more deeply. An obvious first step in this direc-
tion would be to gather more data, that is, more participants. 
Following this line, we think that the integration of fluency 
reading levels as part of the user profile is a powerful tool 
that must be applied more in-depth, but it requires the recruit-
ment of more participants and more varied profiles. Finally, we 
think that reading comprehension is a factor to consider when 
IR user behavior is studied but additional variables regard-
ing the user profile must be considered when assessing user 
performance with the aim of enabling us to explain and carry 
out a more fine-grained analysis of the results. In addition, in 
case user reading fluency is known or it can be approximated 
as part of the user profile, in line with the results correlating 
text difficulty and user performance when searching(RQ2), we 
believe that it is likely that user experience may be improved 
when document rankings provided by information systems are 
the result of integrating document relevance, document com-
plexity and user reading fluency.
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