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Abstract
Wepresent a product formula for the initial parts of the sparse resultant associated with
an arbitrary family of supports, generalizing a previous result by Sturmfels. This allows
to compute the homogeneities and degrees of this sparse resultant, and its evaluation
at systems of Laurent polynomials with smaller supports. We obtain an analogous
product formula for some of the initial parts of the principal minors of the Sylvester-
type square matrix associated with a mixed subdivision of a polytope. Applying these
results, we prove that under suitable hypothesis, the sparse resultant can be computed
as the quotient of the determinant of such a squarematrix by one of its principalminors.
This generalizes the classical Macaulay formula for the homogeneous resultant and
confirms a conjecture of Canny and Emiris.
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1 Introduction

In [27], Macaulay introduced the notion of homogeneous resultant, extending the
Sylvester resultant to systems of homogeneous polynomials in several variables with
given degrees. In the same paper, he also presented an intriguing family of formulae,
each of them allowing to compute it as the quotient of the determinant of a Sylvester-
type square matrix by one of its principal minors.

The sparse resultant is a generalization of the homogeneous resultant to systems
of multivariate Laurent polynomials with prefixed monomials. It is a basic tool of
elimination theory and polynomial equation solving, and it is also connected to com-
binatorics, toric geometry, andhypergeometric functions, see for instance [8,16,18,33].
As a consequence, there has been a lot of interest in efficient methods for computing
it, see also [5–7,10,13,22] and the references therein.

In [4,5], Canny and Emiris introduced a family of Sylvester-type square matrices
whose determinants are nonzero multiples of the sparse resultant, and showed that the
sparse resultant can be expressed as the gcd of several of these determinants. Besides,
for each of these matrices they identified a certain principal submatrix and, following
Macaulay, conjectured that the quotient of their determinants coincides with the sparse
resultant, at least in some cases. Their construction relies heavily on the combinatorics
of the polytopes defined as the convex hull of the exponents of the given monomials,
and of a chosen family of affine functions on them. Shortly afterward, Sturmfels
extended the method by allowing the use of convex piecewise affine functions on
these polytopes [33].

Using this circle of ideas, the first author found a recursive procedure to build
Sylvester-type square matrices with a distinguished principal submatrix, and obtained
another family of formulae for the sparse resultant extending those of Macaulay for
the homogeneous resultant [7]. Some connections between the D’Andrea construction
and that of Canny and Emiris were explored by Emiris and Konaxis for families of
monomials whose associated polytopes are scaled copies of a fixed one [11]. There
are also some determinantal formulae for sparse resultants, but their applicability is
limited to a short list of special cases [1,3,9,12,19,25,26,34,35].

The main result of this paper is a proof of a generalized version of the Canny–
Emiris conjecture, with precise conditions for its validity. Our approach is based
on a systematic study of the Canny–Emiris matrices and their interplay with mixed
subdivisions of polytopes. In particular, we compute the orders and initial parts of its
principalminors and establish the compatibility of this constructionwith the restriction
of the defining data. We also prove a product formula for the initial parts of the sparse
resultant, generalizing a previous one by Sturmfels [33].

Classically, sparse resultants and Canny–Emiris matrices were studied in the situ-
ation where the family of exponents of the given monomials is essential in the sense
of Sturmfels, that is, when the sparse resultant does depend on all the sets of variables
and, in addition, the affine span of these exponents coincides with the ambient lattice,
see [33, §1] or Remark 3.5 for details. Whereas this is, without any doubt, the main
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case of interest, a crucial part of our analysis consists in extending and studying these
notions in full generality. Having constructions and properties that behave uniformly
allows us to descend to the simple cases where the result can be proved directly.

We also show that the Macaulay formula for the homogeneous resultant corre-
sponding to the critical degree appears as a particular case of our result, thus obtaining
an independent proof for it.

We next explain these results with more detail. Let M � Z
n be a lattice of rank n.

Set TM = Hom(M,C×) � (C×)n for the associated torus and, for a ∈ M , denote
by χa : TM → C

× the corresponding character. For i = 0, . . . , n let Ai ⊂ M be a
nonempty finite subset, ui = {ui,a}a∈Ai a set of #Ai variables and

Fi =
∑

a∈Ai

ui,a χ
a ∈ Z[ui ][M]

the general Laurent polynomial with support equal to the subset Ai , where
Z[ui ][M] � Z[ui ][x±1

1 , . . . , x±1
n ] denotes the group Z[ui ]-algebra of M .

Let ResA,ElimA ∈ Z[u] = Z[u0, . . . , un] be the sparse resultant and the sparse
eliminant associated with the family of supports A = (A0, . . . ,An) in the sense of
[8,16]. The sparse resultant is the resultant of the multiprojective toric variety with
torus TM associated with A in the sense of Rémond’s multiprojective elimination
theory, whereas the sparse eliminant corresponds to what is classically referred to as
the sparse resultant, as is done in [6,18,33] for instance. Both are well defined up to the
sign, the sparse resultant is a power of the sparse eliminant, and they coincide when
the family of supports A is essential and its affine span coincides with M , see [8] or
Sect. 3 for precisions.

For each i denote by �i the convex hull of Ai in the vector space MR = M ⊗ R

and set � =∑n
i=0�i for the Minkowski sum of these lattice polytopes. For a vector

ω = (ω0, . . . ,ωn) ∈ R
A =∏n

i=0 R
Ai set

ϑωi : �i −→ R, i = 0, . . . , n, and �ω : � −→ R (1.1)

for the convex piecewise affine functions parametrizing the lower envelope of the
convex hull of the lifted supports Âi = {(a, ωi,a)}a∈Ai ⊂ M ×R, i = 0, . . . , n, and of
their sum

∑n
i=0 Âi ⊂ M×R, respectively. These functions define amixed subdivision

S(�ω) of �, and for each n-cell D of S(�ω) they also determine a decomposition

D =
n∑

i=0

Di

where each Di is a cell of the subdivision S(ϑωi ) of �i , called the i-th component
of D. We can then consider the restriction

AD = (A0 ∩ D0, . . . ,An ∩ Dn)

of the given family of supports to these components.
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Our first main result, contained in Theorem 3.12, is the following factorization for
the initial part of the sparse resultant with respect to ω, defined as the sum of the
monomial terms whose exponents have minimal weight with respect to this vector. It
generalizes a previous one by Sturmfels for the case whenA is essential [33, Theorem
4.1].

Theorem 1.1 Let ω ∈ R
A. Then,

initω(ResA) = ±
∏

D

ResAD ,

the product being over the n-cells of S(�ω).

A result by Philippon and the third author for the Chow weights of a multiprojec-
tive toric variety [31, Proposition 4.6] implies that the order of the sparse resultant
with respect to ω can be expressed as the mixed integral of the ϑωi ’s (Theorem 3.12).
Applying this together with Theorem 1.1, we derive product formulae for the evalua-
tion of ResA by setting some of the coefficients of the input Laurent polynomials to
zero (Theorem 3.19 and Proposition 3.22), correcting and generalizing a previous one
byMinimair [29], see Remark 3.23. These factorizations might be interesting from the
computational point of view, since they allow to extract the sparse resultant associated
with a family of supports contained in those of A as a factor of such an evaluation
(Remark 3.21).

Apart from being homogeneous with respect to the sets of variables ui , the sparse
resultant is also homogeneous with respect to a weighted grading on C[u] associated
with the action of TM by pullbacks on the system of Laurent polynomials F =
(F0, . . . , Fn). As another application of the Philippon–Sombra formula, we compute
its degree with respect to this grading, extending a result by Gelfand, Kapranov, and
Zelevinsky [18, Chapter 9, Proposition 1.3] and by Sturmfels [33, §6] (Theorem 3.16).

To state our second main result, let

ρi : �i −→ R, i = 0, . . . , n, and ρ : � −→ R (1.2)

be the family of convex piecewise affine functions and its inf-convolution defined by a
vector ofR

A as in (1.1). Set ρ = (ρ0, . . . , ρn) and suppose that the mixed subdivision
S(ρ) is tight (Definition 2.3).

Following Canny and Emiris [4,5] and Sturmfels [33], this data together with a
generic translation vector δ ∈ MR determines linear subspaces of C(u)[M]n+1 and of
C(u)[M], both of them generated by monomials indexed by the lattice points in the
translated polytope �+ δ, and such that the expression

(G0, . . . ,Gn) �−→
n∑

i=0

Gi Fi

defines a linear map between them, see Sect. 4.1 for details. The matrix of this linear
map is denoted byHA,ρ , and we denote by EA,ρ the principal submatrix correspond-
ing to the lattice points in�+ δ contained in the translated nonmixed n-cells of S(ρ)
(Definition 4.5).
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There is a nice interplay between these square matrices and the mixed subdivisions
of � that are coarser than S(ρ). Let

φi : �i −→ R, i = 0, . . . , n, and φ : � −→ R

be another family of convex piecewise affine functions and its respective inf-
convolution, and suppose that S(φ) is coarser than S(ρ), a condition that is denoted
by S(φ) 	 S(ρ). For an n-cell D of S(φ) denote by ρD = (ρ0|D0 , . . . , ρn|Dn ) the
restriction to its components of this family of functions.

Theorem 1.2 For ω = (φi (a))i,a ∈ R
A we have that

initω(det(HA,ρ)) =
∏

D

det(HAD,ρD
),

the product being over the n-cells of S(φ).

More generally, a similar factorization holds for all the principal minors of the
Canny–Emiris matrix and in particular, for the determinant of EA,ρ (Theorem 4.10).
Hence, for the vector defined by the φi ’s, the initial part of each of these minors
factorizes in the same way as the corresponding initial part of the sparse resultant. In
contrast with the situation for the sparse resultant, we do not know if this factorization
holds for every ω ∈ R

A and as a matter of fact, it would be most interesting to extend
it to a larger class of vectors.

Another important property is that the Canny–Emiris matrices associated with the
restricted dataAD and ρD can be retrieved as the evaluation of a principal submatrix
of HA,ρ by setting some of its coefficients to zero, and that this construction is
compatible with refinements of mixed subdivisions (Propositions 4.8 and 4.9). We
also determine the homogeneities and degrees of det(HA,ρ) (Proposition 4.6) and
show that, under a mild hypothesis, this determinant is a nonzero multiple of the
sparse resultant (Proposition 4.16). As a side question, such a hypothesis does not
seem necessary, and it would be interesting to get rid of it (Remark 4.20).

The Canny–Emiris conjecture [5, Conjecture 13.1] states that, if the family of
supports A is essential and its affine span coincides with M , then there is a family ρ

of affine functions on the �i ’s and a translation vector δ ∈ MR such that

ElimA = ±det(HA,ρ)

det(EA,ρ)
. (1.3)

As noted in [5, §13], this identity does not hold unconditionally since there are exam-
ples of families of convex piecewise affine functions whose associated Canny–Emiris
matrix and distinguished principal submatrix do not verify it (Example 5.16).

In [7], the first author presented a recursive procedure, using several mixed subdi-
visions on polytopes of every possible dimension up to n, for constructing a square
matrix with a distinguished principal submatrix such that the quotient of the determi-
nants of thesematrices coincideswith ElimA. In [11], Emiris andKonaxis showed that
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in the generalized unmixed case, the D’Andrea formula can be produced by a single
mixed subdivision of �, at the price of adding many more points to the supports.

Our third main result gives a positive answer to a generalized version of the Canny–
Emiris conjecture. To bypass the recursive steps of the previous approaches, we
consider chains of mixed subdivisions of �

S(θ0) 	 · · · 	 S(θn)

with S(θn) 	 S(ρ). The tight mixed subdivision S(ρ) is said to be admissible if there
is such a chain which is incremental in the sense of Definition 2.4 and satisfies the
conditions in Definition 4.22.

Not every tight mixed subdivision of� is admissible (Example 5.16). However, for
the family of supports A one can always find convex piecewise affine functions ρ =
(ρ0, . . . , ρn)whose associatedmixed subdivision S(ρ) is admissible. For instance, this
can be realized by considering convex piecewise affine functions as in (1.1) associated
with a generic vector ν = (ν0, . . . , νn) ∈ R

A such that ν0 
 · · · 
 νn = 0.
Moreover, this vector can be chosen so that the ρi ’s are affine (Example 2.12 and
Corollary 4.25).

Theorem 1.3 If S(ρ) is admissible, then

ResA = ±det(HA,ρ)

det(EA,ρ)
.

In the setting of the Canny–Emiris conjecture (1.3), the sparse eliminant coincides
with the sparse resultant. Hence, this statement follows from Theorem 1.3 taking a
family of affine functions whose associated mixed subdivision is admissible.

The statement of Theorem 1.3 is contained in Theorem 4.27 and its proof uses a
descent argument similar to that of Macaulay in [27] and the first author in [7], but
its implementation is different. In contrast to these references, our approach works
directly with the Canny–Emiris matrices associated with restrictions of the given data,
without any need of extending the Canny–Emiris construction to a larger one. On the
other hand, it is interesting to note that such an enlargement is possible, in analogywith
the situation in [7,27]: the Canny–Emiris construction can be enlarged by replacing the
translation vector δ by a convex piecewise affine function on a polytope, and Theorem
1.3 extends to this more general situation (Remark 4.28).

This result calls in for several research questions. To begin with, it would be inter-
esting to extend the class of mixed subdivisions to which the quotient formula for
the sparse resultant holds. Indeed, such an extension might be possible by enlarging
the range of validity of Theorem 1.2. In the mean time, for computational purposes it
would be interesting to have a fast way of checking if a given tight mixed subdivision
of � is admissible. In the same line, it would be interesting to determine the prob-
ability that a given tight mixed subdivision is admissible, with respect to a suitable
probability distribution.

As an application, we show that the Macaulay formula for the homogeneous resul-
tant corresponding to the critical degree is a particular case of Theorem 1.3, thus
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providing an independent proof for it (Corollary 5.13). This is done by considering
a specific admissible mixed subdivision of scalar multiples of the standard simplex
such that its Canny–Emiris matrix and distinguished principal submatrix coincidewith
those in that formula (Proposition 5.9).

The paper is organized as follows. In Sect. 2 we explain the necessary notions
and results from polyhedral geometry, including convex piecewise affine functions on
polyhedra and their associated mixed subdivisions, and mixed volumes and integrals.
In Sect. 3, we recall the basic definitions and properties of sparse resultants and study
some further aspects, including their orders and initial parts, their homogeneities and
corresponding degrees, and their behavior under the evaluation at systems of Lau-
rent polynomials with smaller supports. In Sect. 4, we study Canny–Emiris matrices:
their behavior under restriction of the data, the orders, initial parts, homogeneities
and degrees of their principal minors, some divisibility properties of their determi-
nants, and we give the proof of the Canny–Emiris conjecture. In Sect. 5, we study
the Macaulay formula for the homogeneous resultant in the framework of the Canny–
Emiris construction, and give some additional examples and observations.

2 Polyhedral Geometry

2.1 Convex Piecewise Affine Functions andMixed Subdivisions

In this section, we study the mixed subdivisions of convex polyhedra produced by
families of convex piecewise affine functions. We also introduce some notions that
will play a key role in our analysis of Canny–Emiris matrices, and establish their
feasibility for a given family of supports. Some of the techniques we use are similar
to those in [20,21]. The necessary background on polyhedral geometry can be found
in [17, Part 1].

Let M � Z
n be a lattice of rank n ∈ N and N = M∨ = Hom(M,Z) � Z

n its
dual lattice. Set MR = M ⊗ R � R

n and NR = N ⊗ R � R
n for the associated

n-dimensional vector spaces, and denote by 〈v, x〉 the pairing between v ∈ NR and
x ∈ MR.

A convex polyhedron of MR is a subset of this vector space given as the intersec-
tion of a finite family of closed half-spaces. For a convex polyhedron � of MR we
denote by ri(�) its relative interior, that is, the interior of this convex polyhedron rel-
ative to the minimal affine subspace containing it. Its support function is the function
h� : NR → R ∪ {−∞} defined by

h�(v) = inf{〈v, x〉 | x ∈ �}. (2.1)

The assignment � �→ h� is additive with respect to the Minkowski sum of convex
polyhedra and the pointwise sum of functions.

For a vector v ∈ NR, the face of � in the direction of v is defined as

�v = {x ∈ � | 〈v, x〉 = h�(v)}. (2.2)
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Let ρ : � → R be a convex piecewise affine function. Its graph and its epigraph
are the subsets of MR × R, respectively, defined as

gr(ρ) = {(x, ρ(x)) | x ∈ �} and epi(ρ) = {(x, z) | x ∈ �, z ≥ ρ(x)}.

The epigraph is a convex polyhedron, whose faces of the form epi(ρ)(v,1), v ∈ NR,
are contained in the graph, and are called the faces of gr(ρ).

The subdivision of � induced by ρ, denoted by S(ρ), is the polyhedral subdivision
of � given by the image of the faces of the graph of ρ with respect to the projection
π : MR × R → MR. Its elements are called the cells of this subdivision. For j ≥ −1,
we denote by S(ρ) j the set of cells of S(ρ) of dimension j , or j -cells. Their union gives
the j-skeleton of S(ρ), denoted by |S(ρ) j |. For a vector v ∈ NR, the corresponding
cell of S(ρ) is denoted by

�(ρ, v) = π
(
epi(ρ)(v,1)

)
. (2.3)

For x ∈ �, we have that

ρ(x) ≥ 〈−v, x〉 + hepi(ρ)(v, 1), (2.4)

and the equality holds if and only if x ∈ �(ρ, v).
Let ρ : � → R and ρ′ : �′ → R be convex piecewise affine functions on convex

polyhedra. Their inf-convolution, denoted by ρ � ρ′, is the convex piecewise affine
function on the Minkowski sum �+�′ defined by

(ρ � ρ′)(x) = inf{ρ(y)+ ρ′(y′) | y ∈ �, y′ ∈ �′ and x = y + y′}. (2.5)

Alternatively, it can be defined as the function parametrizing the lower envelope of
epi(ρ)+ epi(ρ′), that is,

(ρ � ρ′)(x) = inf{z ∈ R | (x, z) ∈ epi(ρ)+ epi(ρ′)}.

TheMinkowski sum epi(ρ)+epi(ρ′) is a convex polyhedron, and so ρ�ρ′ is a convex
piecewise affine function on � + �′ and for every point x in this set, the infimum
in (2.5) is attained.

Now for s ∈ N let ρi : �i → R, i = 0, . . . , s, be a family of s +1 convex piecewise
affine functions on convex polyhedra and set ρ = �s

i=0 ρi for their inf-convolution,
which is a convex piecewise affine function on the Minkowski sum � = ∑s

i=0�i .
The subdivision S(ρ) of � is called a mixed subdivision of �.

For i = 0, . . . , s we, respectively, denote by

�c
i =

∑

j �=i

� j and ρci = �
j �=i

ρ j (2.6)
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the convex polyhedron and the convex piecewise affine function, respectively, defined
by the i-th complementary Minkowski sum and by the i-th complementary inf-
convolution. We have that �c

i +�i = � and ρci � ρi = ρ.
For C ∈ S(ρ) consider the subset of Ms+1

R
defined as

C =
{
(x0, . . . , xs) ∈

s∏

i=0

�i

∣∣∣
s∑

i=0

xi ∈ C and ρ
( s∑

i=0

xi

)
=

s∑

i=0

ρi (xi )
}
.

For i = 0, . . . , s let πi : Ms+1
R

→ MR denote the projection onto the i-th factor. The
i -th component of C is the nonempty subset of �i defined as

Ci = πi (C ). (2.7)

The next two results give the basic properties of the components of the cells of a
mixed subdivision.

Proposition 2.1 Let C ∈ S(ρ). Then,

(1) for v ∈ NR such that C = �(ρ, v) we have that Ci = �(ρi , v) ∈ S(ρi ) for all i ,

(2) C =
s∑

i=0

Ci ,

(3) for x ∈ C and xi ∈ �i , i = 0, . . . , s, such that x = ∑s
i=0 xi we have that

ρ(x) =∑s
i=0 ρi (xi ) if and only if xi ∈ Ci for all i .

Proof Let v ∈ NR and set for short κ = hepi(ρ)(v, 1) and κi = hepi(ρi )(v, 1) for each i .
We have that epi(ρ) =∑s

i=0 epi(ρi ) and so, by the additivity of the support function,

κ =
s∑

i=0

κi .

Let i ∈ {0, . . . , s} and xi ∈ Ci . Choose x j ∈ C j , j �= i , such that (x0, . . . , xs) ∈
C and set x =∑s

j=0 x j , so that x ∈ C andρ(x) =∑s
j=0 ρ j (x j ).Hence, (x, ρ(x)) ∈

epi(ρ)(v,1) and (x j , ρ j (x j )) ∈ epi(ρ j ) for all j and so

κ = 〈(v, 1), (x, ρ(x))〉 =
s∑

j=0

〈(v, 1), (x j , ρ j (x j ))〉 ≥
s∑

j=0

κ j = κ.

Thus, 〈(v, 1), (xi , ρi (xi ))〉 = κi or equivalently (xi , ρi (xi )) ∈ epi(ρi )
(v,1), which

implies that xi ∈ �(ρi , v).
Conversely, let xi ∈ �(ρi , v). Choose x j ∈ �(ρ j , v), j �= i , and set x =∑s

j=0 x j

and t =∑s
j=0 ρ j (x j ). We have that t ≥ ρ(x) and so (x, t) ∈ epi(ρ). Moreover

〈(v, 1), (x, t)〉 =
s∑

j=0

〈(v, 1), (x j , ρ j (x j ))〉 =
s∑

j=0

κ j = κ.
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Hence, (x, t) ∈ epi(ρ)(v,1) and so x ∈ C and t = ρ(x). In particular, xi ∈ Ci and we
conclude that Ci = �(ρi , v), proving (1).

Now let xi ∈ Ci , i = 0, . . . , s, and set x = ∑s
i=0 xi . By (1), for any v ∈ NR

such that C = �(ρ, v) we have that Ci = �(ρi , v), and the last part of the proof
of this statement shows that x ∈ C and ρ(x) = ∑s

i=0 ρi (xi ). This proves both that∑s
i=0 Ci ⊂ C and the “if” part in (3).
Conversely, for each x ∈ C the infimum in (2.5) is attained, and so there are xi ∈ Ci ,

i = 0, . . . , s, with x = ∑s
i=0 xi . Hence, C = ∑s

i=0 Ci as stated in (2), whereas the
“only if” part in (3) is immediate from the definition of the components in (2.7). ��
Proposition 2.2 Let C,C ′ ∈ S(ρ) and i ∈ {0, . . . , s} such that their respective i-th
components have both dimension n and coincide. Then, C = C ′.

Proof Since both Ci and C ′
i have dimension n and coincide, there is a unique v ∈ NR

with Ci = C ′
i = �(ρi , v). Proposition 2.1(1) then implies that C = �(ρ, v) = C ′. ��

Definition 2.3 A mixed subdivision S(ρ) on � is tight if for every n-cell C of S(ρ),

s∑

i=0

dim(Ci ) = n.

If this condition holds, when s = n −1 an n-cell of S(ρ) is mixed if all its components
are segments and when s = n, for k = 0, . . . , n an n-cell of S(ρ) is k-mixed if its i-th
component is a segment for all i �= k (and so its k-th component is a point).

The set of mixed subdivisions of� is partially ordered by refinements: for another
mixed subdivision S(ρ′) of � given by a family of convex piecewise affine functions
ρ′

i : �i → R, i = 0, . . . , s, we say that S(ρ) is a refinement of S(ρ′), denoted by

S(ρ) � S(ρ′) or S(ρ′) 	 S(ρ),

if for all C ∈ S(ρ) there is D ∈ S(ρ′) such that C ⊂ D and that Ci ⊂ Di for all i .

Definition 2.4 An incremental chain of mixed subdivisions of � is a chain S(θ0) 	
· · · 	 S(θs) where, for k = 0, . . . , s, the mixed subdivision S(θk) is induced by
the inf-convolution θk : � → R of a family of convex piecewise affine functions
θk,i : �i → R, i = 0, . . . , s, such that θk,i = 0|�i for i ≥ k.

This incremental chain is tight if, for each k, themixed subdivision of� (considered
as the sum of the k + 1 polytopes �0, . . . ,�k−1,

∑s
i=k �i ) induced by the convex

piecewise affine functions

θk,i : �i → R, i = 0, . . . , k − 1, and
s

�
i=k

θk,i = 0
∣∣∣∑s

i=k �i
,

is tight in the sense of Definition 2.3.
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S(θ0) S(θ1) S(θ2)

Fig. 1 A tight incremental chain

Remark 2.5 The notion of incremental chain of mixed subdivisions of � might be
easily extended to chains of arbitrary length. We have chosen to restrict it to chains of
length equal to the number of polyhedra �i because it is the only case of interest for
the proof of Theorem 4.27.

Remark 2.6 If S(θ0) 	 · · · 	 S(θs) is a tight incremental chain, then S(θs) is a tight
mixed subdivision.

Example 2.7 Let n = 2 and M = Z
2. Set d0 = 1, d1 = 3 and d2 = 2 and for

i = 0, 1, 2 consider the triangle �i = {(x1, x2) ∈ (R≥0)
2 | x1 + x2 ≤ di }. Consider

also the affine functions ρi : �i → R, i = 0, 1, defined by

ρ0(x1, x2) = 3 x1 + 6 x2 and ρ1(x1, x2) = 2 x1 + x2.

For k, i = 0, 1, 2 set θk,i = ρi if i < k and θk,i = 0|�i if i ≥ k, and then for k = 0, 1, 2
set θk = θk,0 � θk,1 � θk,2. Hence, S(θ0) 	 S(θ1) 	 S(θ2) is a tight incremental chain
of mixed subdivisions of the triangle� = {(x1, x2) ∈ (R≥0)

2 | x1 + x2 ≤ 6} (Fig. 1).
Convex piecewise affine functions on lattice polytopes might be constructed by

means of finite sets of lattice points and lifting vectors, as we next describe. For
i = 0, . . . , s let Ai ⊂ M be a nonempty finite subset and νi ∈ R

Ai a vector. Set
�i = conv(Ai ) for the lattice polytope of MR given by the convex hull of Ai and

ϑνi : �i −→ R (2.8)

for the convex piecewise affine function parametrizing the lower envelope of the
lifted polytope conv({(a, νi,a)}a∈Ai ) ⊂ MR × R. Set also A = (A0, . . . ,As), ν =
(ν0, . . . , νs) ∈ R

A =∏s
i=0 R

Ai and

�ν =
s

�
i=0

ϑνi . (2.9)

This latter is a convex piecewise affine function on theMinkowski sum� =∑s
i=0�i ,

and S(�ν) is a mixed subdivision of this polytope.
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The next result shows that a generic choice of lifting vectors produces a mixed
subdivision that is tight. Furthermore, this choice can be made among the lifting
vectors whose associated functions are affine.

Consider the linear map TA : N s+1 → R
A defined by

TA(v0, . . . , vs) = (〈vi , a〉)i∈{0,...,s},a∈Ai . (2.10)

The convex piecewise affine functions associated with the vectors in its image are
affine.

The next result is similar to those in [20, page 1546] and [21, Lemma 2.1].

Proposition 2.8 There is a finite union of hyperplanes W ⊂ R
A not containing

TA(N s+1) such that for all ν ∈ R
A\W the mixed subdivision S(�ν) of � is tight.

To prove it, we need the following auxiliary result. For i = 0, . . . , s let ei be the
(i + 1)-th vector in the standard basis of R

s+1.

Lemma 2.9 For ν ∈ R
A let L̂ ⊂ MR×R

s+1×R denote the linear span of the vectors
{(a, ei , νi,a)}i∈{0,...,s},a∈Ai . Set also Âi = {(a, νi,a)}a∈Ai ⊂ MR × R, i = 0, . . . , s.
Then,

dim(L̂) = dim
( s∑

i=0

conv(Âi )
)

+ s + 1.

Proof For each i let L̂i ⊂ MR × R denote the affine span of the nonempty finite
subset Âi . Making linear combinations between the generators of the linear subspace
L̂ , we easily deduce that dim(L̂) = dim(

∑s
i=0 L̂i )+s +1. The statement then follows

from the fact that dim(
∑s

i=0 L̂i ) = dim(
∑s

i=0 conv(Âi )). ��
Proof of Proposition 2.8 For i = 0, . . . , s let ui be a set of #Ai variables and let
u = (u0, . . . , us). Fix an isomorphism MR � R

n . Then, for each family D =
(D0, . . . ,Ds) of nonempty subsets Di ⊂ Ai satisfying the conditions

(1)
∑s

i=0 #Di = n + s + 2,
(2) dim(conv(Di )) = #Di − 1, i = 0, . . . , s,
(3) dim(

∑s
i=0 conv(Di )) = n

set GD ∈ R[u]D×(n+s+2) for the square matrix made of the row vectors

(a, ei , ui,a) ∈ R[u]n+s+2, i = 0, . . . , s and a ∈ Di .

Set also GD = det(GD) ∈ R[u], which is a linear form.
The conditions on D imply that for each i there is ν ∈ R

A such that, setting

D̂i = {(a, νi,a)}a∈Di ⊂ MR × R, i = 0, . . . , s, (2.11)

we have that dim(
∑s

i=0 conv(D̂i )) = n + 1. Moreover, this condition can be fulfilled
with a vector ν ∈ TA(N s+1). Indeed, the condition (2) implies that the Di ’s are
simplexes which by the condition (1), have dimensions that sum up n + 1. Assuming
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without loss of generality that each Di contains 0 as one its points, the remaining
points in the union of these sets determine n + 1 directions which by condition (3)
span MR. Then, a possible choice for ν satisfying (2.11) consists in setting νi,a = 0
for each i and all a ∈ Di except one of them, for which this coordinate is set to 1.

Lemma 2.9 then implies GD(ν) �= 0 and in particular, the zero set of GD is a
hyperplane not containing the linear subspace TA(N s+1). The set W is then defined
as the union of all these hyperplanes.

Now let ν ∈ R
A and suppose that S(�ν) is not tight. Let C be an n-cell of this

mixed subdivision such that
∑s

i=0 dim(Ci ) > n. Then, we can choose nonempty finite
subsets Di ⊂ Ai ∩ Ci , i = 0, . . . , s, satisfying the conditions (1), (2) and (3). Such
a choice may be accomplished by picking simplexes defined by points in the finite
subsets Ai ∩ Ci , i = 0, . . . , s, whose dimensions sum up n + 1.

Let P be the face of the graph of �ν corresponding to C , and for each i let Pi be
the face of the graph of ϑνi corresponding to the component Ci . For each i the lifted
set D̂i as in (2.11) is contained in Pi and so

s∑

i=0

conv(D̂i ) ⊂
s∑

i=0

Pi = P.

Hence, dim(
∑s

i=0 conv(D̂i )) ≤ dim(P) = dim(C) = n. Lemma 2.9 then implies
that GD(ν) = 0 and so ν ∈ W , concluding the proof. ��

The next corollary shows that we might fix one of the lifting vectors to zero and
still get a mixed subdivision that is tight. Set for short

A′ = (A0, . . . ,As−1)

and let TA′ : N s → R
A′

be the corresponding linear map as in (2.10).

Corollary 2.10 There is a finite union of hyperplanes W ′ ⊂ R
A′

not containing
TA′(N s) such that for all ν′ ∈ R

A′ \W ′ the mixed subdivision S(�ν) of � asso-
ciated with the vector ν = (ν′, 0) ∈ R

A is tight.

Proof With notation as in Proposition 2.8, choose a vector (w0, . . . , ws) ∈ N s+1

whose image with respect to the linear map TA does not lie in W . Let ζ i =
(〈ws, a〉)a∈Ai ∈ R

Ai , i = 0, . . . , s, and

W ′ = {(ν′
0, . . . , ν

′
s−1) ∈ R

A′ | (ν′
0 + ζ 0, . . . , ν

′
s−1 + ζ s−1, ζ s) ∈ W },

which is a finite union of hyperplanes of R
A′

. We have that

(TA′(w0 − ws , . . . , ws−1 − ws), 0)+ (ζ 0, . . . , ζ s−1, ζ s) = TA(w0, . . . , ws−1, ws) /∈ W .

Hence, TA′(w0 − ws, . . . , ws−1 − ws) /∈ W ′, and so W ′ �⊃ TA′(N s−1).
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By Proposition 2.8, for ν′ = (ν′
0, . . . , ν

′
s−1) ∈ R

A′ \W ′ the mixed subdivision
associated with (ν′

0 + ζ 0, . . . , ν
′
s−1 + ζ s−1, ζ s) ∈ R

A is tight. Hence, this is also
the case for the mixed subdivision associated with the vector (ν′, 0) ∈ R

A, since the
corresponding functions differ by a globally defined linear one. ��

The next result shows that small perturbations of a given family of lifting vectors
produce finer mixed subdivisions.

Proposition 2.11 Let ν ∈ R
A. There is a neighborhood U of ν such that for all ν̃ ∈ U

we have that S(�ν̃) � S(�ν).

Proof For each n-cell C of S(�ν) denote by vC the unique vector in NR such that
C = �(�ν, vC ). By Proposition 2.1(1) and the inequality in (2.4), for each i there is
κC,i ∈ R such that, for x ∈ �i ,

ϑνi (x) ≥ 〈−vC , x〉 + κC,i

with equality if and only if x ∈ Ci . Hence, there is c > 0 such that for all a ∈ Ai\Ci ,

ϑνi (a) ≥ 〈−vC , a〉 + κC,i + c. (2.12)

Let ε > 0 and ν̃ ∈ R
A with ‖̃ν − ν‖∞ < ε, where ‖ · ‖∞ denotes the �∞-norm

of R
A. Then, for all i and x ∈ �i we have that

|ϑν̃i (x)− ϑνi (x)| < ε. (2.13)

Fix a norm ‖ · ‖ on MR and let ‖ · ‖∨ be the corresponding operator norm on NR,
so that for v ∈ NR and x ∈ MR we have that

|〈v, x〉| ≤ ‖v‖∨ ‖x‖. (2.14)

Let C̃ be an n-cell of S(�ν̃) and, similarly as before, denote by vC̃ ∈ NR and
κC̃,i ∈ R, i = 0, . . . , s, the corresponding vector and constants. Then, for each n-cell
C of S(�ν) with dim(C̃ ∩ C) = n there is K > 0 such that

‖vC̃ − vC‖∨, |κC̃,i − κC,i | < K ε. (2.15)

Since the number of possible pairs (C̃,C) for varying ν̃ ∈ R
A is finite, the constant

K > 0 can be taken independently of the choice of these n-cells.
From the inequalities in (2.12) and (2.13), we deduce that for all a ∈ Ai\Ci ,

ϑν̃i (a) > ϑνi (a)− ε ≥ 〈−vC , a〉 + κC,i + c − ε,

and from the inequalities in (2.14) and (2.15),

〈−vC , a〉 + κC,i > 〈−vC̃ , a〉 + κC̃,i − K ε
(
sup
x∈�i

‖x‖ + 1
)
.
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Then, for ε > 0 sufficiently small we have that ϑν̃i (a) > 〈−vC̃ , a〉 + κC̃,i for all
a ∈ Ai\Ci , which implies that C̃i ⊂ Ci for all i . In turn, by Proposition 2.1(2) this
implies that C̃ ⊂ C .

Since this holds for every n-cell of S(�ν̃), we deduce that this mixed subdivision
refines S(�ν). The statement follows by taking U as the ball of R

A centered at ν of
radius ε with respect to the �∞-norm. ��

As an application of these results, we can exhibit an explicit family of tight incre-
mental chains of mixed subdivisions of the polytope � associated with the data A.

Example 2.12 Set A>i = ∑
j>i A j ⊂ M , i = 0, . . . , s − 1, and for each i denote

by W ′
i the finite union of hyperplanes given by Corollary 2.10 applied to the family

(A0, . . . ,Ai ,A>i ) of i + 2 nonempty subsets of M .
For i = 0, . . . , s − 1 choose iteratively νi ∈R

Ai such that (ν0, . . . ,νi ) /∈ W ′
i and

(ν0, . . . , νi−1, νi , 0, . . . , 0)∈R
A lies in theneighborhoodof (ν0, . . . ,νi−1,0,0,. . . ,0)

given by Proposition 2.11. Then, for k = 0, . . . , s consider the family of convex piece-
wise affine functions θk,i : �i → R, i = 0, . . . , s, defined as θk,i = ϑνi if i < k and
as θk,i = 0|�i if i ≥ k. Their inf-convolution

θk =
s

�
i=0

θk,i ,

is a convex piecewise affine function on �. By Corollary 2.10 and Proposition 2.11,

S(θ0) 	 · · · 	 S(θs)

is a tight incremental chain of mixed subdivisions of �. Moreover, Corollary 2.10
allows to choose the vector (ν0, . . . , νs−1) ∈ R

A′
in the image of the linear map TA′ ,

so that the convex piecewise affine functions θk,i are indeed affine.

2.2 MixedVolumes andMixed Integrals

The mixed volume of n convex bodies of MR is a polarization of the notion of volume
of a single one. Here, we recall its definition and basic properties, referring to [17,
Chapter IV] for the corresponding proofs. We restrict the presentation to polytopes,
which are the only convex bodies appearing in this paper.

We denote by volM the Haar measure on the vector space MR that is normalized
so that the lattice M has covolume 1.

Definition 2.13 The mixed volume of a family of polytopes �i ⊂ MR, i = 1, . . . , n,
is defined as

MVM (�1, . . . ,�n) =
n∑

j=1

(−1)n− j
∑

1≤i1<···<i j ≤n

volM (�i1 + · · · +�i j ).

For n = 0, we agree that MVM = 1.
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For a single polytope�, we have that MVM (�, . . . ,�) = n! volM (�). The mixed
volume is symmetric and linear in each variable�i with respect to theMinkowski sum,
invariant with respect to linear maps that preserve the measure volM , and monotone
with respect to the inclusion of polytopes. We have that MVM (�1, . . . ,�n) ≥ 0,
and the equality holds if and only if there is a subset I ⊂ {1, . . . , n} such that
dim(

∑
i∈I �i ) < #I . If the �i ’s are lattice polytopes, then MVM (�1, . . . ,�n) ∈ N.

Given a family of convex piecewise affine functions ρi : �i → R, i = 1, . . . , n,
with inf-convolution ρ = �n

i=1ρi and such that the mixed subdivision S(ρ) is tight
(Definition 2.3), the mixed volume of the �i ’s can be computed as the sum of the
volumes of the mixed n-cells [20, Theorem 2.4]:

MVM (�1, . . . ,�n) =
∑

C mixed

volM (C). (2.16)

Analogously, the mixed integral of a family of n + 1 concave functions on convex
bodies is a polarization of the notion of integral of a single one. It was introduced in
[31, §8], and is equivalent to the shadow mixed volume defined in [15, §1]. Here, we
recall its definition and properties, translating them to the convex setting and restricting
to piecewise affine functions on polytopes. We refer to [31, §4.3] and [32, §8] for the
corresponding proofs and more information about this notion.

Definition 2.14 The mixed integral of a family of convex piecewise affine functions
ρi : �i → R, i = 0, . . . , n, is defined as

MIM (ρ0, . . . , ρn) =
n∑

j=0

(−1)n− j
∑

0≤i0<...<i j ≤n

∫

�i0+···+�i j

ρi0 � . . . � ρi j dvolM .

For a convex piecewise affine function on a polytope ρ : � → R we have that
MIM (ρ, . . . , ρ) = (n +1)! ∫

�
ρ dvolM . The mixed integral is symmetric and additive

in each variable ρi with respect to the inf-convolution, and monotone.
It is possible to expressmixed integrals in terms ofmixed volumes. For i = 0, . . . , n

choose κi ∈ R≥0 with κi ≥ ρi (x) for all x ∈ �i and consider the polytope

�i,ρi ,κi = conv(gr(ρi ),�i × {κi }) ⊂ MR × R.

Then, by [31, Proposition 4.5(d)],

MIM (ρ0, . . . , ρn) = −MVM×Z(�0,ρ0,κ0 , . . . ,�n,ρn ,κn )

+
n∑

i=0

κi MVM (�0, . . . ,�i−1,�i+1, . . . , �n). (2.17)

For each i , the convex piecewise affine function ρi : �i → R is lattice if there are
Ai ⊂ M and νi ∈ Z

Ai such that �i = conv(Ai ) and ρi = ϑνi as in (2.8).

Proposition 2.15 For i = 0, . . . , n let ρi : �i → R be a lattice convex piecewise
affine function. Then, MIM (ρ0, . . . , ρn) ∈ Z.
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Proof This follows directly from (2.17) and the analogous property for the mixed
volume. ��

3 Sparse Resultants

3.1 Definitions and Basic Properties

In this section, we recall the basic notations, definitions and properties of sparse
eliminants and resultants from [8].

We keep the notation of the previous sections. In particular M � Z
n is a lattice of

rank n ≥ 0 and N = M∨ � Z
n its dual lattice. Let

TM = Hom(M,C×) = N ⊗Z C
× � (C×)n

be the torus over C associated with M . Then, M = Hom(TM ,C
×), and for a ∈ M

we denote by χa : TM → C
× the corresponding character of TM .

For i = 0, . . . , n let Ai be a nonempty finite subset of M , �i = conv(Ai ) the
lattice polytope of MR given by its convex hull, ui = {ui,a}a∈Ai a set of #Ai variables
and

Fi =
∑

a∈Ai

ui,a χ
a ∈ Z[ui ][M]

the general Laurent polynomial with support equal to the subset Ai , where
Z[ui ][M]�Z[ui ][x±1

1 , . . . , x±1
n ] denotes the groupZ[ui ]-algebra of M . Set for short

A=(A0, . . . ,An), �=(�0, . . . , �n), u=(u0, . . . , un) and F=(F0, . . . , Fn).

The incidence variety of F is defined as

�A = Z(F) ⊂ TM ×
n∏

i=0

P(CAi ),

that is, the zero set of these Laurent polynomials in that product space. It is an
irreducible algebraic subvariety of codimension n + 1 defined over Q. Denote by
� : TM ×∏n

i=0 P(CAi ) →∏n
i=0 P(CAi ) the projection onto the second factor. The

direct image of�A with respect to� is the Weil divisor of
∏n

i=0 P(CAi ) defined as

�∗�A =
{
deg(� |�A)�(�A) if�(�A) is a hypersurface,

0 otherwise,

where�(�A) is the Zariski closure of the image of the incidence variety with respect
to the projection, and deg(� |�A) is the degree of the restriction of this map to the
incidence variety.
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Definition 3.1 The sparse resultant, denoted by ResA, is defined as any primitive
polynomial in Z[u] giving an equation for �∗�A. The sparse eliminant, denoted
by ElimA, is defined as any irreducible polynomial in Z[u] giving an equation for
�(�A), if this a hypersurface, and as 1 otherwise.

Given a ring A and Laurent polynomials fi ∈ A[M] with support contained in Ai

for each i , we apply the usual notation

ElimA( f0, . . . , fn) and ResA( f0, . . . , fn) (3.1)

to denote the evaluation at the coefficients of the fi ’s.
Both the sparse resultant and the sparse eliminant are well defined up to the sign,

and are both invariant by translations and permutations of the supports [8, Proposition
3.3]. The sparse eliminant does not depend on the lattice M but the sparse resultant
does, as the following proposition shows.

Proposition 3.2 Let ϕ : M → M ′ be a monomorphism of lattices of rank n. Then,

Elimϕ(A) = ±ElimA and Resϕ(A) = ±Res[M ′:ϕ(M)]
A .

Proof The monomorphism ϕ : M → M ′ induces a finite map of degree [M ′ : ϕ(M)]

ϕ∗ : TM ′ = Hom(M ′,C×) −→ TM = Hom(M,C×).

Setting F ′
i =∑a∈Ai

ui,a χ
ϕ(a) for the general Laurent polynomialwith supportϕ(Ai )

for each i , the system F ′
0 = · · · = F ′

n = 0 has a nontrivial solution in TM ′ if and
only if F0 = · · · = Fn = 0 has a nontrivial solution in TM . Hence, ϕ∗ induces a
commutative diagram

�ϕ(A)

� ′

�A

�

∏n
i=0 P(Cϕ(Ai ))

∏n
i=0 P(CAi )

which implies the stated equality between the sparse eliminants. From here, we also
deduce that� ′(�ϕ(A)) is not a hypersurface if and only if this also holds for�(�A),
in which case both Resϕ(A) and ResA are equal to ±1, proving the second equality
in this case. Otherwise, the multiplicativity of the degree implies that

deg(� ′|�(ϕ(A)) = [M ′ : ϕ(M)] deg(� |�A)

and so � ′∗�ϕ(A) = [M ′ : ϕ(M)]�∗�A, which implies the second equality in this
other case and completes the proof. ��

The sparse resultant is homogeneous in each set of variables ui of degree [8, Propo-
sition 3.4]:

degui
(ResA) = MVM (�0, . . . ,�i−1,�i+1, . . . ,�n), i = 0, . . . , n. (3.2)
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Let A ⊂ M be a nonempty finite subset and f = ∑a∈A αa χ
a ∈ C[M] a Laurent

polynomial with support contained in A. For v ∈ NR we, respectively, set

Av = A ∩ conv(A)v and initv( f ) =
∑

a∈Av

αa χ
a (3.3)

for the restriction of A to the face conv(A)v as defined in (2.2) and the initial part of
f in the direction of v.
For v ∈ N\{0}, the sparse resultant in the direction of v, denoted by ResAv

1,...,Av
n
,

is the sparse resultant associated with the orthogonal lattice v⊥ ∩ M � Z
n−1 and

the supports Av
i , i = 1, . . . , n, modulo suitable translations placing them inside this

lattice, see [8, Definition 4.1] for details. By [8, Proposition 3.8], this directional
resultant is nontrivial only when v is the inner normal to a face of dimension n − 1
of the Minkowski sum

∑n
i=1�i . In particular, the number of nontrivial directional

sparse resultants of the family of supportsA is finite.
The following result is the Poisson formula for the sparse resultant [8, Theorem4.2].

For a subset B ⊂ MR, its support function hB : NR → R ∪ {−∞} is defined by

hB(v) = inf{〈v, x〉 | x ∈ B}.

This generalizes the support function of a convex polyhedron in (2.1).

Theorem 3.3 For i = 0, . . . , n let fi ∈ C[M] with support contained in Ai and
suppose that ResAv

1,...,Av
n
(initv( f1), . . . , initv( fn)) �= 0 for all v ∈ N\{0}. Then,

ResA( f0, f1, . . . , fn) = ±
∏

v

ResAv
1,...,Av

n
(initv( f1), . . . , initv( fn))

−hA0 (v) ·
∏

p
f0(p)m p ,

the first product being over the primitive vectors v ∈ N and the second over the
solutions p ∈ TM of the system of equations f1 = · · · = fn = 0, where m p denotes
the intersection multiplicity of this system of equations at the point p.

For a subset J ⊂ {0, . . . , n} put AJ = (Ai )i∈J and uJ = (ui )i∈J .

Definition 3.4 The fundamental subfamily of A is the family of supports AJ for the
minimal subset J ⊂ {0, . . . , n} such that ResA ∈ Z[uJ ] or equivalently, such that
ElimA ∈ Z[uJ ].

For each i set LAi for the sublattice of M generated by the differences of the
elements ofAi . For a subset J ⊂ {0, . . . , n} consider the sum LAJ =∑i∈J LAi and
its saturation Lsat

AJ
= (LAJ ⊗Z R) ∩ M .

Remark 3.5 By [33,Corollary 1.1 andLemma1.2] or [8, Proposition3.13]when J �= ∅
the fundamental subfamily AJ coincides with the unique essential subfamily of A,
that is, the unique subfamily such that rank(LAJ ) = #J − 1 and rank(LAJ ′ ) ≥ #J ′
for all J ′

� J , whereas when J = ∅, that is when ResA = ±1, we have thatAJ = ∅
and A has at least two essential subfamilies.

123



760 Foundations of Computational Mathematics (2023) 23:741–801

The sparse eliminant and the sparse resultant are related by

ResA = ±ElimdA
A (3.4)

with dA ∈ N>0.

Proposition 3.6 Let AJ be the fundamental subfamily of A and suppose that J �= ∅.
Then, rank(LAJ ) = #J − 1, and the exponent in (3.4) can be written as

dA = [Lsat
AJ

: LAJ ] MVM/Lsat
AJ

({π(�i )}i /∈J )

where π is the projection M → M/Lsat
AJ

.

Proof The first claim follows from Remark 3.5, whereas the second is [8, Proposi-
tion 3.13]. ��

Sparse eliminants are particular cases of sparse resultants.

Proposition 3.7 Let AJ be the fundamental subfamily of A, suppose that J �= ∅ and
consider AJ as a family of #J nonempty finite subsets of the lattice LAJ � Z

#J−1.
Then, ElimA = ±ElimAJ = ±ResAJ .

Proof The first equality is given by [8, Proposition 3.11], whereas the second follows
from the equality in (3.4) and Proposition 3.6. ��

We also need the following auxiliary result.

Proposition 3.8 Let Ã = (Ã0, . . . , Ãn) be a further family of supports in M such
that Ãi ⊂ Ai for all i . Let ÃJ and AK be the respective fundamental subfamilies of
supports. Then, J ⊂ K .

Proof By the degree formula in (3.2), an index j ∈ {0, . . . , n} lies in K if and only if

MVM (�0, . . . , � j−1,� j+1, . . . ,�n) > 0.

The statement follows then from the monotonicity of the mixed volume with respect
to the inclusion of polytopes. ��

The notions of sparse eliminant and of sparse resultant include the classical homo-
geneous resultant introduced by Macaulay [27], as we next explain.

Example 3.9 For d = (d0, . . . , dn) ∈ (N>0)
n+1 let Resd be the homogeneous resul-

tant, giving the condition for a system of n + 1 homogeneous polynomials in n + 1
variables of degrees d to have a zero in the n-dimensional projective space [6, §3.2].
It coincides, up to the sign, both with the sparse eliminant and the sparse resultant for
the lattice M = Z

n and the family of supportsA = (A0, . . . ,An) given by

Ai = {a ∈ N
n | |a| ≤ di },
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where for a lattice point a = (a1, . . . , an) ∈ Z
n we denote by |a| = ∑n

i=1 ai its
length. Then, �i = {x ∈ (R≥0)

n | |x| ≤ di } for each i and we can deduce from the
degree formula in (3.2) that

degui
(Resd) =

∏

j �=i

d j , i = 0, . . . , n.

3.2 Order and Initial Parts

In this section, we study the different orders and initial parts of the sparse resultant.

Definition 3.10 Let ω ∈ R
A and let t be a variable. For P ∈ C[u]\{0} set

Pω = P((tωi,a ui,a)i∈{0,...,n},a∈Ai ) ∈ C[u][tR]\{0}. (3.5)

The order and the initial part of P with respect to ω are the elements ordω(P) ∈ R

and initω(P) ∈ C[u]\{0} defined by the equation

Pω = (initω(P)+ o(1)) tordω(P), (3.6)

where o(1) denotes a sum of terms whose degree in t is strictly positive.
For a nonzero rational function P ∈ C(u)× written as P = P1/P2 with Pi ∈

C[u]\{0}, i = 1, 2, the order and the initial part of P with respect to ω are defined as

ordω(P) = ordω(P1)− ordω(P2) and initω(P) = initω(P1)

initω(P2)
.

These notions do not depend on the choice of P1 and P2 and the maps

ordω : C(u)× −→ R and initω : C(u)× −→ C(u)×

are group morphisms. We extend them by setting ordω(0) = +∞ and initω(0) = 0.
The notion of initial part generalizes the definition in (3.3) for Laurent polynomials.

As pointed out by Sturmfels, the initial part of the sparse resultant in a given
direction is closely related to the mixed subdivision of � associated with the convex
piecewise affine functions defined by that direction [33].

Definition 3.11 For ω = (ω0, . . . ,ωn) ∈ R
A let ϑωi : �i → R, i = 0, . . . , n,

and �ω : � → R be the associated convex piecewise affine functions as in (2.8)
and (2.9). Let D be an n-cell of the mixed subdivision S(�ω) of� and Di ∈ S(ϑωi ),
i = 0, . . . , n, its components as defined in (2.7). The restriction of A to D is the
family of nonempty finite subsets of M defined as

AD = (A0 ∩ D0, . . . ,An ∩ Dn).
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The next theorem gives formulae for the order and the initial part of the sparse
resultant. The first part is a reformulation of a result by Philippon and the third author
for the Chow weights of a multiprojective toric variety [31, Proposition 4.6], whereas
the second is a generalization of a result by Sturmfels for sparse eliminants in the case
when the fundamental subfamily coincides withA [33, Theorem 4.1].

Theorem 3.12 Let ω ∈ R
A. Then,

ordω(ResA) = MIM (ϑω0 , . . . , ϑωn ) and initω(ResA) = ±
∏

D∈S(�ω)
n

ResAD .

Before proving it, we need to establish some auxiliary results. For P ∈ C[u] we
denote by supp(P) its support, that is, the finite subset of N

A of the exponents of the
nonzero terms of this polynomial.

Lemma 3.13 For ω = (ω0, . . . ,ωn) ∈ R
A there is ω̃ = (ω̃0, . . . , ω̃n) ∈ Z

A such
that

(1) initω̃(ResA) = initω(ResA),
(2) S(�ω̃) = S(�ω),
(3) for every n-cell of S(�ω̃), its components with respect to the families of convex

piecewise affine functions ϑω̃i , i = 0, . . . , n, and ϑωi , i = 0, . . . , n, coincide.

Proof Set S = supp(ResA) ⊂ N
A and Sω for the subset of S of lattice points with

minimal scalar product with respect to ω. A vector ω̃ = (ω̃0, . . . , ω̃n) ∈ R
A verifies

the condition (1) if and only if

〈ω̃, c′ − c〉 = 0 for c, c′ ∈ Sω and 〈ω̃, c′ − c〉 > 0 for c ∈ Sω and c′ ∈ S\Sω.

(3.7)
With notation as in (2.3), for each D ∈ S(�ω)

n set vD ∈ NR for the unique vector
such that D = �(�ω, vD). For each i let D0

i ⊂ Ai be the set of vertices of the i-th
component of D. Then, Di = �(ϑω̃i , vD) if and only if

〈vD, a′ − a〉 + ω̃i,a′ − ω̃i,a = 0 for a, a′ ∈ D0
i ,

〈vD, a′ − a〉 + ω̃i,a′ − ω̃i,a ≥ 0 for a ∈ D0
i and a′ ∈ (Ai ∩ Di )\D0

i ,

〈vD, a′ − a〉 + ω̃i,a′ − ω̃i,a > 0 for a ∈ D0
i and a′ ∈ Ai\Di .

(3.8)

If this condition holds, then D = �(�ω̃, vD) by Proposition 2.1(1).
Hence, if ω̃ satisfies the condition (3.7) and that in (3.8) for all D ∈ S(�ω)

n , then
it also verifies (1), (2) and (3). These conditions amount to the fact that ω̃ lies in the
relative interior of a polyhedral cone of R

A defined over Z. This relative interior is
nonempty as it contains ω, and so it also contains a vector in Z

A. ��
Lemma 3.14 Let (v, l) ∈ N × Z be a primitive lattice vector with l > 0. Let (v, l)⊥
be its orthogonal subspace of MR × R and

ϕ : (v, l)⊥ ∩ (M × Z) −→ M
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the lattice map defined by (a, q) �→ a. Then, [M : ϕ((v, l)⊥ ∩ (M × Z))] = l.

Proof Set for short P = (v, l)⊥ ∩ (M × Z), which is a sublattice of M × Z of rank n.
The map ϕ : P → M is injective if and only if so is its dual ϕ∨ : M∨ → P∨ and if
this is the case, then

[M : ϕ(P)] = [P∨ : ϕ∨(M∨)]. (3.9)

We have that M∨ = N and P∨ � (M × Z)/Z (v, l). With these identifications, the
dual map ϕ∨ : N → (M × Z)/Z (v, l) writes down as ϕ∨(w) = (w, 0) + Z (v, l).
Hence, ϕ∨ is injective because l > 0. Moreover, its image is the sublattice
(M × l Z)/Z (v, l) and so

[P∨ : ϕ∨(M∨)] = # (M × Z/Z (v, l))/(M × l Z/Z (v, l)) = #Z/lZ = l,

which together with (3.9) implies the statement. ��
Proof of Theorem 3.12 By [32, Proposition 4.5], the degree of amonomial deformation
of the sparse resultant can be computed in terms of mixed integrals as

degt (Res
−ω
A ) = −MIM (ϑω0 , . . . , ϑωn ).

Since ordω(ResA) = − degt (Res
−ω
A ), this gives the first part of the statement.

For the second part, we reduce without loss of generality to the case when ω ∈ Z
A

thanks to Lemma 3.13. Set Fω = (Fω0
0 , . . . , Fωn

n ) with

Fωi
i = Fi ((t

ωi,a ui,a)a∈Ai ) ∈ C[ui ][M][t±1], i = 0, . . . , n.

With notation as in (3.1) and (3.5), we have that

ResωA = ResA(Fω). (3.10)

Consider the family of n + 2 nonempty finite subsets of M × Z given by

C = {(0, 0), (0, 1)} and Âi = {(a, ωi,a)}a∈Ai , i = 0, . . . , n.

Let v = {v(0,0), v(0,1)} be a set of variables, so that the general Laurent polynomial
with support C is v(0,0) + v(0,1) z and that with support Âi is Fω

i (z), the evaluation of
Fω

i at t = z for each i . Set Â = (Â0, . . . , Ân). By the “hidden variable” formula in
[8, Proposition 4.7], there is dω ∈ Z such that

ResA(Fω) = ±tdω ResC,Â(z − t, Fω(z)).

Thanks to the formula in (3.6), we have that

initω(ResA) = ResC,Â(z, Fω(z))

123



764 Foundations of Computational Mathematics (2023) 23:741–801

provided this latter polynomial is nonzero. To see this, consider a family of Laurent
polynomials fi ∈ C[M] with supp( fi ) ⊂ Ai , i = 0, . . . , n, that is sufficiently
generic and set f ω = ( f ω0

0 , . . . , f ωn
n ). By the invariance of the sparse resultant under

translation of the first support and the Poisson formula (Theorem 3.3), with notation
as therein we have that

ResC,Â(z, f ω(z)) = ResC−(0,1),Â(1, f ω(z))

= ±
∏

(v,l)

ResÂ(v,l) (init(v,l)( f ω(z)))−hC−(0,1)((v,l))

= ±
∏

(v,l)

ResÂ(v,l) (init(v,l)( f ω(z)))max{0,l},

(3.11)

the products being over the primitive lattice vectors (v, l) ∈ N × Z, and where Â(v,l)

denotes the family of supports (Â(v,l)
0 , . . . , Â(v,l)

n ). The last equality follows from the
fact that −hC−(0,1)((v, l)) = max{0, l}. Since this holds for every choice of f , we
have that

ResC,Â(z, Fω(z)) = ±
∏

(v,l)

Resmax{0,l}
Â(v,l)

because init(v,l)(Fω(z)) is the general Laurent polynomial with support Â(v,l)
.

Let (v, l) ∈ N × Z be a primitive vector such that l > 0. For the linear map
ϕ : (v, l)⊥ ∩ (M × Z) → M induced from the projection onto the first factor we have
that [M : ϕ((v, l)⊥ ∩ (M × Z))] = l by Lemma 3.14. For the cell D = �

(
�ω,

1
l v
)
,

we also have that ϕ(Â(v,l)
i ) = Ai ∩ Di for each i . Proposition 3.2 then implies that

Resmax{0,l}
Â(v,l) = ±ResAD . (3.12)

Since every n-cell of S(�ω)
n appears exactly once in the product (3.11), this second

part then follows from (3.10), (3.11) and (3.12). ��

3.3 Homogeneities and Degrees

The homogeneities of the sparse resultant are of two types: there are λi ∈ Z, i =
0, . . . , n, and μ ∈ M such that for every c ∈ N

A in the support of ResA we have that

∑

a∈Ai

ci,a = λi , i = 0, . . . , n, and
n∑

i=0

∑

a∈Ai

ci,a a = μ,

see for instance [18, Chapter 9, Proposition 1.3] or [33, §6]. The first type corresponds
to the fact that the sparse resultant is homogeneous in each set of variables ui . As
noted in (3.2), its partial degree degui

(ResA) = λi can be computed in terms of
mixed volumes.
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The second type corresponds to its equivariance with respect to the action of the
torus by translations. For p ∈ TM denote by τp : TM → TM the translation by
this point and let τ ∗

p F = F ◦ τp be the pullback of the system of general Laurent
polynomials F with respect to this map. The fact that the sparse resultant satisfies this
type of homogeneity is then equivalent to the validity of identity

ResA(τ ∗
p F) = χμ(p) ResA (3.13)

for all p ∈ TM .
Let degM be the grading of the monomials of C[u] with values in M defined by

degM (ui,a) = a for i = 0, . . . , n and a ∈ Ai . (3.14)

Then, (3.13) is also equivalent to the fact that the sparse resultant is homogeneous
with respect to this grading, of degree μ. As an application of Theorem 3.12, we will
reprove this type of homogeneity and compute its degree in terms of mixed integrals.

We first prove an auxiliary lemma. A point v ∈ N can be seen as a linear function
on MR and, in particular, can be restricted to any subset of this linear space.

Lemma 3.15 The function μ� : N → Z given by

μ�(v) = MIM (v|�0 , . . . , v|�n )

is well defined and linear. Therefore μ� ∈ M = N∨.

Proof Let v ∈ N . For each subset I ⊂ {0, . . . , n} we have that

�
i∈I

v|�i = v|∑
i∈I �i

because v is linear. For v′ ∈ N , the definition of the mixed integral then implies that

MIM ((v + v′)|�0 , . . . , (v + v′)|�n ) = MIM (v|�0 , . . . , v|�n )

+MIM (v
′|�0 , . . . , v

′|�n ),

which shows that μ� is linear. Moreover, v|�i is a lattice convex piecewise affine
function and so Proposition 2.15 implies that μ�(v) ∈ Z. The last claim follows from
the previous ones. ��
Theorem 3.16 The sparse resultant ResA is homogeneous with respect to degM and

degM (ResA) = μ� ∈ M .

Proof Let v ∈ N . For the weight ω ∈ Z
A defined by ωi,a = 〈v, a〉 for i = 0, . . . , n

and a ∈ Ai , we have that ϑωi = v|�i for each i and �ω = v|�. Hence, � is the
unique n-cell of S(�ω), and from Theorem 3.12 we deduce that

ordω(ResA) = MIM (v|�0 , . . . , v|�n ) and initω(ResA) = ResA .
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This implies that for all c ∈ supp(ResA) we have that 〈v,∑i,a ci,a a〉 = 〈v, μ�〉 =
μ�(v). Since this holds for all v ∈ N , we deduce the statement. ��
Remark 3.17 When M = Z

n we have that μ� = (μ�,1, . . . , μ�,n) with

μ�,i = MIM (xi |�0 , . . . , xi |�n ), i = 1, . . . , n. (3.15)

In this case TM = (C×)n , and for a point p = (p1, . . . , pn) in this torus we have that

ResA(τ ∗
pF) = ResA(F(p1 x1, . . . , pn xn)) =

( n∏

i=1

p
μ�,i
i

)
ResA .

Example 3.18 Let Resd be the homogeneous resultant corresponding to a sequence of
degrees d = (d0, . . . , dn) ∈ (N>0)

n+1 as in Example 3.9. Since the function x �→ xi

is linear, for each i the mixed integral in (3.15) can be computed as

μ�,i =
n∑

j=0

(−1)n− j
∑

0≤k0<...<k j ≤n

∫

�k0+···+�k j

xi dx

=
n∑

j=0

(−1)n− j
∑

0≤k0<...<k j ≤n

(dk0 + · · · + dk j )
n+1

(n + 1)! =
n∏

l=0

dl ,

where the last equality can be proven with elementary algebra as in [17, Theorem 3.7].
This gives the well-known isobarism of the homogeneous resultant, a result that goes
back to Macaulay [28, page 11].

3.4 Vanishing Coefficients

In this section, we apply Theorem 3.12 to obtain a formula for the evaluation of the
sparse resultant by setting some of the coefficients of the system of Laurent polyno-
mials F to zero.

For i = 0, . . . , n let Ãi ⊂ Ai be a nonempty subset, �̃i ⊂ MR its convex hull, ũi

the set of variables corresponding to Ãi , and F̃i the general Laurent polynomial with
support Ãi , which can be obtained from Fi by setting ui,a = 0 for all a /∈ Ãi . Set
then

˜A = (Ã0, . . . , Ãn), ũ = (̃u0, . . . , ũn) and F̃ = (F̃0, . . . , F̃n).

Consider the vector ω = (ω0, . . . ,ωn) ∈ Z
A given, for i = 0, . . . , n and a ∈ Ai , by

ωi,a =
{
0 if a ∈ Ãi ,

1 otherwise,

and let ϑωi : �i → R, i = 0, . . . , n, and �ω : � → R be the associated convex
piecewise affine functions as in (2.8) and (2.9).
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Theorem 3.19 The following conditions are equivalent:

(1) ResA(F̃) �= 0,
(2) MIM (ϑω0 , . . . , ϑωn ) = 0,
(3) for every n-cell D of S(�ω) we have that ResAD (F̃) �= 0.

If any of these conditions holds, then ResAD ∈ Z[̃u] for all D ∈ S(�ω)
n and

ResA(F̃) = ±
∏

D∈S(�ω)
n

ResAD . (3.16)

Proof By Theorem 3.12, following Definition 3.10, we have that

ResωA = ±
(∏

D

ResAD +o(1)
)

tordω(ResA), (3.17)

the product being over the n-cells D of S(�ω).
Since ω ∈ N

A we have that ResωA ∈ C[u][t] and ResωA
∣∣
t=0 = ResA(F̃). Hence,

ResA(F̃) �= 0 if and only if ordω(ResA) = 0, and so the expression in (3.17) gives
the equivalence between (1) and (2). If any of these conditions holds, then

ResA(F̃) = initω(ResA) = ±
∏

D

ResAD . (3.18)

Since the left-hand side of (3.18) lies in Z[̃u] and the right-hand side is a polyno-
mial, the factors of the latter lie in Z[̃u], proving the last part of the statement and
implying (3).

Conversely, suppose that the condition (3) holds. Evaluating the expression in (3.17)
by setting ui,a = 0 for i = 0, . . . , n and a ∈ Ai\Ãi we deduce that

ResA(F̃) = ±
(∏

D

ResAD (F̃)+ o(1)
)

tordω(ResA),

which implies (1) and concludes the proof. ��
Example 3.20 Let M = Z, A0 = A1 = {0, 1} and set A = (A0,A1). Then,

ResA = det(ui, j )i, j∈{0,1} = u0,0 u1,1 − u0,1 u1,0. (3.19)

Set Ãi = {0}, i = 0, 1, and let F̃ = (u0,0, u1,0) be the corresponding system of
Laurent polynomials in C[t±1]. With notation as in Theorem 3.19, in this case we
have that ϑωi (x) = x for i = 0, 1 and x ∈ [0, 1] and so �ω(x) = x for x ∈ [0, 2], as
shown in Fig. 2. Hence,
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˜A0 = ˜A1 = {0}

ϑω0 = ϑω1

Θω

Fig. 2 Convex piecewise affine functions for subsets of the supports

MIZ(ϑω0 , ϑω1) =
∫ 2

0
�ω(x) dx −

∫ 1

0
ϑω0(x) dx

−
∫ 1

0
ϑω1(x) dx = 2 − 1

2
− 1

2
= 1 �= 0.

This result then tells us that ResA(F̃) = 0, which can also be verified from (3.19).
Set also Ã0 = {0} and Ã1 = {1}, and let F̃ = (u0,0, u1,1 t) be the corresponding

system of Laurent polynomials. Then, ϑω0(x) = x and ϑω1(x) = 1− x for x ∈ [0, 1],
and so �ω(x) = max{1 − x, x − 1} for x ∈ [0, 2], as shown in Fig. 3. Hence,

MIZ(ϑω0 , ϑω1) = 1 − 1

2
− 1

2
= 0,

and so Theorem 3.19 implies that ResA(F̃) �= 0. The mixed subdivision S(�ω) has
the two 1-cells D = [0, 1] and D′ = [1, 2], that decompose as D = 0 + [0, 1] and
D′ = [0, 1] + 1. Hence, this result also implies that

ResA(F̃) = ResAD ·ResAD′ = u0,0 u1,1,

which can also be verified from (3.19).

0

˜A0 = {0}

ϑω0

1

˜A1 = {1}

ϑω1 Θω

D D′

Fig. 3 Convex piecewise affine functions for other subsets

Remark 3.21 The Minkowski sum �̃ =∑n
i=0 �̃i is the cell of the mixed subdivision

S(�ω) corresponding to the vector 0 ∈ NR and its components are the polytopes
�̃i , i = 0, . . . , n. Hence, A�̃ = ˜A. We have that either �̃ is an n-cell of S(�ω) or
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Res
˜A = ±1. In the presence of any of the equivalent conditions in Theorem 3.19, the

factorization in (3.16) holds and it can be alternatively written as

ResA(F̃) = ±Res
˜A ·
∏

D �=�̃
ResAD .

When ResA is known, this factorization can be useful to compute the sparse resultant
Res

˜A as a factor of the evaluation ResA(F̃).

The next proposition gives two factorizations for the particular case when Ãi = Ai

for i = 1, . . . , n. The first one follows directly fromTheorem3.19, whereas the second
is a consequence of the Poisson formula.

Proposition 3.22 Let Ã0 ⊂ A0 be a nonempty subset and F̃0 the general Laurent
polynomial with support Ã0. With notation as in Theorems 3.19 and 3.3, we have that

ResA0,A1,...,An (F̃0, F1, . . . , Fn) = ±
∏

D∈S(�ω)
n

ResAD = ±ResÃ0,A1,...,An
·
∏

v

Res
hÃ0

(v)−hA0 (v)

Av
1,...,Av

n
,

the last product being over the primitive vectors v ∈ N.

Proof Let f̃0 ∈ C[M] with supp( f̃0) ⊂ Ã0 and fi ∈ C[M] with supp( fi ) ⊂ Ai ,
i = 1, . . . , n, such that ResAv

1,...,Av
n
(initv( f1), . . . , initv( fn)) �= 0 for all v ∈ N\{0}.

By Theorem 3.3, we have that

ResA0,A1,...,An ( f̃0, f1, . . . , fn)

= ±
∏

v

ResAv
1,...,Av

n
(initv( f1), . . . , initv( fn))

−hA0 (v) ·
∏

p

f̃0(p)m p ,

the first product being over the primitive vectors v ∈ N and the second over the
solutions p ∈ TM of f1 = · · · = fn = 0, where m p denotes the corresponding
intersection multiplicity, and similarly

ResÃ0,A1,...,An
( f̃0, f1, . . . , fn)

= ±
∏

v

ResAv
1,...,Av

n
(initv( f1), . . . , initv( fn))

−hÃ0
(v) ·

∏

p

f̃0(p)m p .

Taking the quotient between these two formulae we deduce the second equality in the
statement evaluated at f̃0, f1, . . . , fn . Since these Laurent polynomials are generic,
we deduce that this equality holds for the general Laurent polynomials F̃0, F1, . . . , Fn ,
as stated. This also implies that ResA0,A1,...,An (F̃0, F1, . . . , Fn) �= 0, and so the first
equality follows from (3.16). ��
Remark 3.23 In [29],Minimair also studied the factorization of the evaluation of sparse
resultant at systems of Laurent polynomials with smaller supports. Unfortunately, his
result is not consistent, since its statement involves the exponent introduced in [29,
Remark 3] that, as explained in [8, §5], is not well defined.
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4 Canny–Emiris Matrices

4.1 Construction and Basic Properties

In [4,5] Canny and Emiris presented a class of matrices whose determinants are
nonzero multiples of the sparse eliminant. These matrices are associated with some
data including a family of affine functions on polytopes. Shortly afterward, this con-
struction was extended by Sturmfels to the convex piecewise affine case [33]. Here,
we recall it and study its basic properties.

We keep the notations of the previous sections. In particular,

• A = (A0, . . . ,An) is a family of n + 1 supports in the lattice M ,
• � = (�0, . . . ,�n) is the family of n + 1 polytopes of the vector space MR given
by the convex hull of these supports,

• u = (u0, . . . , un) is the family of n + 1 sets of variables indexed by the elements
of the supports,

• F = (F0, . . . , Fn) is the associated system of n + 1 general Laurent polynomials.

For i = 0, . . . , n let ρi : �i → R be a convex piecewise affine function on �i

defined on Ai , that is, a convex piecewise affine function of the form ρi = ϑνi with
νi ∈ R

Ai as in (2.8). Set ρ = (ρ0, . . . , ρn) and consider the Minkowski sum and the
inf-convolution, respectively, defined as

� =
n∑

i=0

�i and ρ =
n

�
i=0

ρi .

We assume that the mixed subdivision S(ρ) of� is tight (Definition 2.3). Choose also
a vector δ ∈ MR such that

(|S(ρ)n−1| + δ) ∩ M = ∅, (4.1)

where |S(ρ)n−1| denotes the (n − 1)-skeleton of S(ρ).
The index set is the finite set of lattice points

B = (�+ δ) ∩ M .

Each b ∈ B lies in a unique translated n-cell of S(ρ), that is, a polytope of the form
C +δ with C ∈ S(ρ)n . Let Ci , i = 0, . . . , n, be the components of this cell, as defined
in (2.7). Since S(ρ) is tight, there is at least one i such that dim(Ci ) = 0, in which
case Ci consists of a single lattice point in Ai because ρi is defined on this support.
Set then

i(b) ∈ {0, . . . , n} and a(b) ∈ Ai(b)

for the largest of those indexes and the unique lattice point in the corresponding
component, respectively.
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Definition 4.1 The row content function associated with A, ρ and δ is the function
rc : B →⋃n

i=0({i} × Ai ) defined by rc(b) = (i(b), a(b)) for b ∈ B.
Consider the subsets

Bi = {b ∈ B | i(b) = i}, i = 0, . . . , n, (4.2)

which form a partition of B. Set also K = C(u) and consider the finite-dimensional
linear subspaces of the group algebra K[M] defined as

Vi =
∑

b∈Bi

Kχb−a(b), i = 0, . . . , n, and V =
∑

b∈B
Kχb. (4.3)

Lemma 4.2 Let i ∈ {0, . . . , n} and b ∈ Bi . Then,

(1) for b′ ∈ Bi we have that b′ − a(b′) = b − a(b) if and only if b′ = b,
(2) b − a(b)+ Ai ⊂ B.

In particular dim(Vi ) = #Bi and for all G ∈ Vi we have that G Fi ∈ V .

Proof Let b, b′ ∈ Bi such that b − a(b) = b′ − a(b′), and denote by C and C ′
the n-cells of S(ρ) corresponding to these lattice points. With notation as in (2.6),
the complementary cells Cc

i and C ′c
i have both dimension n and the lattice point

b − a(b) = b′ − a(b′) lies both in ri(Cc
i ) + δ and in ri(C ′c

i ) + δ, the translates of
the relative interiors of these cells. This implies that Cc

i = C ′c
i , and so C = C ′ by

Proposition 2.2. We deduce that {a(b)} = Ci = C ′
i = {a(b′)} and so b = b′, proving

(1).
We also have that b − a(b) ∈ Cc

i + δ ⊂ �c
i + δ and so

b − a(b)+ Ai ⊂ (�c
i + δ +�i ) ∩ M = (�+ δ) ∩ M = B

as stated in (2). The last two claims follow directly from (1) and (2). ��
Consider the linearmap�A : K[M]n+1 → K[M]defined, forG = (G0, . . . ,Gn) ∈

K[M]n+1, by

�A(G) =
n∑

i=0

Gi Fi .

By Lemma 4.2(2), if G ∈⊕n
i=0 Vi then �A(G) ∈ V .

Fixing an order on B, the right decomposition in (4.3) gives a basis of V indexed
by this finite subset. This order induces an order on each Bi through the row content
function, and thanks to Lemma 4.2(1) the left decomposition in (4.3) gives a basis for
the linear subspace Vi indexed by Bi . The induced basis for the direct sum

⊕
i Vi is

then indexed by B.
For a subset C ⊂ B with the induced order, we denote by K

C×C the set of matrices
with entries in K and whose rows and columns are indexed by the elements of C.
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Definition 4.3 The Sylvester map associated with A, ρ and δ is the linear map
�A,ρ,δ :

⊕n
i=0 Vi → V given by the restriction of�A to these linear subspaces. The

Canny–Emiris matrix associated withA, ρ and δ, denoted byHA,ρ,δ ∈ K
B×B, is the

matrix of this linearmap in termsof rowvectors.We set HA,ρ,δ = det(HA,ρ,δ) ∈ Z[u]
for the corresponding Canny–Emiris determinant.

Since the vector δ is fixed throughout our constructions,we omit it from the notation,
and so this linear map, matrix and determinant will be, respectively, denoted by

�A,ρ, HA,ρ and HA,ρ .

Remark 4.4 For G ∈ ⊕
i Vi we have that [G] · HA,ρ = [�A,ρ(G)], where [G]

and [�A,ρ(G)] denote the row vectors of G and of �A,ρ(G) with respect to the
bases of

⊕
i Vi and of V given by the decomposition in (4.3). Hence, the row of the

Canny–Emiris matrix corresponding to an element b ∈ B codifies the coefficients
of the Laurent polynomial χb−a(b) Fi(b). Precisely, the entry corresponding to a pair
b, b′ ∈ B is

HA,ρ[b, b′] =
{

ui(b),b′−b+a(b) if b′ − b + a(b) ∈ Ai(b),

0 otherwise.

For a subset C ⊂ B, we, respectively, denote by

HA,ρ,C = (HA,ρ[b, b′])b,b′∈C ∈ K
C×C and HA,ρ,C = det(HA,C) ∈ Z[u]

the corresponding principal submatrix and minor of the Canny–Emiris matrix.

Definition 4.5 The nonmixed index subset, denoted by B◦, is the set of elements of B
lying in the translated n-cells of S(ρ) that are not i-mixed for any i (Definition 2.3).
We denote by

EA,ρ = HA,ρ,B◦ ∈ K
B◦×B◦

and EA,ρ = HA,ρ,B◦ ∈ Z[u]

the corresponding principal submatrix and minor of HA,ρ .

We next compute the homogeneities and corresponding degrees of the Canny–
Emiris determinants and, more generally, of its principal minors.

Proposition 4.6 For C ⊂ B, the principal minor HA,ρ,C is homogeneous in each set
of variables ui and with respect to the grading degM defined in (3.14). Moreover,

degui
(HA,ρ,C) = #(Bi ∩ C), i = 0, . . . , n, and degM (HA,ρ,C) =

∑

b∈C
a(b).

Proof Let i ∈ {0, . . . , n}. For b ∈ C, the entries in the corresponding row of HA,ρ,C
are homogeneous in ui of degree 1 if i(b) = i and of degree 0 otherwise. Expanding
HA,ρ,C along rows, we deduce that it is homogeneous in ui of degree #(Bi ∩ C).
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For the claims concerning degM , first extend this grading to C[u][M] by declaring
that degM (χ

a) = a for a ∈ M . Consider then the matrix H̃ ∈ C[u][M]C×C obtained
from HA,ρ,C multiplying by χb−a(b) the row corresponding to a lattice point b, for
each b ∈ C. By Remark 4.4, the entry corresponding to a pair b, b′ ∈ C is

H̃[b, b′] =
{
χb−a(b) ui(b),b′−b+a(b) if b′ − b + a(b) ∈ Ai(b),

0 otherwise.

Hence, for b′ ∈ C, the entries in the corresponding column of H̃ are homogeneous
with respect to degM of degree b′. Expanding the determinant H̃ = det(H̃) along
columns, we deduce that it is homogeneous with respect to degM of degree

∑

b′∈C
b′.

These claims then follow from the fact that HA,ρ,C = H̃ ·∏b∈C χ−b+a(b). ��
Remark 4.7 The argument for the homogeneity with respect to degM of the principal
minors of a Canny–Emiris matrix is an extension of that ofMacaulay for the isobarism
of the homogeneous resultant in [28, page 11].

4.2 Restriction of Data and Initial Parts

In this section, we study the interplay between the Canny–Emiris matrix associated
with the data A, ρ and δ, and the mixed subdivisions of � that are coarser than the
tight mixed subdivision S(ρ). We first introduce the notion of restriction of data to
an n-cell of a mixed subdivision and study the compatibility of the Canny–Emiris
construction with this operation.

Let φi : �i → R, i = 0, . . . , n, be another family of convex piecewise affine
functions, set φ = �n

i=0 φi for their inf-convolution, and let S(φ) be the associated
mixed subdivision of �.

Let D be an n-cell of S(φ). Similarly as in Definition 3.11, we define the restriction
of A and of ρ to D as

AD = (A0 ∩ D0, . . . ,An ∩ Dn) and ρD = (ρ0|D0 , . . . , ρn|Dn ).

We suppose that S(φ) 	 S(ρ) for the rest of this section. We are not assuming that
S(φ) is tight and in the sequel, the considered row content function is the one induced
by the family ρ.

Proposition 4.8 Let D be an n-cell of S(φ). Then,

(1) ρi |Di is a convex piecewise affine function on Di defined on Ai ∩ Di for each i ,
(2) �n

i=0 ρi |Di = ρ|D,
(3) the mixed subdivision S

(�n
i=0 ρi |Di

)
of D is tight,

(4) the vector δ ∈ MR is generic with respect to S
(�n

i=0 ρi |Di

)
in the sense of (4.1).
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Proof Clearly, the restriction ρi |Di is a convex piecewise affine function on Di . Since
S(φ) 	 S(ρ) we have that Di is a union of n-cells of S(ρi ). Hence, ρi |Di is defined
on the set of vertices of these n-cells and so on Ai ∩ Di , which proves (1).

For (2), note that for x ∈ D we have that (�i ρi |Di )(x) (respectively, ρ|D(x)) is
defined as the infimum of the sum

n∑

i=0

ρi (xi ) (4.4)

with xi ∈ Di (respectively, xi ∈ �i ) for all i such that
∑n

i=0 xi = x . Let C ∈ S(ρ)
such that x ∈ C and C ⊂ D. By Proposition 2.1(3), the infimum of the sum in (4.4)
with xi ∈ �i , i = 0, . . . , n, such that

∑n
i=0 xi = x is attained when xi ∈ Ci for all i .

Since S(φ) 	 S(ρ), we have that Ci ⊂ Di and so xi ∈ Di for all i . This implies that
(�i ρi |Di )(x) = ρ|D(x) and so �n

i=0 ρi |Di = ρ|D , as stated.
The statements in (3) and (4) follow directly from that in (2). ��

By Proposition 4.8, for D ∈ S(φ)n the data (AD, ρD, δ) satisfies the hypothesis
in Definition 4.3, and so we can consider its corresponding Sylvester map, Canny–
Emiris matrix, and determinant. To set up the notation, for i = 0, . . . , n consider
the set of variables uD,i = {ui,a}a∈Ai ∩Di and the general Laurent polynomial with
support Ai ∩ Di defined as

FD,i =
∑

a∈Ai ∩Di

ui,a χ
a ∈ C[uD,i ][M].

Let uD = (uD,0, . . . , uD,n) and KD = C(uD). Set then

BD = B ∩ (D + δ) and BD,i = Bi ∩ (D + δ), i = 0, . . . , n, (4.5)

and consider the linear subspaces of KD[M] defined as

VD,i =
∑

b∈BD,i

KD χb−a(b), i = 0, . . . , n, and VD =
∑

b∈BD

KD χb. (4.6)

Then, the corresponding Sylvester map �AD,ρD
: ⊕n

i=0 VD,i → VD is defined by

�AD,ρD
(G) =

n∑

i=0

Gi FD,i ,

the Canny–Emiris matrix HAD,ρD
∈ K

BD×BD
D is the matrix of this linear map with

respect to the bases of
⊕

i VD,i and of VD given by the decomposition in (4.6), and
HAD ,ρD

∈ Z[uD] is its determinant.
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For C ⊂ B let CD = C∩ (D +δ). This is a subset of BD , and so we can consider the
corresponding principal submatrix and minor of HAD,ρD

, respectively, denoted by

HAD ,ρD,CD ∈ K
CD×CD
D and HAD,ρD ,CD ∈ Z[uD].

The next result shows that the Canny–Emiris matrix of (AD, ρD, δ) coincides with
a principal submatrix of the evaluation of the Canny–Emirismatrix of (A, ρ, δ) setting
to zero the coefficients which are not inAD .

Proposition 4.9 The matrix HAD ,ρD,CD is the evaluation of the principal submatrix
HA,ρ,CD by setting ui,a = 0 for i = 0, . . . , n and a ∈ Ai\Di .

Proof By Proposition 4.8, the row content function associated with the restricted data
(AD, ρD, δ) coincides with that of (A, ρ, δ) restricted to the index set BD .

For each i , the general Laurent polynomial FD,i is the evaluation of Fi setting
ui,a = 0 for a ∈ Ai\Di . Hence, the Sylvester map�AD,ρD

is the restriction of�A,ρ

to the linear subspace
⊕n

i=0 VD,i composed with the evaluation that sets ui,a = 0 for
all i and a ∈ Ai\Di .

This implies the statement when C = B. The case of an arbitrary subset C ⊂ B
follows from this one by considering the corresponding principal submatrices. ��

Next we turn to the study of the orders and initial parts of the Canny–Emiris deter-
minant and, more generally, of its principal minors.

Theorem 4.10 Set ω = (φi (a))i,a ∈ R
A and let C ⊂ B. Then,

ordω(HA,ρ,C) =
∑

b∈C
φi(b)(a(b)) and initω(HA,ρ,C) =

∏

D∈S(φ)n
HAD,ρD ,CD .

Before proving the theorem, we will establish some necessary results. The next
lemma is a wide generalization of [5, Lemma 4.5] and it plays a key role in the proof
of Theorem 4.10.

Lemma 4.11 Let b, b′ ∈ B such that b′ ∈ b−a(b)+Ai(b) and set a′ = b′−b+a(b) ∈
Ai(b). Then,

φ(b′ − δ) ≤ φ(b − δ)− φi(b)(a(b))+ φi(b)(a
′) (4.7)

and the equality holds if and only if there is D ∈ S(φ)n with b, b′ ∈ D + δ and
a′ ∈ Di(b).

Proof With notation as in (2.6), we have that b − δ − a(b) ∈ �c
i(b) and a′ ∈ �i(b).

Since φ = φc
i(b) � φi(b), this implies that

φ(b′ − δ) ≤ φc
i(b)(b − δ − a(b))+ φi(b)(a

′). (4.8)

Let C ∈ S(ρ)n such that b ∈ C + δ and D ∈ S(φ)n with C ⊂ D. Then,
b−a(b)−δ ∈ Cc

i(b) and a(b) ∈ Ci(b). Since S(ρ) � S(φ), we have that Cc
i(b) ⊂ Dc

i(b)
and Ci(b) ⊂ Di(b) and so

b − δ ∈ D, b − δ − a(b) ∈ Dc
i(b) and a(b) ∈ Di(b). (4.9)
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Proposition 2.1(3) then implies that φ(b − δ) = φc
i(b)(b − δ − a(b)) + φi(b)(a(b)).

The inequality in (4.7) follows from this together with (4.8).
Now if b′ ∈ D + δ and a′ ∈ Di(b) then Proposition 2.1(3) together with (4.9)

implies that the inequality in (4.8) is an equality, and so is (4.7).
Conversely suppose that (4.7) is an equality or equivalently, that this is the case for

(4.8). Let D′ ∈ S(φ)n such that b′ ∈ D′ + δ. Applying again Proposition 2.1(3),

b − δ − a(b) ∈ D′c
i(b) and a′ ∈ D′

i(b).

Since S(ρ) is tight we have that dim(Cc
i(b)) = n − dim(Ci(b)) = n, and since b − δ ∈

ri(C) we also have that b − δ − a(b) ∈ ri(Cc
i(b)). Hence, ri(C

c
i(b)) ⊂ ri(D′c

i(b)) and
so b − δ − a(b) ∈ ri(D′c

i(b)). Using (4.9) we deduce that the n-cells D′c
i(b) and Dc

i(b)
coincide. Proposition 2.2 then implies that D′ = D, completing the proof. ��
Corollary 4.12 Let b, b′ ∈ B such that b′ ∈ b−a(b)+Ai(b) and set a′ = b′−b+a(b) ∈
Ai(b). Then,

ρ(b′ − δ) ≤ ρ(b − δ)− ρi(b)(a(b))+ ρi(b)(a
′)

and the equality holds if and only if b′ = b.

The next result generalizes [5, Theorem 6.4] which is stated for the case when
the ρi ’s are affine, the fundamental subfamily of supports coincides with A and the
lattice LA coincides with M . The proof follows mutatis mutandis the scheme in [33,
Theorem 3.1] and [5, Theorem 6.4].

Proposition 4.13 Let ω = (ω0, . . . ,ωn) ∈ R
A such thatϑωi = ρi for all i and C ⊂ B.

Then,

ordω(HA,ρ,C) =
∑

b∈C
ωi(b),a(b) and initω(HA,ρ,C) =

∏

b∈C
ui(b),a(b).

In particular HA,ρ,C �= 0.

Proof Set Hω
A,ρ,C = HA,ρ,C((tωi,a ui,a)i∈{0,...,n},a∈Ai ) ∈ K(t)C×C and let H̃ be the

matrix obtained from it multiplying by tρ(b−δ)−ρi(b)(a(b)) the row corresponding to a
lattice point b, for each b ∈ C. The entry corresponding to a pair b, b′ ∈ C is

H̃[b, b′] =
{

tρ(b−δ)−ρi(b)(a(b))+ωi(b),a′ ui(b),a′ if a′ ∈ Ai ,

0 otherwise,

with a′ = b′ − b + a(b). For b′ ∈ C we have that ρi(b)(a′) ≤ ωi(b),a′ by the definition
of this piecewise affine function. Moreover, let C ∈ S(ρ)n such that b ∈ C + δ. Then,
Ci(b) = {a(b)}, and since ρi(b) = ϑωi(b) this implies that ρi(b)(a(b)) = ωi(b),a(b). By
Corollary 4.12

ρ(b′ − δ) ≤ ρ(b − δ)− ρi(b)(a(b))+ ωi(b),a′
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and the equality holds if and only if b′ = b. Hence, for b′ ∈ B the entry in the
corresponding column of H̃ for b ∈ C is of order at least ρ(b′ − δ), and this value is
only attained when b = b′. We have that H̃[b, b] = ui(b),a(b) tρ(b−δ) and so

Hω
A,ρ,C = det(Hω

A,ρ,C) = det
(H̃) ·

∏

b∈C
t−ρ(b−δ)+ρi(b)(a(b))

=
(∏

b∈C
ui(b),a(b) + o(1)

)
t
∑

b∈C ωi(b),a(b) ,

proving the statement. ��
Proof of Theorem 4.10 This result can be proven similarly as it was done for Proposi-
tion 4.13, by considering thematrixHω

A,ρ,C = HA,ρ,C((tωi,a ui,a)i,a) ∈ K(t)C×C and
the modified matrix H̃ obtained multiplying by tφ(b−δ)−φi(b)(a(b)) the row of Hω

A,ρ,C
corresponding to a lattice point b, for each b ∈ C.

Let D ∈ S(φ)n . By Lemma 4.11, the lowest order in t in the column of H̃ corre-
sponding to a lattice point b′ ∈ C∩(D +δ) is φ(b′ −δ), and it is attained exactly when
b ∈ D + δ and a′ = b′ − b + a(b) ∈ Di(b). Hence, the matrix extracted fromHA,ρ,C
by keeping only these entries of minimal order in each column is block diagonal, with
blocks corresponding to the n-cells of S(φ). Moreover, the block corresponding to an
n-cell D coincides with HAD,ρD,CD . Hence,

Hω
A,ρ,C = det(H̃) ·

∏

b∈C
t−φ(b−δ)+φi(b)(a(b)) =

( ∏

D∈S(φ)n
HAD ,ρD ,CD + o(1)

)
t
∑

b∈C φi(b)(a(b)).

By Proposition 4.13, all the HAD,ρD,CD ’s are nonzero, which completes the proof. ��

4.3 Divisibility Properties

An important feature of Canny–Emiris determinants is that they provide nonzero
multiples of the sparse eliminant. The next proposition generalizes [5, Theorem 6.2]
and [33, Theorem 3.1], which are stated for the case when the fundamental subfamily
of supports coincides withA.

Proposition 4.14 ElimA | HA,ρ in Z[u].
To prove it, we need the following lemma giving a formula for the right multi-

plication of a Canny–Emiris matrix by column vectors of a certain type. For a point
p ∈ TM consider the vectors

ζp ∈ C
B and ηp,i ∈ C

B, i = 0, . . . , n, (4.10)

respectively, defined for b ∈ B by ζp,b = χb(p), and by ηp,i,b = χb−a(b)(p) if b ∈ Bi

and by ηp,i,b = 0 otherwise, for the subset Bi defined in (4.2).

Lemma 4.15 For p ∈ TM we have that HA,ρ · ζTp =∑n
i=0 Fi (p) ηTp,i .
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Proof In terms of the dual basis of V , right multiplication of a row vector by ζTp
corresponds to the linear functional evalp : V → R defined by G �→ G(p). In terms
of the dual basis of

⊕
j V j , right multiplication by ηTp,i corresponds to the linear

functional evalp,i : ⊕ j V j → R defined by (G0, . . . ,Gn) �→ Gi (p). With these
identifications, for G ∈⊕ j V j we have that

[G] · HA,ρ · ζTp = evalp(�A,ρ(G)) =
n∑

i=0

Gi (p) Fi (p)

=
n∑

i=0

evalp,i (G) Fi (p) = [G] ·
( n∑

i=0

Fi (p) ηTp,i

)
.

The lemma follows from the fact that this equality is valid for every G. ��
Proof of Proposition 4.14 If ElimA = ±1 then the statement is trivial. Else, by Defini-
tion 3.1 we have that ElimA ∈ Z[u] is irreducible and the points u = (u0, . . . , un) ∈
C
A such that there exists p ∈ TM (C) with F0(u0, p) = · · · = Fn(un, p) = 0 form

a dense subset of the hypersurface Z(ElimA) ⊂ ∏
i P(CAi ). By Lemma 4.15, for

all these points we have that HA,ρ(u) · ζTp = 0 and so ker(HA,ρ(u)) �= 0. Hence,
HA,ρ(u) = 0, which implies that ElimA | HA,ρ in Z[u], as stated. ��

The next result strengthens Proposition 4.14 by showing that the Canny–Emiris
determinant is a multiple of the sparse resultant and not just of the sparse eliminant,
under a restrictive hypothesis which nevertheless is sufficiently general for our pur-
poses.

Proposition 4.16 Let i ∈ {0, . . . , n} such that Bi is contained in the union of the
translated i-mixed n-cells of S(ρ). Then,

HA,ρ

ResA
∈ Q(u0, . . . , ui−1, ui+1, . . . , un).

Moreover, if Bi �= ∅ then HA,ρ/ResA ∈ Z[u0, . . . , ui−1, ui+1, . . . , un].
To prove it we need some further lemmas. Set for short

mi = MVM (�0, . . . ,�i−1,�i+1, . . . , �n), i = 0, . . . , n. (4.11)

Lemma 4.17 For each i , the function Bi → M defined by b �→ b − a(b) gives a
bijection between

(1) the set of lattice points of Bi lying in translated i-mixed n-cells of S(ρ),
(2) the set of lattice points of �c

i + δ lying in translated mixed n-cells of S(ρci ).

The cardinality of both sets is equal to mi .

Proof Denote by Ci and C′
i the finite subsets of M defined in (1) and in (2), respectively.

For b ∈ Ci let C be an i-mixed n-cell of S(ρ) with b ∈ C + δ. Then, Cc
i is a mixed
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n-cell of S(ρci ) and b − a(b) ∈ Cc
i + δ ⊂ �c

i + δ, and so b − a(b) ∈ C′
i . Hence, the

assignment b �→ b − a(b) defines a function Ci → C′
i which, by Lemma 4.2(1), is

injective.
Now for c ∈ C′

i let B be a mixed n-cell of S(ρci ) with c ∈ B + δ. With notation as
in (2.3), let v ∈ NR be the unique vector such that B = �(ρci , v) and set

C = �(ρ, v) ∈ S(ρ)n .

By Proposition 2.1(1), C is an i-mixed n-cell of S(ρ) and Cc
i = B and moreover, Ci

consists of a single lattice point a ∈ Ai . Setting b = c + a ∈ C + δ, we have that
b − a(b) = b − a = c and so Ci → C′

i is surjective, proving the first claim.
For the second, note that each mixed n-cell B of S(ρci ) is a lattice parallelepiped,

and so the genericity condition in (4.1) implies that #(B +δ)∩ M = volM (B). Hence,
the cardinality of C′

i is equal to the sum of the volumes of these n-cells which, by the
formula in (2.16), coincides with mi . ��

We also need the next reformulation of a result by Pedersen and Sturmfels [30] and
by Emiris and Rege [14] on monomial basis of finite-dimensional algebras.

Lemma 4.18 For i = 0, . . . , n let Ci be the set of lattice points inBi lying in translated
i-mixed n-cells of S(ρ). Then, there is a proper algebraic subset Yi ⊂∏ j �=i C

A j such

that for (u j ) j �=i ∈∏ j �=i C
A j \Yi , the zero set

Zi = Z({Fj (u j , ·)} j �=i ) ⊂ TM

has cardinality mi and the matrix (χb−a(b)(p))b∈Ci ,p∈Zi ∈ C
mi ×mi is nonsingular.

Proof Suppose without loss of generality that i = 0. By Bernstein’s theorem [2]
and the Bertini-type theorem in [23, Part I, Theorem 6.3(3)], there is a proper alge-
braic subset Y0 ⊂ ∏n

j=1 C
A j such that for (u1, . . . , un) ∈ ∏n

j=1 C
A j \Y0, if we set

f j = Fj (u j , ·) ∈ C[M], j = 0, . . . , n, and Z0 = Z( f1, . . . , fn), then the ideal
( f1, . . . , fn) ⊂ C[M] is radical and Z0 has cardinality m0.

By Lemma 4.17, the set {b − a(b)}b∈C0 coincides with the set of lattice points in
�c

0 + δ = (
∑n

j=1� j ) + δ lying in translated mixed n-cells of S(ρc0). After possibly

enlarging Y0, by [30, Theorem 1.1] or [14, Theorem 4.1] the monomials χb−a(b),
b ∈ C0, form a basis of the quotient algebra C[M]/( f1, . . . , fn).

Since the ideal ( f1, . . . , fn) is radical, themapC[M]/( f1, . . . , fn) → C
Z0 defined

by g �→ (g(p))p∈Z0 is an isomorphism. Hence, the vectors (χb−a(b)(p))p∈Z0 ∈ C
Z0 ,

b ∈ C0, are linearly independent, proving the lemma. ��
Proof of Proposition 4.16 By its definition in (4.2), the set Bi contains the set of lattice
points in the translated i-mixed n-cells of S(ρ). Thus, the hypothesis in the present
statement amounts to the fact that Bi is equal to this set of lattice points. Lemma 4.17,
Proposition 4.6 and the degree formula in (3.2) then imply that

degui
(HA,ρ) = degui

(ResA) = mi .
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When mi = 0 the statement is clear. Hence, we suppose that mi > 0. Consider
then the 2 × 2-block decomposition

HA,ρ =
(H1,1 H1,2
H2,1 H2,2

)

where the first rows and the first columns correspond to Bi and the others to B j for
j �= i . By Proposition 4.13, the matrix H2,2 is nonsingular and so

(
1 −H1,2 · H−1

2,2
0 1

)
· HA,ρ =

( H′ 0
H2,1 H2,2

)
(4.12)

withH′ = H1,1 − H1,2 · H−1
2,2 · H2,1.

With notation as in Lemma 4.18, choose (u j ) j �=i ∈ ∏ j �=i C
A j \Yi . For ui ∈ C

Ai

set u = (u0, . . . , un) ∈ C
A. Set also f j = Fj (u j , ·) ∈ C[M] for each j and denote

by Zi ⊂ TM the zero set of the Laurent polynomials f j , j �= i . With notation as
in (4.10), for each p ∈ Zi we have that

HA,ρ(u) · ζTp = fi (p) ηTp,i (4.13)

thanks to Lemma 4.15. Consider the matrices in C
Bi ×Zi � C

mi ×mi defined as

P = (χb(p))b∈Bi ,p∈Zi and Q = (χb−a(b)(p))b∈Bi ,p∈Zi .

From (4.12) and (4.13), we deduce thatH′(u) · P = diag(( fi (p))p∈Zi ) · Q and so

HA,ρ(u) · det(P) = det(H2,2(u)) · det(H′(u)) · det(P)
= det(H2,2(u)) · det(Q) ·

∏

p∈Zi

fi (p).

By Lemma 4.18, the matrix Q is nonsingular and so HA,ρ(u) = 0 only if there is
p ∈ Zi such that fi (p) = 0. Hence, both HA,ρ and ResA are polynomials of degree
mi > 0 in the set of variables ui that, for a generic choice of (u j ) j �=i ∈ ∏ j �=i C

A j

vanish for ui ∈ C
Ai if and only if this also holds for the irreducible polynomial ElimA

(recall that ResA is a power of ElimA). Thus,

HA,ρ = γ · ResA
with γ ∈ Q(u0, . . . , ui−1, ui+1, . . . , un)

×, proving the first claim. The second is a
direct consequence of the first together with Gauss’ lemma, since ResA is a primitive
polynomial in Z[u0, . . . , ui−1, ui+1, . . . , un][ui ]. ��
Corollary 4.19 We have that HA,ρ/ResA ∈ Q(u1, . . . , un). Moreover, if m0 > 0 then
HA,ρ/ResA ∈ Z[u1, . . . , un].
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Proof For b ∈ B0 let C be the n-cell of S(ρ) such that b ∈ C + δ. Then, dim(Ci ) > 0
for all i > 0 and so C is 0-mixed. Moreover, if m0 > 0 then B0 �= ∅ thanks to
Lemma 4.17. The corollary follows then from Proposition 4.16. ��
Remark 4.20 We conjecture that ResA | HA,ρ in the general case. If this is true, then
the hypothesis Bi �= ∅ in Proposition 4.16 and that m0 > 0 in Corollary 4.19 would
not be necessary.

The next corollary allows to compute the sparse resultant as the greatest common
divisor of a family of Canny–Emiris determinants, when the fundamental subfamily
of supports coincides with A. It generalizes the method proposed in [5, §7] to the
situation when the sublattice LA is not necessarily equal to M .

Corollary 4.21 Suppose that the fundamental subfamily of supports coincides with A
and choose a permutationσi of the index set {0, . . . , n} withσi (0) = i for each i . Then,

ResA(u) = ± gcd(Hσ0(A),σ0(ρ)(σ0(u)), . . . , Hσn(A),σn(ρ)(σn(u))).

Proof Corollary 4.19 applied to the data (σi (A), σi (ρ), δ) implies that Resσi (A)

divides Hσi (A),σi (ρ) and that both polynomials have the same degree in the set of
variables u0. By the invariance of the sparse resultant under permutations of the sup-
ports we deduce that ResA(u) divides Hσi (A),σi (ρ)(σi (u)) and that both polynomials
have the same degree in the set of variables ui for each i , which implies the statement.

��

4.4 TheMacaulay Formula for the Sparse Resultant

In this section, we give the proof of our main result, Theorem 1.3 in the introduction.
It is based on the constructions and results from the previous sections, and we keep
the notations therein. In particular,

• ρ = (ρ0, . . . , ρn) is a family of n + 1 convex piecewise affine functions on the
polytopes in � = (�0, . . . ,�n) defined on the supports in A = (A0, . . . ,An)

such that the mixed subdivision S(ρ) defined by its inf-convolution is tight (Defi-
nition 2.3),

• δ is a vector in MR that is generic with respect to S(ρ) in the sense of (4.1),
• B is the index set and Bi , i = 0, . . . , n, the subsets partitioning it, and B◦ is the
nonmixed index subset of B,

• �A,ρ , HA,ρ and HA,ρ are the Sylvester map and the Canny–Emiris matrix and
determinant associated with the data (A, ρ, δ),

• EA,ρ and EA,ρ are the principal submatrix and minor corresponding to B◦,
• (AD, ρD) is the restriction of (A, ρ) to an n-cell D of a mixed subdivision that
is coarser than S(ρ).

To prove Theorem 1.3, we use a descent argument similar to that of Macaulay in
[27] and the first author in [7]. The following notion comprises the properties of a
tight mixed subdivision that allow us to perform this descent.
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Definition 4.22 The tight mixed subdivision S(ρ) is admissible if there is an incre-
mental chain of mixed subdivisions of � (Definition 2.4)

S(θ0) 	 · · · 	 S(θn) (4.14)

with S(θn) 	 S(ρ) such that for k = 0, . . . , n, each n-cell D of S(θk) verifies at least
one of the conditions:

(1) the fundamental subfamily of AD has at most one support,
(2) the subset BD,k of Bk defined in (4.5) is contained in the union of the translated

k-mixed n-cells of S(ρD).

The incremental chain of mixed subdivisions in (4.14) is called admissible (for S(ρ)).

The next result gives sufficient conditions for a given incremental chain to be
admissible that will allow us to recover Macaulay’s original formulation with our
methods (Proposition 5.8).

Proposition 4.23 Let S(θ0) 	 · · · 	 S(θn) be an incremental chain of mixed subdivi-
sions of � such that for k = 0, . . . , n, each n-cell D of S(θk) verifies at least one of
the conditions:

(1) there is J ⊂ {0, . . . , n} such that dim(
∑

j∈J D j ) < #J − 1,
(2) there is i ∈ {0, . . . , n} such that dim(Di ) = 0,
(3) for all i < k we have that dim(

∑
j �=i,k D j ) < n.

Then, this incremental chain is admissible for any tight mixed subdivision of � that
refines S(θn).

Proof Let k = 0, . . . , n and D ∈ S(θk)
n . If this n-cell satisfies the condition (1), then

for i = 0, . . . , n we have that

dim
( ∑

j∈J\{i}
D j

)
≤ dim

(∑

j∈J

D j

)
< #J − 1 ≤ #(J\{i}).

By the basic properties of the mixed volume, MVM (D0, . . . , Di−1, Di+1, . . . , Dn) =
0. Hence, ResAD = ±1 thanks to the degree formula in (3.2) and so the funda-
mental subfamily of AD is empty. Thus, in this case D satisfies the condition (1) in
Definition 4.22.

If D satisfies the condition (2), then alsoMVM (D0, . . . , D j−1, D j+1, . . . , Dn) = 0
for all j �= i and so the fundamental subfamily ofAD is either empty or consists of the
single support Ai . In both cases, D also satisfies the condition (1) in Definition 4.22.

Finally suppose that D satisfies the condition (3). For b ∈ BD,k let C be the n-cell
of S(ρD) such that b ∈ C + δ. We have that dim(Ck) = 0 and that C j ⊂ D j for all
j , and so for each i < k we have that

dim(Ci ) = n −
∑

j �=i,k

dim(C j ) = n − dim
( ∑

j �=i,k

C j

)
≥ n − dim

( ∑

j �=i,k

D j

)
> 0.

123



Foundations of Computational Mathematics (2023) 23:741–801 783

Since b ∈ BD,k we also have that dim(Ci ) > 0 for all i > k and so C is k-mixed.
Hence, in this case D satisfies the condition (2) inDefinition 4.22.We conclude that the
incremental chain is admissible for any tight mixed subdivision of � refining S(θn).

��
As a consequence of this result, we deduce that tight incremental chains of mixed

subdivisions are admissible.

Proposition 4.24 An incremental chain S(θ0) 	 · · · 	 S(θn) of mixed subdivisions of
�with S(θn) 	 S(ρ) that is tight in the sense of Definition 2.4, satisfies the conditions
in Proposition 4.23. In particular, it is admissible.

Proof Since the incremental chain is tight, for k = 0, . . . , n and D ∈ S(θk)
n we have

that
k−1∑

j=0

dim(D j )+ dim
( n∑

j=k

D j

)
= n. (4.15)

If there is i < k such that Di is a point, then D satisfies the condition (2) in Proposi-
tion 4.23. Else dim(Di ) > 0 for all i < k and so the equality in (4.15) implies that

dim
(∑

j �=i

D j

)
≤
∑

i �= j<k

dim(D j )+ dim
( n∑

j=k

D j

)
= n − dim(Di ) < n,

and so D satisfies the condition (3) in Proposition 4.23. This gives the first claim,
whereas the second is an application of that proposition. ��
Corollary 4.25 The incremental chains of mixed subdivisions S(θ0) 	 · · · 	 S(θn) of
� obtained by setting s = n in Example 2.12, are admissible for S(θn).

The next result gives the basic particular cases of Theorem 1.3 that can be treated
directly. Recall that mi = MVM (�0, . . . ,�i−1,�i+1, . . . ,�n) for each i , as in
(4.11).

Proposition 4.26 Let AJ be the fundamental subfamily of A. Then,

(1) when AJ = ∅ we have that ResA = ±1 and HA,ρ = EA,ρ ,
(2) when AJ consists of a single support Ai , we have that ResA = ±umi

i,a and

HA,ρ = umi
i,a EA,ρ for the unique lattice point a ∈ M such that Ai = {a}.

Proof The first claim in (1) is a direct consequence of the hypothesis that J = ∅. The
same hypothesis together with the degree formula in (3.2) implies that m j = 0 for all
j . Lemma 4.17 then implies that B◦ = B, which gives the second claim.
For (2), first note that, by the rank condition in Proposition 3.6, if #J = 1 for the

fundamental subfamily AJ , its unique element Ai is a singleton. Then, in this case,
ui = {ui,a} and m j = 0 for all j �= i . The first claim follows then from the fact that
ResA is a primitive homogeneous polynomial inZ[ui,a] of degree mi . The hypothesis
that Ai = {a} also implies that S(ρ) has no n-cells that are j-mixed for j �= i . By
Lemma 4.17, the subset Ci ⊂ Bi of lattice points lying in the translated n-cells that
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are i-mixed has cardinality mi . For each b ∈ Ci we have that rc(b) = (i, a) and so,
for b′ ∈ B,

HA,ρ[b, b′] =
{

ui,a if b′ = b,

0 otherwise.

Since B◦ = B\Ci and EA,ρ is the principal submatrix of HA,ρ corresponding to this
subset, we deduce the second claim. ��

Now we are ready for the proof of the main result of this paper, corresponding to
Theorem 1.3 in the introduction.

Theorem 4.27 Suppose that S(ρ) is admissible and let S(θ0) 	 · · · 	 S(θn) with
S(θn) 	 S(ρ) be an admissible incremental chain for it. Then,

ResA = ± HA,ρ

EA,ρ

and EA,ρ =
∏

D

EAD,ρD
,

the product in the second formula being over the n-cells D of S(θ1).

Proof Let S(θ0) 	 · · · 	 S(θn) with S(θn) 	 S(ρ) be an admissible incremental
chain, and for k = 0, . . . , n let θk, j : � j → R, j = 0, . . . , n, be the family of convex
piecewise affine functions corresponding to θk . Set also θn+1 = ρ.

We prove by reverse induction on k that for every n-cell D of S(θk) we have that

HAD,ρD

ResAD

= ±EAD,ρD
. (4.16)

The first statement in the theorem corresponds to the case when k = 0 and D = �.
For k = n + 1 we note that S(θn+1) = S(ρ) is tight. Hence, for D ∈ S(θn+1) we

have that
∑n

i=0 dim(Di ) = n and so dim(Di ) = 0 for at least one i . This implies that
the fundamental subfamily of AD is either empty or consists of the single support
Ai ∩ Di . Hence, AD verifies the hypothesis of Proposition 4.26, and so the equality
in (4.16) follows from this result.

Hence, suppose that 0 ≤ k ≤ n and let D ∈ S(θk). In case D satisfies the
condition (1) in Definition 4.22, the equality in (4.16) follows similarly from Proposi-
tion 4.26. If this does not happen, then D satisfies the condition (2) in this definition,
and so the subset BD,k is contained in the union of the translated k-mixed n-cells of
S(ρD).

By Proposition 3.8, for all i < k and every n-cell C of S(θi ) containing D, the
index set of the fundamental subfamily ofAC contains that ofAD , and so this n-cell
cannot satisfy the condition (1) in Definition 4.22. Hence, it satisfies the condition (2)
in this definition and so BC,i is contained in the union of the translated i-mixed cells
of S(ρC ). From here, we deduce that BD,i is contained in the union of the translated
i-mixed cells of S(ρD) and as mentioned, the same happens for i = k. Together with
Proposition 4.16, this implies that

EAD,ρD
∈ Z[uk+1, . . . , un] and

HAD,ρD

ResAD

∈ Q(uk+1, . . . , un).
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Consider the vector ω ∈ R
A defined by ω j,a = θk+1, j (a) for j = 0, . . . , n and

a ∈ A j . Since the chain is incremental, we have that ω j,a = 0 for j ≥ k + 1 and
a ∈ A j and so

EAD ,ρD
= initω(EAD,ρD

) and
HAD,ρD

ResAD

= initω
(HAD ,ρD

ResAD

)
= initω(HAD,ρD

)

initω(ResAD )
.

Applying Theorem 3.12 and Theorem 4.10 for the subsets BD and B◦
D , we deduce that

initω(EAD ,ρD
) =

∏

D′
EAD′ ,ρD′ and

initω(HAD,ρD
)

initω(ResAD )
=
∏

D′

HAD′ ,ρD′
ResAD′

, (4.17)

both products being over the n-cells D′ of S(�ω) = S(θk+1) that are contained in D.
The equality in (4.16) then follows from the inductive hypothesis.

The second statement follows from the first equality in (4.17) applied to the case
k = 0 and D = �. ��

Theorem 4.27 generalizes the Canny–Emiris conjecture since, by Proposition 3.7,
the sparse eliminant coincides with the sparse resultant of the fundamental subfamily
of supports with respect to the minimal lattice containing it.

Remark 4.28 We can extend the Canny–Emiris construction to a larger class of matri-
ces, following an idea of the first author in [7]. The study of its properties can be done
similarly as for the original formulation, and so we only indicate the modifications.

Let ψ : � → R be a convex piecewise affine function on a polytope such that the
mixed subdivision S(ρ � ψ) on � + � is tight and its (n − 1)-th skeleton does not
contain any lattice point. The case treated in this paper corresponds to the situation
when � = {δ} and ψ takes any value at this point.

The index set is defined as B = (� + �) ∩ M . For each b ∈ B, there is a unique
n-cell C of S(ρ � ψ) containing it, and we denote by Ci ∈ S(ρi ), i = 0, . . . , n, and
B ∈ S(ψ) its components. The tightness condition implies that there is always an i
such that dim(Ci ) = 0, in which case Ci consists of a single lattice point of Ai . We
then set

i(b) ∈ {0, . . . , n} and a(b) ∈ Ai(b)

for the largest of these i’s and the unique lattice point in the corresponding component,
respectively. For b ∈ B we have that b − a(b) + Ai(b) ⊂ B and so we can define
a Sylvester map �A,ρ,ψ and the corresponding Canny–Emiris matrix HA,ρ,ψ and
determinant HA,ρ,ψ in the same way as it was done before.

For i ∈ {0, . . . , n}, we say that an n-cell C of S(ρ �ψ) is i-mixed if dim(C j ) = 1
for all j �= i . The nonmixed index subset B◦ is the subset of B of lattice points lying
in the n-cells that are not i-mixed for any i , and we denote by EA,ρ,ψ and EA,ρ,ψ the
corresponding principal submatrix and minor of the Canny–Emiris matrix.
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Theorem 4.27 can then be extended to the statement that

ResA = ± HA,ρ,ψ

EA,ρ,ψ

whenever the mixed subdivision S(ρ) is admissible in the sense of Definition 4.22,
together with a factorization for EA,ρ,ψ in terms of the n-cells of the second mixed
subdivision in an admissible chain for S(ρ).

Remark 4.29 The extraneous factor EA,ρ does not depend on the choice of the admis-
sible chain S(θ0) 	 · · · 	 S(θn) but its factorization in Theorem 4.27 in principle
depends on the second mixed subdivision S(θ1). One can go further and refine this
factorization using the subsequent mixed subdivisions in this chain. It would be inter-
esting to exhibit concrete cases where different admissible chains produce different
factorizations for this extraneous factor.

In addition, our factorization of EA,ρ consists of a product of extraneous factors
of smaller systems in the same dimension, whereas the factorizations presented by
Macaulay in [27, page 14] and by the first author in [7, (47)] consist of Canny–Emiris
determinants and extraneous factors of systems in lower dimensions. It would be
interesting to compare these approaches and put them into a more general framework.

5 Homogeneous Resultants

The goal of this section is to show that Macaulay’s classical formula for the homoge-
neous resultant can be recovered as a particular case of our construction. Macaulay’s
row content function is given in terms of the exponents of the monomials indexing
the matrix, and we will exhibit a family of affine functions on multiples of the stan-
dard simplexwhose associatedmixed subdivision reflects this idea. Unfortunately, this
mixed subdivision is not tight in dimension ≥ 3 (Remark 5.6) but we show that any
tight refinement of it will do the work (Proposition 5.9). This is done by constructing
a chain of mixed subdivisions for this refinement that is admissible (Proposition 5.8).

5.1 The Classical Macaulay Formula

In this section, we describe theMacaulay formula for the homogeneous resultant from
[27].

Let d = (d0, . . . , dn) ∈ (N>0)
n+1. For i = 0, . . . , n let ui = {ui,c}|c|=di be a

set of
(di +n

n

)
variables indexed by the lattice points c ∈ N

n+1 of length |c| = di , put
u = (u0, . . . , un) and denote by

Resd ∈ Z[u]

the corresponding homogeneous resultant as in Example 3.9.
Let t = {t0, . . . , tn} be a further set of n + 1 variables. By [6, Chapter 3, Theorem

2.3], Resd is the unique irreducible polynomial in Z[u] vanishing when evaluated at
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the coefficients of a system of n + 1 homogeneous polynomials in the variables t of
degrees d if and only if this system has a zero in the projective space P

n
C
, and verifying

that Resd(t
d0
0 , . . . , tdn

n ) = 1.
Set K = C(u) and choose an integer m ≥ |d| − n. For i = 0, . . . , n consider the

general homogeneous polynomial in the variables t of degree di

Pi =
∑

|c|=di

ui,c t c ∈ K[t]

and the linear subspace of the homogeneous part K[t]m−di given by

Ti = {Qi ∈ K[t]m−di | degt j
(Qi ) < d j for j = i + 1, . . . , n}, (5.1)

where degt j
(Qi ) denotes the degree of Qi in the variable t j . Set also T = K[t]m and

consider the linear map �d,m : ⊕n
i=0 Ti → T defined by

�d,m(Q0, . . . , Qn) =
n∑

i=0

Qi Pi .

Let I = {c ∈ N
n+1}|c|=m be the index set, and consider also the finite subsets

Ii = {c = (c0, . . . , cn) ∈ I | ci ≥ di and c j < d j for j > i}, i = 0, . . . , n,

which form a partition of it. Denoting by êi , i = 0, . . . , n, the vectors in the standard
basis of R

n+1, the sets of monomials

{t c−di êi }c∈Ii , i = 0, . . . , n, and {t c}c∈I (5.2)

are bases of Ti , i = 0, . . . , n, and of T , respectively. Then, we set

Md,m ∈ K
I×I

for the matrix of�d,m in terms of row vectors and with respect to the monomial bases
of
⊕n

i=0 Ti and of T given by (5.2), both indexed by I.
Set also Ired ⊂ I for the subset of lattice points c = (c0, . . . , cn) ∈ I with a unique

i such that ci ≥ di . We then denote by I◦ = I\Ired the nonreduced index subset and
by Nd,m the corresponding principal submatrix ofMd,m , The Macaulay formula for
the homogeneous resultant [27] then states that

Resd = det(Md,m)

det(Nd,m)
, (5.3)

see [24, Proposition 3.9.4.4] for a modern treatment.
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Example 5.1 Let n = 2, d = (1, 2, 2) and m = |d| − n = 3. The corresponding
general homogeneous polynomials are

P0 = α0 t0 + α1 t1 + α2 t2,

P1 = β0 t20 + β1 t0 t1 + β2 t21 + β3 t0 t2 + β4 t1 t2 + β5 t22 ,

P2 = γ0 t20 + γ1 t0 t1 + γ2 t21 + γ3 t0 t2 + γ4 t1 t2 + γ5 t22 ,

and the index set splits as I = I0 � I1 � I2 with

I0 = {(3, 0, 0), (2, 1, 0), (2, 0, 1), (1, 1, 1)},
I1 = {(1, 2, 0), (0, 3, 0), (0, 2, 1)},
I2 = {(1, 0, 2), (0, 1, 2), (0, 0, 3)}.

ThematrixMd,m is constructed by declaring that the row corresponding to each lattice
point c ∈ Ii , i = 0, 1, 2, consists of the coefficients of the polynomials t c−di êi Pi in
the monomial basis of the homogeneous part K[t]3. Hence, this matrix is written as

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

t30 t20 t1 t20 t2 t0 t1 t2 t0 t21 t31 t21 t2 t0 t22 t1 t22 t32
t20 P0 α0 α1 α2 0 0 0 0 0 0 0
t0 t1 P0 0 α0 0 α2 α1 0 0 0 0 0
t0 t2 P0 0 0 α0 α1 0 0 0 α2 0 0
t1 t2 P0 0 0 0 α0 0 0 α1 0 α2 0
t0 P1 β0 β1 β3 β4 β2 0 0 β5 0 0
t1 P1 0 β0 0 β3 β1 β2 β4 0 β5 0
t2 P1 0 0 β0 β1 0 0 β2 β3 β4 β5
t0 P2 γ0 γ1 γ3 γ4 γ2 0 0 γ5 0 0
t1 P2 0 γ0 0 γ3 γ1 γ2 γ4 0 γ5 0
t2 P2 0 0 γ0 γ1 0 0 γ2 γ3 γ4 γ5

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (5.4)

We have that I\Ired = {(1, 2, 0), (1, 0, 2)} and so

Nd,m =
(
β2 β5
γ2 γ5

)
.

By the identity in (5.3), Resd is the quotient of the determinants of these matrices. It is
an irreducible trihomogeneous polynomial in Z[α,β, γ ] of tridegree (4, 2, 2) having
234 monomial terms.

5.2 AMixed Subdivision on a Simplex

In this section, we study a specific mixed subdivision of a scalar multiple of the
standard simplex of R

n that, in the next one, will be applied to the analysis of the
classical Macaulay formula for the homogeneous resultant.
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For i = 0, . . . , n, consider the simplex �i = {x ∈ (R≥0)
n | |x| ≤ di } and the

affine function ϕi : �i → R defined by

ϕi (x) =
{

|x| if i = 0,

di − xi if i > 0,
(5.5)

where |x| =∑n
i=1 xi denotes the length of the point x = (x1, . . . , xn) ∈ R

n . Set then

� =
n∑

i=0

�i = {x ∈ (R≥0)
n | |x| ≤ |d|} and ϕ =

n

�
i=0

ϕi : � −→ R

for the Minkowski sum of these simplexes and the inf-convolution of these affine
functions, respectively.

For a subset I ⊂ {0, . . . , n} denote by I c = {0, . . . , n}\I its complement and
consider the polytope of � defined as

CI = {x ∈ � | �i (x) ≥ 0 for i ∈ I and �i (x) ≤ 0 for i ∈ I c}, (5.6)

where �i : � → R is the affine function given by �i (x) =∑n
j=1 d j − |x| when i = 0

and by �i (x) = xi − di when i > 0. For a subset J ⊂ I c and an index l ∈ I consider
the lattice point defined as

vJ ,l =
(∑

j∈J

d j

)
el +

∑

j∈J c

d j e j

with ei equal to the i-th vector in the standard basis ofRn when i > 0 and e0 = 0 ∈ R
n .

For i = 0, . . . , n, consider also the face of �i defined as

CI ,i =
{

di ei if i ∈ I ,

di conv(ei , {e j } j∈I ) if i ∈ I c.
(5.7)

The next result collects the basic information about the mixed subdivision S(ϕ) of
� that we need for the study of the Macaulay formula for the homogeneous resultant.

Proposition 5.2 We have that ϕ = ∑n
i=0 max{0, �i } and the n-cells of S(ϕ) are the

polytopes CI for I ⊂ {0, . . . , n} with I , I c �= ∅. Moreover, for each I we have that

(1) the vertices of CI are the lattice points vJ ,l for J ⊂ I c and l ∈ I ,
(2) the components of CI are the polytopes CI ,i , i = 0, . . . , n,
(3)

∑n
i=0 dim(CI ,i ) = #I · #I c.

Example 5.3 For n = 2, the mixed subdivision S(ϕ) has 6 maximal cells that, with
notation as in Fig. 4, decompose as
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A0

B0
C0

(0, 0)
Δ0

A1

B1

C1

(d1, 0)

Δ1

A2

B2
C2

(0, d2)

Δ2

C{0}
C{0,1}

C{1}

C{1,2}

C{2}

C{0,2}

Δ

Fig. 4 A mixed subdivision in dimension 2

C{0} = (0, 0)+ A1 + C2, C{0,1} = (0, 0)+ (d1, 0)+�2,

C{1} = A0 + (d1, 0)+ B2, C{1,2} = �0 + (d1, 0)+ (0, d2),

C{2} = C0 + B1 + (0, d2), C{0,2} = (0, 0)+�1 + (0, d2).

To prove Proposition 5.2, we lift the previous constructions to R
n+1. For i =

0, . . . , n consider the simplex �̂i = {z = (z0, . . . , zn) ∈ (R≥0)
n+1 | |z| = di } and

the affine function ϕ̂i : �̂i → R defined by ϕ̂i (z) = di − zi , and set

�̂ =
n∑

i=0

�̂i = {z ∈ (R≥0)
n+1 | |z| = |d|} and ϕ̂ =

n

�
i=0

ϕ̂i : �̂ −→ R

for the Minkowski sum of these simplexes and for the inf-convolution of these affine
functions, respectively.

For a subset I ⊂ {0, . . . , n}, consider the polytope of �̂ defined as

ĈI = {z ∈ �̂ | zi ≥ di for i ∈ I and zi ≤ di for i ∈ I c},

and for each subset J ⊂ I c and each index l ∈ I consider the lattice point defined as

v̂J ,l =
(∑

j∈J

d j

)
êl +

∑

j∈J c

d j ê j , (5.8)

where êi denotes the (i + 1)-th vector in the standard basis of R
n+1. For i = 0, . . . , n

consider also the face of �̂i defined as

ĈI ,i =
{

di êi if i ∈ I ,

di conv(̂ei , {̂e j } j∈I ) if i ∈ I c.
(5.9)
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For each i , consider also the convex piecewise affine function η̂i : �̂ → R defined by
η̂i (z) = max{0, zi − di } and set τ̂ =∑n

i=0 η̂i .

Lemma 5.4 The n-cells of S(̂τ )are the polytopes ĈI for I ⊂ {0, . . . , n}with I , I c �= ∅.
For each I , the vertices of ĈI are the lattice points v̂J ,l for J ⊂ I c and l ∈ I .

Proof For each i , the subdivision S(̂ηi ) has two n-cells, one defined by zi ≥ di and the
other by zi ≤ di . The n-cells of S(̂τ ) are intersections of n-cells of these subdivisions
and so they are of the form ĈI for I ⊂ {0, . . . , n}.

We have that
∑n

i=0 zi − di = 0 on �̂, and so if either I = ∅ or I c = ∅ then the
polytope ĈI reduces to the lattice point d. Otherwise, take 0 < ε < 1 and consider
the point z = (z0, . . . , zn) defined by z j = d j + ε

#I if j ∈ I and as z j = d j − ε
#I c if

j ∈ I c. We have that |z| = |d| and that z j > 0 for all j , and so z ∈ ri(�̂). Also for
each i we have that z lies in the relative interior of the corresponding n-cell of S(̂ηi ).
Hence, ĈI is n-dimensional in this case, proving the first claim.

Now let I ⊂ {0, . . . , n} with I , I c �= ∅. The vertices of ĈI are the intersections
in this polytope of n of its supporting hyperplanes. These supporting hyperplanes are
the zero set of one of the affine functions

z j , j ∈ I c, and z j − d j , j = 0, . . . , n.

To compute the vertices, take disjoint subsets J ⊂ I c and K ⊂ {0, . . . , n} with
#J + #K = n. The intersection of the corresponding hyperplanes in the affine span
of �̂ is

{z ∈ R
n+1 | |z| = |d|, z j = 0 for j ∈ J and z j = d j for j ∈ K }

and it consists of the lattice point

v̂J ,l =
(
|d| −

∑

j∈K

d j

)
êl +

∑

j∈K

d j ê j

for the unique index l in the complement of J ∪ K .
When J �= ∅ we have that v̂J ,l ∈ ĈI if and only if l ∈ I . When J = ∅ we have

that v̂J ,l = d, which is also realized by taking l ∈ I and K = {0, . . . , n}\{l}, proving
the second claim. ��

Recall that for a convex piecewise affine function ρ : � → R on a polyhedron �
of R

n+1 and a vector w ∈ R
n+1 we denote by �(ρ,w) the corresponding cell of the

subdivision S(ρ) of � as in (2.3).

Lemma 5.5 Let I ⊂ {0, . . . , n} with I , I c �= ∅ and set wI = −∑k∈I êk . Then,

(1) ĈI = �(̂τ ,wI ) and for z ∈ ĈI we have that τ̂ (z) =∑ j∈I z j − d j ,

(2) for i = 0, . . . , n we have that ĈI ,i = �(ϕ̂i , wI ) and for z ∈ ĈI ,i we have that
ϕ̂i (z) = 0 if i ∈ I and ϕ̂i (z) =∑ j∈I z j if i ∈ I c,

(3) ĈI =∑n
i=0 ĈI ,i ,

(4) ϕ̂ = τ̂ .
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Proof For z ∈ �̂ we have that τ̂ (z) = ∑n
j=0 max{0, z j − d j }, which readily implies

that

τ̂ (z) ≥
∑

j∈I

z j − d j

with equality if and only if z ∈ ĈI . By the characterization of the cell �(̂τ ,wI ) that
follows from (2.4), this proves the statement in (1).

For each i , the vertices of �̂i are the lattice points di ê j , j = 0, . . . , n. For each
j , we have that 〈wI , di ê j 〉 = −di if j ∈ I and 〈wI , di ê j 〉 = 0 if j ∈ I c, whereas
ϕ̂i (di ê j ) = 0 if j = i and ϕ̂i (di ê j ) = di if j �= i . Hence,

〈wI , di ê j 〉 + ϕ̂i (di ê j ) =

⎧
⎪⎨

⎪⎩

−di if j ∈ I and j = i,

0 if j ∈ I and j �= i, or j ∈ I c and j = i,

di if j ∈ I c and j �= i .

(5.10)

Then, the definition in (5.9) and the characterization in (2.4) easily imply that ĈI ,i =
�(ϕ̂i , wI )which proves the first part of the statement in (2). Now let z ∈ ĈI ,i . For i ∈ I
the polytope ĈI ,i consists of the single lattice point di êi and so ϕ̂i (z) = ϕ̂i (di êi ) = 0.
For i ∈ I c the vertices of ĈI ,i are the lattice points di ê j , j ∈ {i} ∪ I , and so z =∑

j∈{i}∪I z j e j . Hence, (5.10) gives that ϕ̂i (z) = −〈wI , z〉 = ∑
j∈I z j , completing

the proof of (2).
Let v̂J ,l be the vertex of ĈI associated with a subset J ⊂ I c and an index l ∈ I

as in (5.8). We have that di êl ∈ ĈI ,i for all i ∈ I c and di êi ∈ ĈI ,i for all i , and so
v̂J ,l ∈∑n

i=0 ĈI ,i . Since this holds for all J and l, Lemma 5.4 implies that

ĈI ⊂
n∑

i=0

ĈI ,i . (5.11)

From (2) and Proposition 2.1(1), we deduce that the ĈI ,i ’s are the components of the
cell �(ϕ̂, wI ) of S(ϕ̂) and by Proposition 2.1(2), we have that

∑n
i=0 ĈI ,i is a cell of

this mixed subdivision. On the other hand, the ĈI ’s are polytopes that cover �̂ and so
the inclusion in (5.11) is an equality, as stated in (3).

Now let z = (z0, . . . , zn) ∈ ĈI and zi ∈ ĈI ,i , i = 0, . . . , n, such that z =∑n
i=0 zi .

Necessarily zi = di êi for i ∈ I and so

τ̂ (z) =
∑

j∈I

z j − d j =
∑

j∈I

(( n∑

i=0

zi, j

)
− d j

)
=
∑

i∈I c, j∈I

zi, j =
n∑

i=0

ϕ̂i (zi ) = ϕ̂(z),

where the first equality follows from (1) and the two last from (2) and Proposi-
tion 2.1(3), respectively. Hence, τ̂ and ϕ̂ coincide on ĈI and so on the whole of
�̂, proving (4). ��
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Proof of Proposition 5.2 Consider the projection π : R
n+1 → R

n defined by

π(z0, . . . , zn) = (z1, . . . , zn).

This linear map induces isomorphisms between �̂ and � and between �̂i and �i for
each i , and it also satisfies that ϕ̂i = ϕi ◦ π for each i .

For z ∈ �̂ and x = π(z) ∈ �, the condition that z = ∑n
i=0 zi with zi ∈ �̂i

translates into x = ∑n
i=0 xi with xi ∈ �i , and vice versa. Precisely, if the first

condition holds then so does the second with xi = π(zi ) and conversely, if the second
condition holds then so does the first with zi defined as the only preimage of xi in �̂i .

We deduce from Lemma 5.5(4) that ϕ ◦π = ϕ̂ = τ̂ , and the statement then follows
from Lemmas 5.4 and 5.5. ��

Remark 5.6 Proposition 5.2(3) implies that the mixed subdivision S(ϕ) is tight only
when n ≤ 2.

We next study a specific incremental chain of mixed subdivisions of �. For k =
0, . . . , n consider the affine functions θk,i : �i → R, i = 0, . . . , n, defined as θk,i = ϕi

if i < k and as θk,i = 0|�i if i ≥ k, and set θk = �n
i=0 θk,i for their inf-convolution.

For a subset I ⊂ {0, . . . , k −1} let I c = {0, . . . , k −1}\I and consider the polytope
of � defined as

Ck,I = {x ∈ � | �i (x) ≥ 0 for i ∈ I and �i (x) ≤ 0 for i ∈ I c}.

For J ⊂ I c and l ∈ I ∪ {k, . . . , n} consider the lattice point defined as

vk,J ,l =
( ∑

j∈J∪{k,...,n}
d j

)
el +

∑

j∈J c

d j e j

For i = 0, . . . , n consider also the face of �i defined as

Ck,I ,i =

⎧
⎪⎨

⎪⎩

di ei if i ∈ I ,

di conv(ei , {e j } j∈I∪{k,...,n}) if i ∈ I c,

di conv({e j } j∈I∪{k,...,n}) if i ≥ k.

The next result gives a detailed description of the mixed subdivision S(θk) of �.

Proposition 5.7 We have that θk =∑k−1
i=0 max{0, �i }+∑n

i=k �i and the n-cells of the
mixed subdivision S(θk) are the polytopes Ck,I for I ⊂ {0, . . . , k − 1}. Moreover, for
each I

(1) the vertices of Ck,I are the lattice points vk,J ,l for J ⊂ I c and l ∈ I ∪ {k, . . . , n},
(2) the components of Ck,I are the polytopes Ck,I ,i , i = 0, . . . , n,
(3)

∑n
i=0 dim(Ck,I ,i ) = #I c · (#I + n − k + 1)+ (n − k + 1)(#I + n − k).
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Proof Denotewith a hat the correspondingobjects inR
n+1 as itwas previously done for

the study of ϕ, and consider also the convex piecewise affine function on� defined as

τk =
k−1∑

i=0

max{0, �i } +
n∑

i=k

�i

The proof of these properties is a direct generalization of that for Proposition 5.2
and so we only indicate the main steps:

• show that the n-cells of S(̂τk) are the polytopes Ĉk,I for I ⊂ {0, . . . , k − 1},
• for each I , compute the vertices of Ĉk,I by considering the intersections of the
supporting hyperplanes of this polytope,

• compute the face of �̂i defined by the slope of τ̂k on Ĉk,I ,
• show that the Minkowski sum of these faces coincides with Ĉk,I ,
• show that θ̂k coincides with τ̂k on each Ĉk,I , and so on the whole of �.

Finally, the obtained results are brought back to R
n via the projection π , as in the

proof of Proposition 5.2. ��
Proposition 5.8 We have that S(θ0) 	 · · · 	 S(θn) is an incremental chain of mixed
subdivisions of � with S(θn) 	 S(ϕ) that satisfies the conditions in Proposition 4.23.
In particular, this incremental chain is admissible for any tight mixed subdivision of
� that refines S(ϕ).

Proof For each I ⊂ {0, . . . , n} with I , I c �= ∅ we have that

CI ⊂ Cn,I∩{0,...,n−1} and CI ,i ⊂ Cn,I∩{0,...,n−1},i , i = 0, . . . , n.

Propositions 5.2 and 5.7 then imply that S(ϕ) � S(θn). Similarly, for k ∈ {1, . . . , n}
and each I ⊂ {0, . . . , k − 1} we have that

Ck,I ⊂ Ck−1,I∩{0,...,k−2} and Ck,I ,i ⊂ Ck−1,I∩{0,...,k−2},i , i = 0, . . . , n,

and Proposition 5.7 implies that S(θk)� S(θk−1). Hence, S(θ0) 	 · · · 	 S(θn)	 S(ϕ).
Since θk,i = 0|�i for all k and i ≥ k, the chain

S(θ0) 	 · · · 	 S(θn)

is incremental.
For k = 0, . . . , n, let I ⊂ {0, . . . , k − 1}. If I �= ∅ then for the n-cell

CI of S(θk), each component CI ,i with i ∈ I consists of a lattice point and so
this component verifies the condition (2) in Proposition 4.23. Else I = ∅ and so
Ck,I ,i = di conv(ei , {e j } j∈{k,...,n}) if i < k and Ck,I ,i = di conv({e j } j∈{k,...,n}) if
i ≥ k. For i = 0, . . . , k − 1, consider the nonzero vector wi ∈ R

n defined as
wi = ∑n

j=1 e j if i = 0 and as wi = ei if i > 0. For all j �= i , we have that Ck,I , j
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S(θ0) S(θ1) S(θ2)

Fig. 5 An admissible incremental chain

lies in a hyperplane that is parallel to w⊥
i and so

dim
(∑

j �=i

Ck,I , j

)
< n.

Hence, Ck,I satisfies the condition (3) in Proposition 4.23. The last statement is a
direct consequence of that proposition. ��

Figure 5 shows this admissible incremental chain of mixed subdivisions for a case
in dimension n = 2.

5.3 Polyhedral Interpretation

Let d = (d0, . . . , dn) ∈ (N>0)
n+1. In this section, we study the classical Macaulay

formula (4.16) for the situation when

m = |d| − n,

which is the main case of interest. We keep the notation of Sect. 5.1. In particular, for
i = 0, . . . , n we denote by ui a set of

(di +n
n

)
variables indexed by the lattice points

c ∈ N
n+1 of length |c| = di . Also u = (u0, . . . , un) and K = C(u).

In this situation, we, respectively, denote the corresponding index set and nonre-
duced index subset, linear map, Macaulay matrix and distinguished principal subma-
trix by

I◦ ⊂ I ⊂ Z
n+1, �d :

n⊕

i=0

Ti → T , Md ∈ K
I×I and Nd ∈ K

I◦×I◦
,

where Ti , i = 0, . . . , n, and T are the finite-dimensional linear subspaces of the
polynomial ring K[t] = K[t0, . . . , tn] in (5.1).

As explained in Example 3.9, the homogeneous resultant Resd coincides, up to the
sign, with the sparse resultant corresponding to the lattice M = Z

n and the family of
supports A = (A0, . . . ,An) defined by Ai = {a ∈ N

n | |a| ≤ di } for each i .
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We also use the notation of Sect. 5.2. In particular, for i = 0, . . . , n we consider
the simplex �i = conv(Ai ) = {x ∈ (R≥0)

n | |x| ≤ di } and the affine function
ϕi : �i → R defined by ϕi (x) = |x| if i = 0 and as ϕi (x) = di − xi if i > 0. Let
also � = ∑n

i=0�i be the Minkowski sum of these polytopes and ϕ = �n
i=0 ϕi the

inf-convolution of these affine functions. By Proposition 5.2, we have that

� = {x ∈ (R≥0)
n | |x| ≤ |d|} and ϕ =

n∑

i=0

max{0, �i },

where �i : � → R is the affine function defined by �i (x) = ∑n
j=1 d j − |x| when

i = 0 and by �i (x) = xi − di when i > 0.
For i = 0, . . . , n choose a linear function μi : R

n → R and set ρi = ϕi + μi . Set
then ρ = (ρ0, . . . , ρn) and ρ = �n

i=0 ρi , and suppose that themixed subdivision S(ρ)
of� is tight and refines S(ϕ). ByPropositions 2.8 and2.11, both conditions are attained
when the μi ’s are sufficiently generic and small. Choose also δ = (δ1, . . . , δn) ∈ R

n

with δi + 1 > 0 for all i and
∑n

i=1(δi + 1) < 1, and satisfying the genericity
condition (4.1) with respect to S(ρ).

Consider then the index set and nonmixed index subset, Sylvester map, Canny–
Emiris matrix and distinguished principal submatrix corresponding to A, ρ and δ,
respectively, denoted by

B◦ ⊂ B ⊂ Z
n, �A,ρ :

n⊕

i=0

Vi → V , HA,ρ ∈ K
B×B and EA,ρ ∈ K

B◦×B◦

where Vi , i = 0, . . . , n, and V are the finite-dimensional linear subspaces of K[Zn] =
K[s±1] = K[s±1

1 , . . . , s±1
n ] defined in (4.3).

The next proposition shows that this Canny–Emiris matrix coincides with that of
Macaulay, and that this is also the case for their distinguished principal submatrices.

Proposition 5.9 The morphism of algebras π∗ : K[t] → K[s] defined by π∗(t0) = 1
and π∗(ti ) = si , i = 1, . . . , n, induces a commutative diagram

⊕n
i=0 Ti

π∗

�d
T

π∗
⊕n

i=0 Vi
�A,ρ

V

and bijections between the monomial bases of
⊕n

i=0 Ti and
⊕n

i=0 Vi , and between
those of T and V . In particular, HA,ρ = Md and EA,ρ = Nd .

To prove it, we first need to establish some auxiliary lemmas.

Lemma 5.10 Let C be an n-cell of S(ρ). Let I ⊂ {0, . . . , n} with I , I c �= ∅ such that
C ⊂ CI and i ∈ {0, . . . , n}. Then,
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(1) the i-th component Ci is a point if and only if i ∈ I , and if this is the case then
Ci = {di ei },

(2) C is i-mixed if and only if I = {i}.
Proof Since S(ρ) � S(ϕ), we have that Ci ⊂ CI ,i . If i ∈ I then (5.7) implies
that Ci = {di ei }. Conversely, for i ∈ I c consider the vector wi ∈ R

n defined as
wi = ∑n

j=1 e j if i = 0 and as wi = ei if i > 0. For all j �= i we have that CI , j lies

in a hyperplane that is parallel to w⊥
i , and so does C j . Hence,

dim(Ci ) = n − dim
(∑

j �=i

C j

)
> 0,

proving (1). The statement in (2) is a direct consequence of that in (1): C is i-mixed
if and only if CI ,i is the unique component of CI of dimension 0, which is equivalent
to the fact that I = {i}. ��
Lemma 5.11 B = {b ∈ N

n | |b| ≤ |d| − n}.
Proof Let b = (b1, . . . , bn) ∈ Z

n . Then, b ∈ �+ δ if and only if bi − δi ≥ 0 for all i
and |b− δ| ≤ |d|. Since b is a lattice point, δi +1 > 0 for all i and

∑n
i=1(δi +1) < 1,

these conditions are equivalent to bi ≥ 0 for all i and |b| ≤ |d| − n, proving the
lemma. ��
Lemma 5.12 Let b = (b1, . . . , bn) ∈ B and set b0 = |d| − n − |b|. Then,

(1) for I ⊂ {0, . . . , n} with I , I c �= ∅ we have that b ∈ CI + δ if and only if bi ≥ di

for all i ∈ I and bi < di for all i ∈ I c,
(2) for each i we have that b ∈ Bi if and only if bi ≥ di and b j < d j for j > i , and

if this is the case then a(b) = di ei ,
(3) b ∈ B\B◦ if and only if there is a unique i such that bi ≥ di .

Proof With notation as in (5.6), we have that b ∈ CI + δ if and only if �i (b− δ) ≥ 0
for i ∈ I and �i (b − δ) ≤ 0 for i ∈ I c. Arguing as in the proof of Lemma 5.11, we
deduce that these conditions are equivalent to bi ≥ di for all i ∈ I and bi < di for all
i ∈ I c, as stated in (1).

The statements in (2) and (3) follow from that in (1) together with Lemma 5.10. ��
Proof of Proposition 5.9 Let π : Z

n+1 → Z
n be the linear map given by π(c0, . . . , cn)

= (c1, . . . , cn), so that π∗(t c) = sπ(c) = sc1
1 . . . scn

n for all c = (c0, . . . , cn) ∈ N
n+1.

By Lemma 5.11, π induces a bijection between the index sets I and B, and so the
morphism of algebras π∗ gives a bijection between the monomial bases of T and of
V . Similarly, by Lemma 5.12(2) π also induces a bijection between Ii and Bi for each
i , and so π∗ gives a bijection between the monomial bases of

⊕n
i=0 Ti and

⊕n
i=0 Vi ,

proving the second claim. Moreover, for c ∈ I we have that

π∗(�d(t
c)) = π∗(t c−di êi ) = sπ(c)−di ei = �A,ρ(s

π(c)) = �A,ρ(π∗(t c)),

which shows the commutativity of the diagram. The last claim is a direct consequence
of the two previous. ��
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(0, 0)

(2, 0)
(0, 2)

Δ0

Δ1

Δ2

Δ

B0

B2

B1

Fig. 6 The index set of a mixed subdivision

Corollary 5.13 Resd = det(Md)/det(Nd).

Proof By Proposition 5.8, the mixed subdivision S(ρ) is admissible. Theorem 1.3 and
Proposition 5.9 then imply that

Resd = ±det(HA,ρ)

det(EA,ρ)
= ±det(Md)

det(Nd)
.

The sign can be determined by considering the evaluation of both sides of this equality
at the coefficients of systems of polynomials tdi

i , i = 0, . . . , n.

Example 5.14 Consider again the case when n = 2, d = (1, 2, 2) and m = 3. Then,

A0 = {(0, 0), (1, 0), (0, 1)},
A1 = A2 = {(0, 0), (1, 0), (2, 0), (1, 0), (1, 1), (0, 2)}.

By Proposition 5.2(3), the mixed subdivision S(ϕ) is tight and so we can take ρi = ϕi ,
i = 0, 1, 2. We also choose δ = (− 2

3 ,− 3
4 ) ∈ R

2.
As shown in Fig. 6, the index set B splits as B = B0 � B1 � B2 with

B0 = {(0, 0), (1, 0), (0, 1), (1, 1)},
B1 = {(2, 0), (3, 0), (2, 1)},
B2 = {(0, 2), (1, 2), (0, 3)},

and the row content function assigns to the elements of Bi , i = 0, 1, 2, the vertices
(0, 0) ∈ �0, (2, 0) ∈ �1, (0, 2) ∈ �2, respectively. Moreover, the elements of B
lying in the translated nonmixed 2-cells are (2, 0) and (0, 2).

The Canny–Emiris matrix HA,ρ and its principal submatrix EA,ρ , respectively,
coincide with the Macaulay matricesMd andNd in Example 5.1, in agreement with
Proposition 5.9.
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(0, 0)

(2, 0)

(0, 2)

A0

B0
Δ0

A1

B1 Δ1

A2

B2 Δ2

C1 C2
C3

C4

C5

C6

Fig. 7 A nonadmissible mixed subdivision

Remark 5.15 The Macaulay matrix Md cannot be produced by a mixed subdivision
admitting a tight incremental chain (Definition 2.4). This can be shown by inspecting
the different mixed subdivisions of � that allow such an incremental chain and veri-
fying that none of them coincides with S(ρ). One of these incremental chains for the
case when n = 2 and d = (1, 3, 2) is shown in Example 2.7.

We next show that when the mixed subdivision S(ρ) is not admissible, the formula
in Theorem 1.3 might fail to hold.

Example 5.16 Let notation be as in Example 5.14 and instead of the ϕi ’s, consider the
affine functions ρi : �i → R, i = 0, 1, 2, defined by

ρ0(0, 0) = 0, ρ0(1, 0) = 1, ρ0(0, 1) = 1,

ρ1(0, 0) = 0, ρ1(2, 0) = 0, ρ1(0, 2) = 3,

ρ2(0, 0) = 0, ρ2(2, 0) = 3, ρ2(0, 2) = 0.

Let ρ : � → R be their inf-convolution. The mixed subdivision S(ρ) of� is tight and
has 6 maximal cells as shown in Fig. 7, that decompose as

C1 = (0, 0)+ A1 + B2, C2 = A0 + (2, 0)+ B2, C3 = (1, 0)+ (2, 0)+�2,

C4 = B0 + A1 + (0, 2), C5 = �0 + (2, 0)+ (0, 2), C6 = (0, 1)+�1 + (0, 2).

The index set and row function corresponding to the data A = (A0,A1,A2),
ρ = (ρ0, ρ1, ρ2) and δ are equal to those in Example 5.14, and so the Canny–Emiris
matrixHA,ρ also coincides with that in (5.4). However, the translated nonmixed cells
of S(ρ) differ from those in Example 5.14. Their lattice points are (3, 0) and (0, 3)
and the corresponding principal submatrix is

EA,ρ =
(
β2 0
0 γ5

)
.
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The determinant of this matrix does not divide that of HA,ρ and so the formula in
Theorem 1.3 does not hold in this case. In particular, S(ρ) is not admissible.

Indeed, this latter observation can be verified directly: let

S(θ0) 	 S(θ1) 	 S(θ2)

be an incremental chain of mixed subdivisions of � with S(θ2) 	 S(ρ) and for each
k = 0, 1, 2 let θk,i : �i → R, i = 0, 1, 2, be the corresponding family of convex
piecewise affine functions.

If θ1,0 : �0 → R is not constant, then S(θ1) has a cell that is a translate of the triangle
�1 + �2 = {(x1, x2) ∈ (R≥0)

2 | x1 + x2 ≤ 4} which is not compatible with the
assumption that S(ρ) is a refinement of S(θ1), as it can be verified in Fig. 6.We deduce
that θ1,0 : �0 → R is constant, but in this case S(θ1) is the trivial mixed subdivision
of � and this incremental chain does not verify the conditions in Definition 4.22 for
k = 1, and so it is not admissible.
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