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Abstract
We prove that every combinatorial dynamical system in the sense of Forman, defined
on a family of simplices of a simplicial complex, gives rise to a multivalued dynam-
ical system F on the geometric realization of the simplicial complex. Moreover, F
may be chosen in such a way that the isolated invariant sets, Conley indices, Morse
decompositions and Conley–Morse graphs of the combinatorial vector field give rise
to isomorphic objects in the multivalued map case.
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1 Introduction

In the years since Forman [14,15] introduced combinatorial vector fields on simplicial
complexes, they have found numerous applications in such areas as visualization
and mesh compression [21], graph braid groups [13], homology computation [17,25],
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astronomy [38], the study of Čech and Delaunay complexes [6], and many others. One
reason for this success has its roots in Forman’s original motivation. In his papers, he
sought to transfer the rich dynamical theories due to Morse [26] and Conley [9] from
the continuous setting of a continuum (connected compact metric space) to the finite,
combinatorial setting of a simplicial complex. This has proved to be extremely useful
for establishing finite, combinatorial results via ideas from dynamical systems. In
particular, Forman’s theory yields an alternative when studying sampled dynamical
systems. The classical approach consists in the numerical study of the dynamics of
the differential equation constructed from the sample. The construction uses the data
in the sample either to discover the natural laws governing the dynamics [37] in order
to write the equations or to interpolate or approximate directly the unknown vector
field in the differential equations [7]. In the emerging alternative, one can eliminate
differential equations and study directly the combinatorial dynamics defined by the
sample [14,15,20,33,34].

The two approaches are essentially distinct. On the one hand, dynamical systems
defined by differential equations on a differentiable manifold arise in a wide variety
of applications and show an extreme wealth of observable dynamical behavior, at the
expense of fairly involved mathematical techniques which are needed for their precise
description. On the other hand, the discrete simplicial complex settingmakes the study
of many phenomena simple, due to the availability of fast combinatorial algorithms.
This leads to the natural question of which approach should be chosen when for a
given problem.

In order to answer this question, it may be helpful to go beyond the exchange of
abstract underlying ideas present in much of the existing work and look for the precise
relation between the two theories. In our previous paper [19], we took this path and
studied the formal ties of multivalued dynamics in the combinatorial and continuum
settings. The choice of multivalued dynamics is natural because the combinatorial
vector fields generate multivalued dynamics in a natural way. Moreover, in the finite
setting such dynamical phenomena as homoclinic or heteroclinic connections are not
possible in single-valued dynamics. The choice of multivalued dynamics on continua
is not a restriction. This is a broadly studied and well-understood theory. The theory
originated in themiddle of the twentieth century from the study of contingent equations
and differential inclusions [3,36,42] and control theory [35]. At the end of the twentieth
century, it was successfully applied to computer-assisted proofs in dynamics [24,32].
In particular, the Conley theory for multivalued dynamics was studied by several
authors [4,5,11,12,18,28,40].

In [19] we proved that for any combinatorial vector field on the collection of
simplices of a simplicial complex, one can construct an acyclic-valued and upper
semicontinuous map on the underlying geometric realization whose dynamics on the
level of invariant sets exhibits the same complexity. More precisely, by introducing
the notion of isolated invariant sets in the discrete setting, we could show that every
isolated invariant set of the combinatorial vector field gives rise to a corresponding
isolated invariant set in the classical multivalued setting. We also presented a link
between the combinatorial and the classical multivalued dynamics on the level of
individual dynamical trajectories.
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Fig. 1 Sample discrete vector field. This figure shows a simplicial complex X which is a graph on six
vertices with seven edges. Critical cells are indicated by red dots; vectors of the vector field are shown as
red arrows (Color figure online)

In the present paper, we complete the program started in [19] by showing that
the above-described correspondence extends to Conley indices of the corresponding
isolated invariant set aswell asMorse decompositions andConley–Morse graphs [2,8],
a global descriptor of dynamics capturing its gradient structure.

The organization of the paper is as follows: In Sect. 2 we present the main result
of the paper and illustrate it with some examples. In Sect. 3 we recall the basics
of the Conley theory for multivalued dynamics. In Sect. 4 we recall from [19] the
construction of a multivalued self-map F : X � X associated with a combinatorial
vector field V on a simplicial complex X with the geometric realization X := |X |.
In Sect. 5 we use this construction to outline the proof of the main result of the paper
in a series of auxiliary theorems. The remaining sections are devoted to the proofs of
these theorems.

2 Main Result

Let X denote the family of simplices of a finite abstract simplicial complex. The face
relation on X defines on X the T0 Alexandrov topology [1]. A subsetA ⊆ X is open
in this topology if all cofaces of any element of A are also in A. The closure of A
in this topology, denoted ClA, is the family of all faces of all simplices in A (see
Sect. 3.1 for more details). A combinatorial vector field V on X is a partition of X
into non-empty subsets of cardinality at most two such that each subset of cardinality
two (a doubleton) consists of a simplex σ and a coface of σ of codimension one. A
simplex belonging to a singleton in V is referred to as a critical cell. A doubleton in V
ordered into a pair with the lower-dimensional simplex coming first is referred to as
a vector. In the sequel, in order to simplify the language, we identify a singleton with
the critical cell it contains and a doubleton with the associated vector.

The elementary example in Fig. 1 presents a one-dimensional simplicial com-
plexX consisting of six vertices {A, B,C, D, E, F} and seven edges {AC, AD, BE,

BF,CD, DE, EF}, and the combinatorial vector field consisting of three singletons
(critical cells) {{BF}, {DE}, {F}} and five doubletons (vectors) {{A, AD}, {B, BE},
{C, AC}, {D,CD}, {E, EF}}. With a combinatorial vector field V , we associate mul-
tivalued dynamics given as iterates of a multivalued map �V : X � X sending each
critical simplex to all of its faces, each source of a vector to the corresponding target,
and each target of a vector to all faces of the target other than the corresponding source
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Fig. 2 The directed graph GV for the combinatorial vector field in Fig. 1

and the target itself. In the case of the example in Fig. 1, the map is (we skip the braces
in the case of singletons to keep the notation simple)

�V = {(A, AD), (AD, D), (B, BE), (BE, E), (BF, {B, BF, F}),
(C, AC), (AC, A), (CD,C)(D,CD), (DE, {D, DE, E}),
(E, EF), (EF, F), (F, F)}.

The multivalued map �V may be considered as a directed graph GV with vertices
inX and an arrow from a simplex σ to a simplex τ whenever τ ∈ �V (σ ). The directed
graph GV for the combinatorial vector field in Fig. 1 is presented in Fig. 2. A subset
A ⊆ X is invariant with respect to V if every element of A is both a head and a tail
of an arrow in GV which joins vertices in A. An element σ ∈ ClA \A is an internal
tangency of A if it admits both an arrow originating in σ with its head in A and an
arrow terminating in σ with its tail in A. The set ExA := ClA \ A is referred to
as the exit set of A (see [19, Definition 3.4]) or mouth of A (see [33, Sect. 4.4]). An
invariant S set is an isolated invariant set if the exit set ExS is closed and it admits
no internal tangencies. While the notion of internal tangency might seem strange at
first sight, it is motivated by the classical situation in which isolated invariant sets can
be enclosed in the interior of isolating blocks—and the later ones cannot exhibit any
internal tangencies. In the combinatorial setting, there is not enough space to carry
over these definitions precisely, but our use of the term serves the same purpose.

Note that X itself is an isolated invariant set if and only if it is invariant. The
(co)homological Conley index of an isolated invariant set S is the relative singular
(co)homology of the pair (ClS,ExS) with topology induced from the Alexandrov
topology in X . Note that (ClS,ExS) is a pair of simplicial subcomplexes of the simpli-
cial complexX . Therefore, byMcCord’s Theorem [22], the singular (co)homology of
the pair (ClS,ExS) is isomorphic to the simplicial homology of the pair (ClS,ExS).

The singleton {BF} in Fig. 1 is an example of an isolated invariant set of V . Its
exit set is {B, F}, and its Conley index is the (co)homology of the pointed circle.
Another example is the set {A, AC, AD,C,CD, D} with an empty exit set and the
Conley index equal to the (co)homology of the circle. Both these examples areminimal
isolated invariant sets, that is, none of their proper non-empty subsets is an isolated
invariant set.

The two-dimensional example depicted in Fig. 3 presents a simplicial complex
which is built from 10 triangles, 19 edges and 10 vertices, and a combinato-
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Fig. 3 Sample discrete vector field. This figure shows a simplicial complexX which triangulates a hexagon
(shown in yellow), together with a discrete vector field. Critical cells are indicated by red dots; vectors of
the vector field are shown as red arrows. This example will be discussed throughout the paper (Color figure
online)

Fig. 4 Sample isolated invariant set for the discrete vector field shown in Fig. 3. The simplices which belong
to the isolated invariant set S are indicated in light blue and are given by four vertices, nine edges, and
four triangles. Its exit set ExS is shown in dark blue, and it consists of four vertices and three edges (Color
figure online)

rial vector field consisting of 7 critical cells and a total of 16 vectors. The set
{ADE, DE, DEH , EF, EF I , EH , EH I , E I , F, FG, F I ,G,GJ , H I , I , I J , J }
is an example of an isolated invariant set for this combinatorial vector field. It is
presented in Fig. 4. Its exit set is {A, AD, AE, D, DH , E, H}, and its Conley index
is the (co)homology of the pointed circle. This isolated invariant set is not minimal.
For instance, the singleton {EF} is a subset which itself is an isolated invariant set.

A connection from an isolated invariant set S1 to an isolated invariant set S2 is
a sequence of vertices on a walk in GV originating in S1 and terminating in S2. A
family M = {Mp | p ∈ P} indexed by a poset P and consisting of mutually disjoint
isolated invariant subsets of an isolated invariant set S is aMorse decomposition of S
if any connection between elements in M which is not contained entirely in one of
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Fig. 5 Morse decomposition for the example shown in Fig. 1. For this example, one can find four minimal
Morse sets, which are indicated in the left image in different colors. The right image shows the associated
Conley–Morse graph. The labels inside vertices are the Poincaré polynomials of the respective Conley
indices (Color figure online)

Fig. 6 Morse decomposition for the example shown in Fig. 3. For this example, one can find eight minimal
Morse sets, which are indicated in the left image in different colors. The right image shows the associated
Conely–Morse graph. The labels inside vertices are the Poincaré polynomials of the respective Conley
indices. The isolated invariant set shown in Fig. 4 corresponds to the subgraph indicated by the gray shaded
area in the Morse graph (Color figure online)

the elements ofM originates inMq ′ and terminates inMq with q ′ > q. The isolated
invariant sets inM are referred to asMorse sets. The associated Conley–Morse graph
is the partial order induced on M by the existence of connections and represented as
a directed graph labeled with the Conley indices of the isolated invariant sets in M.
Typically, the labels are written as Poincaré polynomials, that is, polynomials whose
i th coefficient equals the i th Betti number of the Conley index.

An example of aMorse decomposition for the combinatorial vector field in Fig. 1 is

M := {{BF}, {F}, {DE}, {A, AD,C,CA,CD, D}}.

The respective Poincaré polynomials of Conley indices in this example are: t , 1, t
and 1 + t . The corresponding Conley–Morse graph is presented in Fig. 5. A Morse
decomposition of the example in Fig. 3 together with the associated Conley–Morse
graph is presented in Fig. 6.

The main result of this paper is the following theorem.

Theorem 2.1 For every combinatorial vector field V on a simplicial complexX , there
exists an upper semicontinuous acyclic multivalued map F : |X | � |X | on the
geometric realization |X | of X , which induces the identity in homology, such that
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Fig. 7 Themultivaluedmap F for the combinatorial vector field shown in Fig. 1. For visualization purposes,
the domain of F is straightened to a segment in which vertices D (marked in green) and E (marked in
magenta) are represented twice. The graph of F is shown in blue. The edge DE in the middle corresponds
to the center edge in Fig. 1. To its left, the three line segments correspond to the cycle in the combinatorial
vector field. Note that the two green vertices are identified. The three edges to the right of the center
correspond to the right triangle in Fig. 1. Also here the two magenta vertices are identified (Color figure
online)

(i) for every Morse decomposition M of V , there exists a Morse decomposition M
of the semidynamical system induced by F,

(ii) the Conley–Morse graph of M is isomorphic to the Conley–Morse graph ofM,
(iii) each element of M is contained in the geometric representation of the corre-

sponding element of M.

This theorem is an immediate consequence of the more detailed theorems presented
in Sect. 5. The multivalued map F constructed in the proof for Theorem 2.1, for the
example in Fig. 1, is presented in Fig. 7.

3 Conley Theory for Multivalued Topological Dynamics

In this section, we recall the main concepts of Conley theory for multivalued dynamics
in the combinatorial and classical setting: isolated invariant sets, index pairs, Conley
index and Morse decompositions. The construction of the Conley index for multival-
ued maps on locally compact metric spaces [5,18] is based on the Alexander–Spanier
cohomology because the strong excision property (cf. [39, Chapter 6.6]) and the
Vietoris–Begle theorem (cf. [39, Chapter 6.9]) for this theory are readily available. A
recent, not published, observation is that an analogous construction of a homological
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Conley theory for multivalued dynamics in the classical setting is also possible. Such a
construction is achieved by replacing Alexander–Spanier cohomology with a homol-
ogy theory for which both the strong excision property and theVietoris–Begle theorem
hold, for instance Steenrod homology (cf. [10,23]). The results of this paper are also
valid for such a homology Conley index. We emphasize this by writing (co)homology
instead of cohomology throughout the paper.

The choice of a coefficient ring for (co)homology does not matter in the Conley
index construction. In applications usually field coefficients suffice. Such a choice is
also convenient in the selection of a normal functor, another algebraic tool needed
in the construction of the Conley index for maps. This is because a very elementary
normal functor, namely the Leray functor, may be used in vector spaces (see Sect. 3.3).
Thus, to keep the presentation simple, we assume the coefficient ring is a field.

3.1 Preliminaries

We write f : X � Y to denote a partial function, that is, a function whose domain,
denoted dom f , is a subset of X . We write im f := f (X) to denote the image of f
and Fix f := { x ∈ dom f | f (x) = x } to denote the set of fixed points of f .

Given a topological space X and a subset A ⊆ X , we denote by cl A, int A and
bd A, respectively, the closure, the interior and the boundary of A. We often use the
set ex A := cl A \ A which we call the exit set or mouth of A. Whenever applying an
operator like cl or ex to a singleton, we drop the braces to keep the notation simple.

The singular cohomology (homology) of the pair (X , A) is denoted by H∗(X , A)

(respectively, H∗(X , A)). Note that in this paper, we apply (co)homology only to
polyhedral pairs or pairs weakly homotopy equivalent to polyhedral pairs. Hence,
the singular (co)homology is the same as Alexander–Spanier cohomology (Steenrod
homology). In particular, all but a finite number of Betti numbers of the pair (X , A) are
zero. The corresponding Poincaré polynomial is the polynomial whose i th coefficient
is the i th Betti number.

By a multivalued map F : X � X , we mean a map from X to the family of non-
empty subsets of X . We say that F is upper semicontinuous if for any open U ⊆ X ,
the set {x ∈ X | F(x) ⊆ U } is open. We say that F is strongly upper semicontinuous
if for any x ∈ X , there exists a neighborhood U of X such that x ′ ∈ U implies
F(x ′) ⊆ F(x). Note that every strongly upper semicontinuous multivalued map is
upper semicontinuous. We say that F is acyclic-valued if F(x) is acyclic for any
x ∈ X .

We consider a simplicial complex as a finite family X of finite sets such that any
non-empty subset of a set inX is inX . We refer to the elements ofX as simplices. By
the dimension of a simplex, we mean one less than its cardinality. We denote byXk the
set of simplices of dimension k. A vertex is a simplex of dimension zero. If σ, τ ∈ X
are simplices and τ ⊆ σ , then we say that τ is a face of σ and σ is a coface of τ . An
(n − 1)-dimensional face of an n-dimensional simplex is called a facet. We say that
a subset A ⊆ X is open if all cofaces of any element of A are also in A. It is easy
to see that the family of all open sets of X is a T0 topology on X , called Alexandrov
topology. It corresponds to the face poset of X via the Alexandrov theorem [1]. In
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particular, the closure of A ⊆ X in the Alexandrov topology consists of all faces of
simplices in A. To avoid confusion, in the case of the Alexandrov topology we write
ClA and ExA for the closure and the exit of A ⊆ X .

By identifying vertices of an n-dimensional simplex σ with a closed convex hull of
n+1 linearly independent vectors inR

d with d > n, we obtain a geometric realization
of σ . We denote it by |σ |. However, whenever the meaning is clear from the context,
we drop the bars to keep the notation simple. By choosing the identification in such a
way that all vectors corresponding to vertices ofX are linearly independent, we obtain
a geometric realization of X given by

|X | :=
⋃

σ∈X
|σ |.

Note that up to a homeomorphism, the geometric realization does not depend on
a particular choice of the identification. In the sequel we assume that a simplicial
complex X and its geometric realization X := |X | are fixed. Given a vertex v ∈ X0,
we denote by tv : |X | → [0, 1] the map which assigns to each point x ∈ |X | its
barycentric coordinate with respect to the vertex v whenever x belongs to a simplex
in the star of v and 0 otherwise. For a simplex σ ∈ X the open cell of σ is

◦
σ := { x ∈ |σ | | tv(x) > 0 for v ∈ σ }.

For A ⊆ X we write

〈A〉 :=
⋃

σ∈A

◦
σ .

One easily verifies the following proposition.

Proposition 3.1 We have the following properties

(i) if A is closed in X , then |A| = 〈A〉,
(ii) if ExA is closed in X , then 〈A〉 = |A| \ |ExA|.


�

3.2 Combinatorial Case

The concept of a combinatorial vector field was introduced by Forman [15]. There
are a few equivalent ways of stating its definition. The definition introduced in Sect.
2 is among the simplest: A combinatorial vector field on a simplicial complex X is a
partition V of X into singletons and doubletons such that each doubleton consists of
a simplex and one of its facets. The partition induces an injective partial map which
sends the element of each singleton to itself and each facet in a doubleton to its coface
in the same doubleton. This leads to the following equivalent definition which will be
used in the rest of the paper.
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Definition 3.2 (see [19, Definition 3.1]) An injective partial self-map V : X � X of
a simplicial complex X is called a combinatorial vector field, or also a discrete vector
field if

(i) For every simplex σ ∈ dom V either V(σ ) = σ , or σ is a facet of V(σ ).
(ii) dom V ∪ im V = X ,
(iii) dom V ∩ im V = FixV .

Note that every combinatorial vector field is a special case of a combinatorial multi-
vector field introduced and studied in [33].

Given a combinatorial vector field V on X , we define the associated combinatorial
multivalued flow as the multivalued map �V : X � X given by

�V (σ ) :=

⎧
⎪⎨

⎪⎩

Cl σ if σ ∈ FixV,

Ex σ \ {V−1(σ )} if σ ∈ im V \ Fix(V),

{V(σ )} if σ ∈ dom V \ Fix(V).

(1)

For the rest of the paper, we assume that V is a fixed combinatorial vector field on X
and �V denotes the associated combinatorial multivalued flow.

A solution of the flow �V is a partial function � : Z � X such that �(i + 1) ∈
�V (�(i)) whenever i, i + 1 ∈ dom �. The solution � is full if dom � = Z. The
invariant part of S ⊆ X , denoted InvS, is the collection of those simplices σ ∈ S
for which there exists a full solution � : Z → S such that �(0) = σ . A set S ⊆ X is
invariant if InvS = S.

Definition 3.3 (see [19, Definition 3.4]) A subset S ⊆ X , invariant with respect to a
combinatorial vector field V , is called an isolated invariant set if the exit set ExS =
ClS \S is closed and there is no solution � : {−1, 0, 1} → X such that �(−1), �(1) ∈
S and �(0) ∈ ExS. The closure ClS is called an isolating block for the isolated
invariant set S.

Proposition 3.4 (see [19, Proposition 3.7]) An invariant set S ⊆ X is an isolated
invariant set if Ex S is closed and for every σ ∈ X we have σ− ∈ S if and only if
σ+ ∈ S, where

σ+ :=
{
V(σ ) if σ ∈ dom V
σ otherwise

and σ− :=
{

σ if σ ∈ dom V
V−1(σ ) otherwise

. (2)

An immediate consequence of Proposition 3.4 is the following corollary.

Corollary 3.5 If S is an isolated invariant set, then for any τ ∈ X and σ, σ ′ ∈ S we
have

σ ⊆ τ ⊆ σ ′ �⇒ τ ∈ S.


�
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A pair P = (P1,P2) of closed subsets of X such that P2 ⊆ P1 is an index pair for
S if the following three conditions are satisfied

P1 ∩ �V (P2) ⊆ P2, (3)

�V (P1 \ P2) ⊆ P1, (4)

S = Inv(P1 \ P2). (5)

By [33, Theorem 7.11] the pair (ClS,ExS) is an index pair for S and the
(co)homology of the index pair of S does not depend on the particular choice of
index pair but only on S. Hence, by definition, it is the Conley index of S. We denote
it Con(S).

3.3 Classical Case

The study of the Conley index for multivalued maps was initiated in [18] with a
restrictive concept of the isolating neighborhood, limiting possible applications. In
particular, that theory is not satisfactory for the needs of this paper. These limitations
were removed by a new theory developed recently in [4,5].We recall themain concepts
of the generalized theory below.

Let F : X � X be an upper semicontinuous map with compact, acyclic values.
A partial map � : Z � X is called a solution for F through x ∈ X if we have both
�(0) = x and �(n + 1) ∈ F(�(n)) for all n, n + 1 ∈ dom �. Given N ⊆ X , we define
its invariant part by

Inv N := {x ∈ N | ∃ � : Z → N which is a solution for F through x}.

A compact set N ⊆ X is an isolating neighborhood for F if Inv N ⊆ int N . The
F-boundary of a given set A ⊆ X is

bdF (A) := cl A ∩ cl(F(A) \ A).

Definition 3.6 A pair P = (P1, P2) of compact sets P2 ⊆ P1 ⊆ N is a weak index
pair for F in N if the following properties are satisfied.

(a) F(Pi ) ∩ N ⊆ Pi for i = 1, 2,
(b) bdF (P1) ⊆ P2,
(c) Inv N ⊆ int(P1 \ P2),
(d) P1 \ P2 ⊆ int N .

Unlike the Conley index for flows and the Conley index for combinatorial vector fields,
the (co)homology of a weak index pair is not an invariant of Inv N . To extract common
information from two index pairs, the following construction is needed. For the weak
index pair P , we set

T (P) := TN (P) := (P1 ∪ (X \ int N ), P2 ∪ (X \ int N )).
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and define the associated index map IP as the composition H∗(FP ) ◦ H∗(iP )−1

(H∗(iP )−1 ◦ H∗(FP) in the case of homology), where FP : P � T (P) is the
restriction of F and iP : P � T (P) is the inclusion map. The pair (H∗(P), IP )

is an example of an object in the category of endomorphisms Endo(E) defined as
follows. Given a category E , objects in Endo(E) are pairs (E, e) with E an object
in E and e : E → E a morphism in E . A morphism ϕ : (E, e) → (E ′, e′) in
Endo(E) is a morphism ϕ : E → E in E such that ϕe = e′ϕ. To extract information
from (H∗(P), IP ) which is an invariant of Inv N , one needs a normal functor N :
Endo(E) → E ′ that is a functor which sends the endomorphism e considered as a
morphism e : (E, e) → (E, e) in Endo(E) to an isomorphism in E ′. The existence of
a universal normal functor for any category E is guaranteed by a result of A. Szymczak
[41]. In practice, one chooses a normal functor which is easy to compute. An example
of such a normal functor is theLeray functor (see [27]) L : Endo(E) → Auto(E)where
Auto(E) is the full subcategory of Endo(E)whose objects have the form (E, e)where
e is an isomorphism in E . We refer to L(E, e) as the Leray reduction of (E, e). For
the needs of this paper, it suffices to describe the Leray reduction for the special case
of the category Vect f of finite-dimensional vector spaces. In this case L(E, e) :=
(E/ gker e, e′) where gker e = ∑∞

n=1 ker e
n and e′ is the map induced on equivalence

classes. For more details concerning normal functors and their use in the construction
of the Conley index, we refer the reader to [30,31].

The Leray functor lets us to define the (co)homological Conley index of an isolated
invariant set S as Con(S, F) := L(H∗(P), IP ). The correctness of the definition is
the consequence of the following two results.

Theorem 3.7 (see [5, Theorem 4.12])For every neighborhood W of Inv N, there exists
a weak index pair P in N such that P1 \ P2 ⊆ W.

Theorem 3.8 (see [5, Theorem 6.4]) The module L(H∗(P), IP ) is independent of the
choice of an isolating neighborhood N for S and of a weak index pair P in N.

It is worth to note that Leray functor or another normal functor is needed only in the
construction of the Conley index for dynamical systems with discrete time (iterates
of maps). The reason is that unlike the translations along the trajectories of a flow,
a general map need not be homotopic to identity. If a map is homotopic to identity,
then one can prove that the map induced on H∗(P)/ gker IP is the identity and in
consequence the Leray reduction of (H∗(P), IP ) may be identified with H∗(P) (cf.
[29]). As we prove in Theorem 5.3, this is the case for themultivaluedmap constructed
in this paper. And, this is what one would expect because the multivalued map we
construct is modeled on a combinatorial analogue of a classical vector field giving rise
to flow-type dynamics.

3.4 Morse Decompositions

In order to formulate the definition of theMorse decomposition of an isolated invariant
set, we need the concepts of α- and ω-limit sets. We formulate these definitions inde-
pendently in the combinatorial and classical settings. Given a full solution � : Z → X
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of the combinatorial dynamics�V onX , the α- and ω-limit sets of � are, respectively,
the sets

α(�) :=
⋂

k∈Z
{�(n) | n ≤ k}, ω(�) :=

⋂

k∈Z
{�(n) | n ≥ k}.

Note that α- and ω-limit sets of �V are always non-empty invariant sets because X
is finite.

Now, given a solution ϕ : Z → X of a multivalued upper semicontinuous map
F : X � X , we define its α- and ω-limit sets, respectively, by

α(ϕ) :=
⋂

k∈Z
cl ϕ((−∞, k]) ω(ϕ) :=

⋂

k∈Z
cl ϕ([k,+∞)).

Definition 3.9 Let S be an isolated invariant set of �V : X � X . We say that the
familyM := {Mr | r ∈ P} indexed by a poset P is aMorse decomposition of S if the
following conditions are satisfied:

(a) the elements of M are mutually disjoint isolated invariant subsets of S,
(b) for every full solution ϕ in X , there exist r , r ′ ∈ P, r ≤ r ′, such that α(ϕ) ⊆ Mr ′

and ω(ϕ) ⊆ Mr ,
(c) if for a full solution ϕ in X and r ∈ P we have α(ϕ) ∪ ω(ϕ) ⊆ Mr , then

im ϕ ⊆ Mr .

By replacing in the above definition the combinatorial multivalued map �V on X by
an upper semicontinuous map F : X → X and adjusting the notation accordingly, we
obtain the definition of the Morse decomposition M := {Mr | r ∈ P} of an isolated
invariant set S of F .

It is not difficult to observe that Definition 3.9 in the combinatorial setting is equiv-
alent to the brief definition of Morse decomposition given in terms of connections in
Sect. 2. Moreover, in the case of combinatorial vector fields, Definition 3.9 coincides
with the definition presented in [33, Sect. 9.1].

4 From Combinatorial to Classical Dynamics

In this section, given a combinatorial vector field V on a simplicial complex X , we
recall from [19] the construction of a multivalued self-map F = FV : X � X on the
geometric realization X := |X | ofX . This mapwill be used to establish the correspon-
dence of Conley indices, Morse decompositions and Conley–Morse graphs between
the combinatorial and classical multivalued dynamics as outlined in the introduction.

4.1 Cellular Decomposition

We begin by presenting a special cellular complex representation of X = |X | used
in the construction of the multivalued map F . For this we need some terminology.
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Let d denote the maximal dimension of the simplices in X . Fix a λ ∈ R such that
0 ≤ λ < 1

d+1 and a point x ∈ X . The λ-signature of x is the function

signλ x : X0 � v �→ sgn (tv(x) − λ) ∈ {−1, 0, 1}, (6)

where sgn : R → {−1, 0, 1} is the standard sign function. Then, a simplex σ ∈ X is
a λ-characteristic simplex of x if both signλ x |σ ≥ 0 and (signλ x)−1({1}) ⊆ σ are
satisfied. We denote the family of λ-characteristic simplices of x by

X λ(x) := { σ ∈ X | (signλ x)−1({1}) ⊆ σ and signλ x(v) ≥ 0 for all v ∈ σ }.

For any λ ≥ 0, the set (signλ x)−1({1}) is a simplex. We call it the minimal λ-
characteristic simplex of x , and we denote it by σλ

min(x). Note that

σ = σ 0
min(x) ⇐⇒ x ∈ ◦

σ . (7)

If λ > 0, then the set (signλ x)−1({0, 1}) is also a simplex. We call it the maximal
λ-characteristic simplex of x , and we denote it by σλ

max(x).

Lemma 4.1 (see [19, Lemma 4.2]) If 0 ≤ ε < λ < 1
1+d , then σλ

max(x) ⊆ σε
min(x) for

any x ∈ X = |X |.
Lemma 4.2 (see [19, Lemma 4.3]) For all x ∈ X = |X | we have X λ(x) �= ∅.
Moreover, there exists a neighborhood U of the point x such that X λ(y) ⊆ X λ(x) for
all y ∈ U.

Given a triple (σ1, σ2, σ ) such that σ1 ⊆ σ2 ⊆ σ ∈ X by a λ-cell generated by this
triple, we mean

〈σ1, σ2, σ 〉λ :=
{
x ∈ X | σλ

min(x) = σ1, σ λ
max(x) = σ2, σ 0

min(x) = σ
}

.

Similarly, as in [19, Formulas (12) and (13)]), one can prove the following character-
izations of 〈σ1, σ2, σ 〉λ and its closure in terms of barycentric coordinates:

〈σ1, σ2, σ 〉λ = {x ∈ X | tv(x) > λ for all v ∈ σ1 and

tv(x) < λ for all v /∈ σ2 and

tv(x) > 0 for all v ∈ σ } , (8)

cl〈σ1, σ2, σ 〉λ = {x ∈ X | tv(x) ≥ λ for all v ∈ σ1 and

tv(x) ≤ λ for all v /∈ σ2 and

tv(x) ≥ 0 for all v ∈ σ } . (9)

It follows that 〈σ1, σ2, σ 〉λ and its closure are convex in the affine subspace spanned
by the vertices of σ and { 〈σ1, σ2, σ 〉λ | σ1 ⊆ σ2 ⊆ σ ∈ X } forms a cellular
decomposition of X = |X |. We refer to it as the λ-cell decomposition of X .
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In the construction of the multivalued self-map F = FV : X � X , a special role
is played by

〈σ 〉λ := {
x ∈ X | X λ(x) = {σ }} =

∑

τ∈X ,τ⊃σ

〈σ, σ, τ 〉λ.

We refer to 〈σ 〉λ as the λ-cell generated by σ . Directly from (8) and (9), we obtain the
following characterizations of 〈σ 〉λ and its closure in terms of barycentric coordinates:

〈σ 〉λ = {x ∈ X | tv(x) > λ for all v ∈ σ and

tv(x) < λ for all v /∈ σ } , (10)

cl〈σ 〉λ = {x ∈ X | tv(x) ≥ λ for all v ∈ σ and

tv(x) ≤ λ for all v /∈ σ } . (11)

Then, the following proposition follows easily from (10).

Proposition 4.3 For λ satisfying 0 < λ < 1
d+1 , the λ-cells are open in |X | and

mutually disjoint. 
�
Another characterization of cl〈σ 〉λ is given by the following corollary.

Corollary 4.4 (see [19, Corollary 4.6]) The following statements are equivalent:

(i) σ ∈ X λ(x),
(ii) σλ

min(x) ⊆ σ ⊆ σλ
max(x),

(iii) x ∈ cl〈σ 〉λ.
Note that for a simplicial complexX , we have the following easy to verify formula:

|X | =
⋃

σ∈X
cl〈σ 〉λ. (12)

The cells 〈σ 〉λ for various values of λ are visualized in Fig. 8. They are the building
blocks for the multivalued map F .

4.2 TheMaps F� and theMap F

We now recall from [19] the construction of the strongly upper semicontinuous map F
associated with a combinatorial vector field. For this, we fix two constants

0 < γ < ε <
1

d + 1
(13)

and for any σ ∈ X , we define the closed sets

Aσ := {
x ∈ σ+ | tv(x) ≥ γ for all v ∈ σ−} ∪ σ− ,

Bσ := {
x ∈ σ+ | there exists a v ∈ σ− with tv(x) ≤ γ

}
,
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Fig. 8 Sample cell decomposition boundaries for the simplicial complex X from Fig. 3. The colored lines
indicate the boundaries of ε-cells (orange), γ -cells (cyan), δ-cells (green) and δ′-cells (blue). Throughout the
paper, we assume that 0 < δ′ < δ < γ < ε. The figure also contains ten sample cells: Two orange ε-cells
which are associated with a 2-simplex (upper left) and a 1-simplex (lower right); two cyan γ -cells which
correspond to a 1-simplex (middle) and a 0-simplex (left); three green δ-cells for a 2-simplex (upper right),
a 1-simplex (lower left), and a 0-simplex (top middle); as well as three blue δ′-cells for two 1-simplices
(upper left and bottom right) and a 0-simplex (right middle). All of these cells are open subsets of |X |
(Color figure online)

Cσ := Aσ ∩ Bσ . (14)

Then, the following lemma is an immediate consequence of [19, Lemma 4.8].

Lemma 4.5 For any simplex σ ∈ X \ FixV , the sets Aσ , Bσ and Cσ are contractible.

For every simplex σ ∈ X , we define a multivalued map Fσ : X � X by

Fσ (x) :=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∅ if σ /∈ X ε(x) ,

Aσ if σ ∈ X ε(x) , σ �= σε
max(x)

+ , and σ �= σε
max(x)

− ,

Bσ if σ = σε
max(x)

+ �= σε
max(x)

− ,

Cσ if σ = σε
max(x)

− �= σε
max(x)

+ ,

σ if σ = σε
max(x)

− = σε
max(x)

+ ,

(15)

and the multivalued map F : X � X by

F(x) :=
⋃

σ∈X
Fσ (x) for all x ∈ X = |X | . (16)

Figure 7 shows the graph {(x, y) ∈ X × X | y ∈ F(x)} of the so-constructed map F
for the vector field in Fig. 1.

One of main results proved in [19] is the following theorem.

Theorem 4.6 (see [19, Theorem 4.12]) The map F is strongly upper semicontinuous,
and for every x ∈ X, the set F(x) is non-empty and contractible. 
�
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5 The Correspondence Between Combinatorial and Classical
Dynamics

In this section we present the constructions and theorems establishing the correspon-
dence between the multivalued dynamics of a combinatorial vector field V on the
simplicial complex X and the associated multivalued dynamics of the multivalued
map F = FV constructed in Sect. 4. The theorems presented in this section provide
the proof of Theorem 2.1.

Throughout the section we assume that d is the maximal dimension of the simplices
in X .

5.1 Correspondence of Isolated Invariant Sets

In order to establish the correspondence on the level of isolated invariant sets, we fix
a constant δ satisfying

0 < δ < γ < ε <
1

d + 1
,

where γ and ε are the constants chosen in Sect. 4.2 (see (13)). For A ⊆ X and any
constant β satisfying 0 < β < 1

d+1 , we further set

Nβ(A) :=
⋃

σ∈A
cl〈σ 〉β. (17)

Let S ⊆ X be an isolated invariant set for the combinatorial vector field V in the sense
of Definition 3.3. The following theorem associates with S an isolating block for F ,
and it was proved in [19].

Theorem 5.1 (see [19, Theorem 5.7]) The set

N := Nδ := Nδ(S) (18)

is an isolating block for F. In particular, it is an isolating neighborhood for F. 
�
A sample of an isolating block for the map F given by (16) which corresponds to the
combinatorial isolated invariant set in Fig. 4 is presented in Fig. 9.

Theorem 5.1 lets us to associate with S an isolated invariant set

S(S) := Inv Nδ

given as the invariant part of Nδ with respect to F .

5.2 The Conley Index of S(S)

In order to compare the Conley indices of S and S(S), we need to construct a weak
index pair for F in Nδ . To define such a weak index pair, we choose another constant
δ′ such that
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Fig. 9 Isolating block Nδ for the isolated invariant set S shown in Fig. 4. Notice that the block is the union
of closed δ-cells. For reference, we also show the δ-cell boundaries outside Nδ , but these are not part of the
isolating block. The block is homeomorphic to a closed annulus

0 < δ′ < δ < γ < ε <
1

d + 1
, (19)

and for the remainder of this paper, these four constants will remain fixed. Now define
the two sets

P1 := Nδ ∩ Nδ′ and P2 := Nδ′ ∩ bd Nδ . (20)

Clearly, P2 ⊆ P1 ⊆ N := Nδ are compact sets. We have the following theorem.

Theorem 5.2 The pair P = (P1, P2) defined by (20) is a weak index pair for F and
the isolating neighborhood N = Nδ .

The proof of Theorem 5.2 will be presented in Sect. 6. A weak index pair for the
isolating block given in Fig. 9 is presented in Fig. 10. As recalled in Sect. 3.3, the
Conley index of S(S) with respect to F is

Con(S(S), F) := L(H∗(P), IP ),

where L is the Leray reduction of the relative (co)homology graded module H∗(P) =
H∗(P1, P2) of P , and IP is the indexmap on H∗(P). In Sect. 7 we prove the following
theorem.

Theorem 5.3 We have

Con(S(S), F) ∼= (H∗(P), idH∗(P)),

where idH∗(P) denotes the identitymap. In otherwords, as in the case of flows, theCon-
ley index of S(S) with respect to F can be simply defined as the relative (co)homology
H∗(P).
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Fig. 10 The weak index pair P = (P1, P2) associated with the isolating block Nδ from Fig. 9. The set P1
is shown in dark blue, and the part of its boundary which comprises P2 is indicated in magenta. Notice that
the parts of the δ-cells shown in green are cut from the isolating block Nδ when passing to P1 (Color figure
online)

5.3 Correspondence of Conley Indices

As recalled in Sect. 3.2, the Conley index of S with respect to �V is

Con(S) := H∗(ClS,ExS) .

In Sect. 8 we prove the following theorem.

Theorem 5.4 We have

H∗(P1, P2) ∼= H∗(ClS,ExS) .

As a consequence,

Con(S(S)) ∼= Con(S) .

Theorem 5.4 extends the correspondence between the isolated invariant sets S and
S(S) to the respective Conley indices.

5.4 Correspondence of Morse Decompositions

GivenM = {Mr | r ∈ P}, a Morse decomposition of X with respect to the combina-
torial flow �V , we define the sets

Mr := Nr
ε ∩ 〈Mr 〉 ,
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where Nr
ε := Nε(Mr ) is given by (17), that is, we have

Nr
ε =

⋃

σ∈Mr

cl〈σ 〉ε .

In Sect. 9 we prove the following theorem, which establishes the correspondence
between Morse decompositions of V and of F .

Theorem 5.5 The collection M := {Mr | r ∈ P} is a Morse decomposition of X with
respect to F. Moreover, for each r ∈ P we have

Con(Mr ) = C(Mr ) ,

and the Conley–Morse graphs for the Morse decompositions M and M coincide.

The reader can immediately see that Theorem 2.1, the main result of the paper, is
now a consequence of Theorems 5.4 and 5.5.

6 Proof of Theorem 5.2

In this section we prove Theorem 5.2. The proof is split into six auxiliary lemmas and
the verification that the pair P defined by (20) satisfies the conditions (a) through (d) of
Definition 3.6. Throughout this section, we make use of the constants chosen in (19).

6.1 Auxiliary Lemmas

Lemma 6.1 Consider a ζ satisfying 0 < ζ < γ and assume Aσ ∩ cl〈τ 〉ζ �= ∅ for all
simplices τ, σ ∈ X . Then, either τ is a face of σ− or τ = σ+.

Proof Choose an x ∈ Aσ ∩ cl〈τ 〉ζ . According to (14), we have

Aσ = {
x̃ ∈ σ+ | tv(x̃) ≥ γ for all v ∈ σ−} ∪ σ− .

If τ is a face of σ−, we are done. Suppose that this does not hold. Then, τ has to
contain the vertex w of σ+ complementing σ− as shown in Fig. 11 and x /∈ σ−. This
implies that tv(x) ≥ γ > ζ for all v ∈ σ−. Since

cl〈τ 〉ζ = {x̃ ∈ X | tv(x̃) ≥ ζ for all v ∈ τ and tv(x) ≤ ζ for all v /∈ τ } ,

this implies that all vertices of σ− have to be in τ . Hence, τ = σ+ and the claim is
proved. 
�
Lemma 6.2 Suppose that x ∈ cl〈τ 〉δ for some τ ∈ S and that σ := σε

max(x) /∈ S.
Then, for every ζ satisfying 0 < ζ < γ , we have

F(x) ∩ Nζ = ∅ .
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Fig. 11 The sets σ+, Aσ and
vertex w in the proof of
Lemma 6.1

Proof Suppose that F(x) ∩ Nζ �= ∅. Hence, there exists a simplex τ̂ ∈ S and a point
y ∈ F(x) ∩ cl〈τ̂ 〉ζ . Then, Lemma 4.1 and Corollary 4.4 imply that

σ = σε
max(x) ⊆ σ δ

min(x) ⊆ τ.

In other words, σ is a face of τ . Since S is an isolated invariant set, τ ∈ S implies the
inclusions τ± ∈ S.

Since y ∈ F(x), we have y ∈ F�(x) for some simplex � ∈ X ε(x). There are four
possible cases to consider.

First, assume that � �= σ+ and � �= σ−. Then, F�(x) = A� and y ∈ A� ∩ cl〈τ̂ 〉ζ .
According to Lemma 6.1, τ̂ has to be a face of �− or τ̂ = �+. Recall that we assumed
σ /∈ S. Since � ∈ X ε(x), we get

� ⊆ σ ⊆ τ.

Since σ /∈ S and τ ∈ S, Corollary 3.5 implies that � /∈ S and Proposition 3.4 implies
that �± /∈ S. Sincewe assumed τ̂ ∈ S, Lemma 6.1 shows that we cannot have τ̂ = �+.
Thus, τ̂ has to be a face of �−. The inclusions

τ̂ ⊆ �− ⊆ � ⊆ σ ⊆ τ,

with τ̂ , τ ∈ S and σ /∈ S contradict the closedness of ExS in Definition 3.3.
Now assume that � = σ+ �= σ−. Since � ∈ X ε(x), � has to be a face of σ , so we

get σ+ = σ /∈ S as well as σ− /∈ S. Moreover, in this case,

y ∈ F�(x) = B� = Bσ+ ⊆ σ+ = σ.

Hence, σ 0
min(y) ⊆ σ . Given that y ∈ cl〈τ̂ 〉ζ , we obtain

τ̂ ⊆ σ ζ
max(y) ⊆ σ 0

min(y) ⊆ σ ⊆ τ .

This contradicts Corollary 3.5 because τ̂ , τ ∈ S and σ /∈ S.
Next assume that � = σ− �= σ+. Then, y ∈ F�(x) = C� ⊆ A�. Hence, the

inclusion y ∈ A� ∩ cl〈τ̂ 〉ζ holds, and we get a contradiction as in the first case.
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The last possible case is � = σ− = σ ∈ FixV . Then, y ∈ �. Since,

τ̂ ⊆ σ 0
min(y) ⊆ σ,

we get the inclusions

τ̂ ⊆ � ⊆ σ ⊆ τ,

and a contradiction is reached as before. 
�
Lemma 6.3 (see [19, Lemma 4.10]) The image F(x) can be expressed alternatively
as

F(x) = Fσε
max(x) ∪

⋃

τ∈T ε(x)

Fτ (x) , (21)

where

T ε(x) := {
τ ∈ X ε(x) \ {

σε
max(x)

} | τ = τ− and τ+ /∈ Cl σε
max(x)

}
. (22)

Furthermore, every τ ∈ T ε(x) automatically satisfies τ ∈ dom V \ FixV .
Lemma 6.4 We have

F(Nδ) ∩ Nδ ⊆ 〈S〉.

Consequently, Inv Nδ ⊆ 〈S〉.
Proof We begin by showing that

F(Nδ) ∩ Nδ ⊆ |S|. (23)

Let y ∈ F(Nδ) ∩ Nδ with y ∈ F(x) for some x ∈ Nδ . Then, there exists a τ ∈ S and
a τ̂ ∈ S such that x ∈ cl〈τ 〉δ and y ∈ cl〈τ̂ 〉δ . Let σ0 := σ 0

min(x) and σ := σε
max(x).

By Lemma 4.1 and by Corollary 4.4, we have

τ ⊆ σ δ
max(x) ⊆ σ 0

min(x) = σ0,

σ = σε
max(x) ⊆ σ 0

min(x) = σ0,

and

σε
max(x) ⊆ σ δ

min(x) ⊆ τ .

This implies that σ ⊆ τ ⊆ σ0. We have F(x) ∩ Nδ �= ∅ because y ∈ F(x) ∩ Nδ .
From Lemma 6.2, we get σ ∈ S. Hence, σ± ∈ S. Since y ∈ F(x), we now consider
the following cases resulting from Lemma 6.3.

Assume first that y ∈ F�(x) for a simplex � ∈ T ε(x). Then, � �= σ , � = �−,
and �+ /∈ Cl σ . We will show that � ∈ S. To see this assume the contrary. Then,
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one obtains � �= σ−, � �= σ+, so F�(x) = A� and y ∈ A� ∩ cl〈τ̂ 〉δ with τ̂ ∈ S.
Lemma 6.1 implies that τ̂ = �+ or τ̂ is a face of �. If τ̂ = �+, then �+ ∈ S, which
implies that � ∈ S, a contradiction. If τ̂ is a face of �, we get the inclusions

τ̂ ⊆ � ⊆ σε
max(x) = σ ∈ S

with τ̂ , σ ∈ S and � /∈ S. As in the proof of Lemma 6.2, this contradicts that S is an
isolated invariant set. Thus, � ∈ S. Then, �+ ∈ S and y ∈ F�(x) ⊆ �+ ⊆ |S|.

Now assume that y ∈ Fσ (x) = Fσε
max(x)(x). Then, Fσ (x) can either be Bσ , or Cσ ,

or σ . All these sets are contained in σ+ ∈ S; hence, also in this case y ∈ |S| and (23)
is proved. By Proposition 3.1(ii), in order to conclude the proof, it suffices to show
that

F(Nδ) ∩ Nδ ∩ |ExS| = ∅.

Assume the contrary. Then, there exists a point z ∈ F(Nδ) ∩ Nδ with z ∈
◦
σ̃ for some

σ̃ ∈ ExS. Since z ∈ Nδ , there exists a τ̃ ∈ S such that z ∈ cl〈τ̃ 〉δ . We get the
inclusions

τ̃ ⊆ σ δ
max(z) ⊆ σ 0

min(z) = σ̃ ,

with τ̃ ∈ S. Since σ̃ ∈ ExS, this contradicts the closedness of ExS and completes
the proof. 
�
Lemma 6.5 Assume S is an isolated invariant set for�V in the sense of Definition 3.3,
and consider the set N = Nδ ⊆ X = |X | given by (18). Then, x ∈ bd Nδ if and only
if

X δ(x) ∩ S �= ∅ and X δ(x) \ S �= ∅ . (24)

Proof The fact that x ∈ bd Nδ implies (24) is shown in [19, Lemma 5.5]. The reverse
implication is an easy consequence of Proposition 4.3. 
�
Lemma 6.6 For any x ∈ Nδ′ ∩ bd Nδ , we have σε

max(x) /∈ S.

Proof Since x ∈ bd Nδ , Lemma 6.5 implies that there exists a σ1 ∈ X δ(x) \ S.
Moreover, let σ0 = σ 0

min(x) and σ = σε
max(x). By Corollary 4.4 we then obtain the

inclusions σ = σε
max(x) ⊆ σ δ

min(x) ⊆ σ1 ⊆ σ δ
max(x) . In addition, we further have

x ∈ Nδ′ . Hence, there exists a simplex τ ′ ∈ S with x ∈ cl〈τ ′〉δ′ . This implies that
σ δ
max(x) ⊆ σ δ′

min(x) ⊆ τ ′ ⊆ σ δ′
min(x). Together, this gives σ ⊆ σ1 ⊆ τ ′, where both

σ1 /∈ S and τ ′ ∈ S hold. Therefore, Corollary 3.5 implies that σ /∈ S, which completes
the proof. 
�

6.2 Property (a)

Lemma 6.7 The sets P1, P2 given by (20) and N = Nδ given by (18) satisfy property
(a) in Definition 3.6.
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Proof Let i = 1. We know from Lemma 6.4 that

F(P1) ∩ Nδ ⊆ F(Nδ) ∩ Nδ ⊆ 〈S〉, (25)

and obviously F(P1)∩Nδ ⊆ Nδ . We argue by contradiction. Suppose that there exists
an x ∈ F(P1) ∩ Nδ with x /∈ Nδ′ .

Since x ∈ Nδ , we have x ∈ cl〈τ 〉δ for some τ ∈ S. Moreover, since x /∈ Nδ′ , we
have x ∈ cl〈τ ′〉δ′ for some τ ′ /∈ S. Now let σ0 = σ 0

min(x). Then, one obtains the

inclusions τ ⊆ σ δ
max(x) ⊆ σ δ′

min(x) ⊆ τ ′ ⊆ σ δ′
max(x) ⊆ σ0, where τ ∈ S and τ ′ /∈ S.

Therefore, we get from Corollary 3.5 that σ0 /∈ S. This shows that x /∈ 〈S〉 because
by (7) we also have x ∈ ◦

σ 0. Since x ∈ F(P1) ∩ Nδ , this contradicts (25) and proves
the claim for i = 1.

Consider now the case i = 2, and let x ∈ P2 = Nδ′ ∩ bd Nδ . Then, Lemma 6.6
implies σε

max(x) /∈ S. Since x ∈ Nδ , Lemma 6.2 shows that F(x) ∩ Nδ = ∅ ⊆ P2,
and the conclusion follows. 
�

6.3 Property (d)

Lemma 6.8 We have

P1 \ P2 = Nδ′ ∩ int Nδ .

As a consequence, property (d) in Definition 3.6 is satisfied.

Proof Let x ∈ P1 \ P2 be arbitrary. Since x ∈ P1, we have x ∈ Nδ and x ∈ Nδ′ . Since
x /∈ P2, either x /∈ bd Nδ or x /∈ Nδ′ . The second case is excluded; hence, we have
x /∈ bd Nδ . It follows that x ∈ int Nδ , and therefore also that x ∈ Nδ′ ∩ int Nδ .

Conversely, let x ∈ Nδ′ ∩ int Nδ ⊆ P1. Then, both x /∈ bd Nδ and x /∈ P2 are
satisfied. It follows that x ∈ P1 \ P2.

Now, property (d) trivially follows from the inclusion Nδ′ ∩ int Nδ ⊆ int Nδ . 
�

6.4 Property (c)

Lemma 6.9 We have

Inv Nδ ⊆ int(P1 \ P2).

In other words, property (c) in Definition 3.6 is satisfied.

Proof According to Theorem 5.1, we have

Inv Nδ ⊆ int Nδ . (26)

We will show in the following that also

Inv Nδ ⊆ int Nδ′ . (27)
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We argue by contradiction. Suppose that Inv Nδ \ int Nδ′ �= ∅ and let x ∈ Inv Nδ be
such that x /∈ int Nδ′ . If x ∈ bd Nδ′ , then Lemma 6.5 shows that there exists a simplex
τ ′ /∈ S with x ∈ cl〈τ ′〉δ′ . It is clear that if x /∈ Nδ′ , such a τ ′ also exists. According to
Lemma 6.4, we have x ∈ 〈S〉, that is, there exists a simplex σ ∈ S with x ∈ ◦

σ . By (7)
we have σ 0

min(x) = σ . As before, we obtain inclusions

σε
max(x) ⊆ σ δ′

min(x) ⊆ τ ′ ⊆ σ δ′
max(x) ⊆ σ 0

min(x) = σ,

with τ ′ /∈ S and σ ∈ S, and Corollary 3.5 implies that σε
max(x) /∈ S. Due to our

assumption, we have x ∈ Inv Nδ ⊆ Nδ , and Lemma 6.2 gives F(x)∩Nδ = ∅. Hence,
x /∈ Inv Nδ , which is a contradiction, and thus proves (27).

The inclusions (26) and (27) give

Inv Nδ ⊆ int Nδ′ ∩ int Nδ = int(Nδ′ ∩ int Nδ) = int(P1 \ P2),

which completes the proof. 
�
For the next result, we need the following two simple observations. If A and B are

closed subsets of X , then

bd(A ∩ B) ⊆ (bd A ∩ B) ∪ (A ∩ bd B) . (28)

If A is a closed subset of X , then

bdF (A) ⊆ A ∩ F(A) . (29)

The first observation is straightforward. In order to verify the second one, it is clear
that bdF (A) ⊆ cl A = A. Since F(A) \ A ⊆ F(A), we get

cl(F(A) \ A) ⊆ cl F(A) = F(A),

because the map F is upper semicontinuous and the set X is compact. These two
inclusions immediately give (29).

6.5 Property (b)

Lemma 6.10 For P1 and P2 defined by (20), we have

bdF (P1) ⊆ P2 .

In other words, property (b) in Definition 3.6 is satisfied.

Proof One can easily see that bdF (P1) ⊆ bd(P1). Together with (28), this further
implies

bdF (P1) ⊆ bd(P1) = bd(Nδ ∩ Nδ′)
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⊆ (Nδ′ ∩ bd Nδ) ∪ (Nδ ∩ bd Nδ′)

= P2 ∪ (Nδ ∩ bd Nδ′) .

Thus, if we can show that

bdF (P1) ∩ (Nδ ∩ bd Nδ′) = ∅, (30)

then the proof is complete. We prove this by contradiction. Assume that there exists
an x ∈ bdF (P1) ∩ (Nδ ∩ bd Nδ′). Since x ∈ bdF (P1), by (29) we get

x ∈ P1 ∩ F(P1) ⊆ Nδ ∩ F(Nδ) .

Thus, due to Lemma 6.4, we have the inclusion x ∈ 〈S〉. It follows that there exists a
simplex σ ∈ S with x ∈ ◦

σ and by (7) σ = σ 0
min(x).

Since x ∈ Nδ , we get a simplex τ ∈ S such that x ∈ cl〈τ 〉δ and since x ∈ bd Nδ′ ,
by Lemma 6.5 we also get a simplex τ ′ /∈ S such that x ∈ cl〈τ ′〉δ′ . Now, Lemma 4.1
and Corollary 4.4 imply

τ ⊆ σ δ
max(x) ⊆ σ δ′

min(x) ⊆ τ ′ ⊆ σ δ′
max(x) ⊆ σ 0

min(x) = σ .

Since τ, σ ∈ S and τ ′ /∈ S, this contradicts, in combination with Corollary 3.5, the
fact that S is an isolated invariant set—and the proof is complete. 
�

Theorem 5.2 is now an immediate consequence of Lemmas 6.7, 6.8, 6.9, 6.10.

7 Proof of Theorem 5.3

In this section we prove Theorem 5.3. Since the Leray reduction of an identity is
clearly the same identity, it suffices to prove that the index map IP is the identity map.
We achieve this by constructing an acyclic-valued and upper semicontinuous map G
whose graph contains both the graph of F and the graph of the identity. The map G
is constructed by gluing two multivalued and acyclic maps. One of these, the map F̃
defined below, is a modification of our map F , while the second map D contains the
identity.

7.1 TheMap F̃

For x ∈ X and σ ∈ X ε(x), we define

F̃σ (x) := Fσ (x) ∪ Aσ .
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One can then easily verify that

F̃σ (x) =
⎧
⎨

⎩

Aσ if Fσ (x) = Cσ

σ+ if Fσ (x) = Bσ

Fσ (x) otherwise,
(31)

and that the inclusion
σ ⊆ F̃σ (x) (32)

holds. We will show that the auxiliary map F̃ : X � X given by

F̃(x) :=
⋃

σ∈X ε(x)

F̃σ (x). (33)

is acyclic-valued. For this we need a few auxiliary results.

Lemma 7.1 For any x ∈ X and σ := σε
max(x), we have

F̃(x) = Aσ ∪ F(x). (34)

Proof It is straightforward to observe that the right-hand side of (34) is contained in the
left-hand side. To prove the opposite inclusion, take a y ∈ F̃(x) and select a simplex
τ ∈ X ε(x) such that y ∈ F̃τ (x). In particular, τ ⊆ σ . Note that if τ = σ , then

F̃τ (x) = F̃σ (x) = Fσ (x) ∪ Aσ ⊆ F(x) ∪ Aσ . (35)

According to (15), the value Fτ (x) may be Aτ , Bτ , Cτ or τ . Assume first that we have
Fτ (x) = Aτ . Then,

F̃τ (x) = Fτ (x) ∪ Aτ = Fτ (x) ⊆ F(x) ⊆ F(x) ∪ Aσ .

Next, consider the case Fτ (x) = Bτ . Then, τ = σ+ �= σ−. Since τ ⊆ σ , we cannot
have σ = σ−. Hence, σ = σ+ = τ and estimation (35) applies. Assume in turn that
Fτ (x) = Cτ . Then, τ = σ− �= σ+, Aτ = Aσ and

F̃τ (x) = Cτ ∪ Aτ = Aτ = Aσ ⊆ F(x) ∪ Aσ .

Finally, if Fτ (x) = τ , then τ = σ− = σ+ = σ and again (35) applies. 
�
Proposition 7.2 Let x ∈ X and let σ := σε

max(x). For any simplex τ ∈ T ε(x),
where T ε(x) is given as in (22), we have

Aτ ∩ Aσ = τ ∩ σ−. (36)

Proof We have τ ∩ σ− ⊆ σ− ⊆ Aσ and τ ∩ σ− ⊆ τ = τ− ⊆ Aτ , which shows
that the right-hand side of (36) is contained in the left-hand side. Observe that for any
simplex � �= σ+, we have � ∩ Aσ ⊆ σ−. We cannot have τ+ = σ+, because then
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either σ = σ− = τ− = τ or τ+ = σ+ = σ ∈ Cl σ , in both cases contradicting the
inclusion τ ∈ T ε(x). Thus, Aτ ∩ Aσ ⊆ τ+ ∩ Aσ ⊆ σ−. It follows that we must have
Aτ ∩ Aσ ⊆ σ− ∩ τ+ ⊆ σ ∩ τ+. The simplex σ ∩ τ+ must be a proper face of τ+
because otherwise τ+ is a face of σ which contradicts τ+ /∈ Cl σ. But, τ ⊆ σ ∩ τ+
and τ = τ− is a face of τ+ of codimension one. It follows that σ ∩ τ+ = τ which
proves (36). 
�

The following proposition is implicitly proved in the second to last paragraph of
the proof of [19, Theorem 4.12].

Proposition 7.3 For any τ ∈ T ε(x) we have Fτ (x) = Aτ . 
�
Lemma 7.4 For an x ∈ X and σ := σε

max(x), we have

Aσ ∩ F(x) = Aσ ∩ Fσ (x). (37)

Proof Obviously, the right-hand side is contained in the left-hand side. To prove the
opposite inclusion, choose a y ∈ F(x)∩Aσ and select a simplex τ such that y ∈ Fτ (x).
It suffices to show that y ∈ Fσ (x). By Lemma 6.3 we may assume that either τ = σ

or τ ∈ T ε(x). If τ = σ , the inclusion is obvious. Hence, assume that τ ∈ T ε(x). By
Corollary 4.4 we have τ ⊆ σ . This means that τ � σ , τ = τ− and τ+ /∈ Cl σ . From
Proposition 7.3 we get Fτ (x) = Aτ . Therefore,

y ∈ Aτ ∩ Aσ ⊆ τ+ ∩ Aσ ⊆ τ+ ∩ σ+. (38)

If σ = σ+ = σ−, then y ∈ Aσ = σ = Fσ (x), and hence, the inclusion holds. Thus,
consider the case σ+ �= σ−. By Proposition 7.2 we get y ∈ τ ∩ σ−. We cannot have
τ ∩ σ− = σ−, because then σ− ⊆ τ � σ , τ− = τ = σ−, τ+ = σ+ and τ �= σ

implies τ+ = σ+ = σ , τ+ ∈ Cl σ , a contradiction. Hence, τ ∩ σ− is a proper face of
the simplex σ−. Therefore, τ ∩ σ− ⊆ Cσ ⊆ Fσ (x). 
�
Theorem 7.5 The map F̃ is upper semicontinuous and acyclic-valued.

Proof The upper semicontinuity of the map F̃ is an immediate consequence of for-
mula (33) and Lemma 4.2. To show that F̃ is acyclic-valued fix an x ∈ X . By (34),
F̃(x) = Aσ ∪ F(x). The set Aσ is acyclic by Lemma 4.5 and the set F(x) is acyclic
by Theorem 4.6. Moreover, Aσ ∩ F(x) = Aσ ∩ Fσ (x) by (37). Hence, due to (15) the
intersection Aσ ∩ F(x) is either Aσ or Cσ , hence also acyclic. Moreover, F(x) and
Aσ are closed subcomplexes of the γ -cell decomposition of X . Therefore, it follows
from the Mayer–Vietoris theorem that F̃(x) is acyclic. 
�
Proposition 7.6 Theweak index pair P is positively invariantwith respect to F̃ and Nδ ,
that is, we have

F̃(Pi ) ∩ Nδ ⊆ Pi for i = 1, 2.

Proof The proof is analogous to the proof of Lemma 6.7. 
�
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7.2 TheMap D̃

We define a multivalued map D : X � X , by letting

D(x) := conv ({x} ∪ σε
max(x)),

where conv A denotes the convex hull of A. Note that the above definition is well
posed because both {x} and σε

max(x) are subsets of the same simplex σ 0
min(x).

In order to show that D is upper semicontinuous, we need the following lemma.

Lemma 7.7 The mapping

X � x �→ σε
max(x) ⊆ X

is strongly upper semicontinuous, that is, for every x ∈ X there exists a neighbor-
hood V of x such that for each y ∈ V we have σε

max(y) ⊆ σε
max(x).

Proof By Lemma 4.2, we can choose a neighborhood V of x in such a way that
X ε(y) ⊆ X ε(x) for y ∈ V . In particular, σε

max(y) ∈ X ε(y) ⊆ X ε(x). By Corol-
lary 4.4, we obtain σε

max(y) ⊆ σε
max(x). 
�

Proposition 7.8 The mapping D is upper semicontinuous and has non-empty and
contractible values.

Proof Since the values of D are convex, they are obviously contractible. To see that
D is upper semicontinuous, fix ε > 0. By Lemma 7.7 we can find a neighborhood
V of x such that σε

max(y) ⊆ σε
max(x). Let B(x, ε) denote the ε-ball around x , let

y ∈ B(x, ε)∩V , and fix a point z ∈ D(y). Then, z = t y+ (1− t)ȳ for a t ∈ [0, 1] and
ȳ ∈ σε

max(y). Let z
′ := t x + (1 − t)ȳ. Since σε

max(y) ⊆ σε
max(x), we have z

′ ∈ D(x).
Moreover, the estimate ||z − z′|| = t ||y − x || ≤ ||y − x || < ε holds. It follows that
z ∈ B(D(x), ε). Hence, D(y) ⊆ B(D(x), ε), which proves the upper semicontinuity
of D. 
�
Lemma 7.9 Let 0 < ζ < ε. For any x ∈ X and any y ∈ D(x), y �= x, we have

σ ζ
max(y) ⊆ σ

ζ
min(x).

Proof Let x ∈ X and y ∈ D(x), with y �= x , be fixed. Then, y = αx + (1− α)xσ for
some xσ ∈ σε

max(x) and α ∈ [0, 1). Consider a vertex v /∈ σ
ζ
min(x). By Lemma 4.1

we have σε
max(x) ⊆ σ

ζ
min(x), which shows that v /∈ σε

max(x). Therefore,

tv(y) = αtv(x) + (1 − α)tv(xσ )

= αtv(x) < tv(x) ≤ ζ,

which implies v /∈ σ
ζ
max(y), and the inclusion σ

ζ
max(y) ⊆ σ

ζ
min(x) follows. 
�
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Proposition 7.10 The weak index pair P is positively invariant with respect to D
and Nδ , that is, we have

D(Pi ) ∩ Nδ ⊆ Pi for i = 1, 2. (39)

Proof We begin with the proof for the case i = 1. Fix an x ∈ P1 = Nδ ∩ Nδ′ . Then,
x ∈ cl〈τ 〉δ and x ∈ cl〈τ ′〉δ′ for some τ, τ ′ ∈ S. Consider a y ∈ D(x) ∩ Nδ . For y = x
inclusion (39) trivially holds. Therefore, assume y �= x . Since y ∈ Nδ , there exists a
simplex η ∈ S with y ∈ cl〈η〉δ . Consider a simplex η′ ∈ X such that y ∈ cl〈η′〉δ′ . By
Lemma 7.9 we obtain η′ ⊆ σ δ′

max(y) ⊆ σ δ′
min(x) ⊆ τ ′ and Lemma 4.1 together with

Corollary 4.4 implies η ⊆ σ δ
max(y) ⊆ σ δ′

min(y) ⊆ η′. Thus, η ⊆ η′ ⊆ τ ′. Since η ∈ S
and τ ′ ∈ S, we get from Corollary 3.5 that η′ ∈ S. Thus, y ∈ Nδ′ , which completes
the proof for i = 1.

To proceed with the proof for i = 2, fix an x ∈ P2 and consider a y ∈ D(x) ∩ Nδ .
Inclusion (39) is trivial when y = x . Hence, assume y �= x . Note that P2 ⊆ N ′

δ ,
therefore x ∈ cl〈τ ′〉δ′ for some τ ′ ∈ S. Since x ∈ bd Nδ , by Lemma 6.5 there exists
a simplex τ /∈ S such that x ∈ cl〈τ 〉δ . According to Lemma 4.1 we then have the
inclusion τ ⊆ σ δ

max(x) ⊆ σ δ′
min(x) ⊆ τ ′, and this yields τ ∈ ExS. Consider a simplex

η such that y ∈ cl〈η〉δ . By Lemma 7.9 we have η ⊆ σ δ
max(y) ⊆ σ δ

min(x) ⊆ τ. Now,
the closedness of ExS implies η ∈ ExS. Hence, y ∈ bd Nδ by Lemma 6.5. Observe
that by case i = 1 we also have y ∈ P1 ⊆ N ′

δ . Therefore, y ∈ P2. 
�

7.3 TheMap G

Define the multivalued map G : X � X by

G(x) := D(x) ∪ F̃(x). (40)

Proposition 7.11 The following conditions hold:

(i) G is upper semicontinuous,
(ii) P is positively invariant with respect to G and Nδ ,
(iii) G is acyclic-valued.

Proof The map G inherits properties (i) and (ii) directly from its summands F̃ and D
(see Theorem 7.5, Propositions 7.6, 7.8 and 7.10).

To prove (iii), fix an x ∈ X and note that F̃(x) is acyclic by Theorem 7.5, and
that D(x) is acyclic by Proposition 7.11(iii). Let σ := σε

max(x) and σ 0 := σ 0
min(x).

Obviously either x ∈ σ or x /∈ σ . To begin with, we consider the case x ∈ σ . Then,
one has D(x) = σ . We will show that D(x) ⊆ F̃(x). Indeed, if σ = σ−, then we
have D(x) = σ = σ− ⊆ Aσ ⊆ F̃(x) by Lemma 7.1. If σ �= σ−, then one has the
equality σ = σ+. In that case Fσ (x) = Bσ and by (31) we get F̃σ (x) = σ+, which
shows that D(x) = σ = σ+ = F̃σ (x) ⊆ F̃(x). Consequently, if x ∈ σ , then we have
the equality G(x) = F̃(x), and this set is acyclic by Theorem 7.5.

Thus, consider the case x /∈ σ . By the Mayer–Vietoris theorem, it suffices to show
that D(x) ∩ F̃(x) is acyclic because both sets D(x) and F̃(x) are closed and acyclic
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subcomplexes of the γ -cell decomposition of X . To this end we use the following
representation

F̃(x) = Fσ (x) ∪ Aσ ∪
⋃

τ∈T ε(x)

Fτ (x),

which follows immediately from Lemma 7.1 and (21). First, we will show that for
every simplex τ ∈ T ε(x) we have

D(x) ∩ Fτ (x) ⊆ D(x) ∩ (Fσ (x) ∪ Aσ ) . (41)

To see this observe that since x ∈ σ 0 \ σ , it is evident that σ is a proper face of the
simplex σ 0. Moreover, one can easily observe that

D(x) ⊆ σ 0 and D(x) ∩ |Ex σ 0| = σ. (42)

Note that from the definition of the collection T ε(x) (cf. Lemma 6.3), it follows that
any simplex τ ∈ T ε(x) is a proper face of σ . Therefore, σ 0 is a coface of τ of
codimension greater than one. Hence, we cannot have τ+ = σ 0. By Proposition 7.3
we have Fτ (x) = Aτ ⊆ τ+. Thus, from τ = τ− ⊆ Aτ and (42), we obtain

D(x) ∩ Fτ (x) ⊆ σ for any τ ∈ T ε(x). (43)

We will now show that
σ ⊆ D(x) ∩ (Fσ (x) ∪ Aσ ) . (44)

Obviously, σ ⊆ D(x). If σ = σ−, then σ ⊆ Aσ ⊆ Fσ (x) ∪ Aσ . If σ = σ+, then
by (15) we have σ ⊆ σ+ ⊆ Fσ (x)∪ Aσ . Hence, (44) is proved. Formula (41) follows
now from (43) and (44). From (41) we immediately obtain that

D(x) ∩ F̃τ (x) = D(x) ∩ (Fσ (x) ∪ Aσ ) . (45)

Now we distinguish the two complementary cases: σ = σ+ and σ = σ− �= σ+. First
of all, if σ = σ+, then

D(x) ∩ (Fσ (x) ∪ Aσ ) ⊆ σ 0 ∩ σ+ = σ 0 ∩ σ = σ.

It follows from (44) and (41) that in this case

D(x) ∩ F̃(x) = D(x) ∩ (Fσ (x) ∪ Aσ ) = σ

is an acyclic set. We show that the same is true in the second case σ = σ− �= σ+.
Now one has Fσ (x) ∪ Aσ = Cσ ∪ Aσ = Aσ . Observe that Aσ = A+ ∪ σ−, where

A+ := {y ∈ σ+ | tv(y) ≥ γ for v ∈ σ−}
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is a convex set. This, together with (45), shows that

D(x) ∩ F̃(x) = D(x) ∩ Aσ = D(x) ∩ (A+ ∪ σ−) = (D(x) ∩ A+) ∪ σ−. (46)

The acyclicity of the right-hand side of (46) follows from the Mayer–Vietoris theorem
because D(x) ∩ A+, σ−, and D(x) ∩ A+ ∩ σ− = A+ ∩ σ− are all closed, acyclic
subcomplexes of the γ -cell decomposition of X . Therefore, by (46) also in this case
the set D(x) ∩ F̃(x) is acyclic. This completes the proof. 
�
We are now able to prove Theorem 5.3.

Proof of Theorem 5.3: ByLemma7.6 andProposition 7.10,we can consider themapG,
given by (40), as a map of pairs

G : (P1, P2) � (T1(P), T2(P)).

Directly from the definition of G, it follows that both the inclusion i : P → T (P)

and F : P � T (P) are selectors of G, that is, for any x ∈ P1 we have

x ∈ G(x) and F(x) ⊆ G(x).

Moreover, all of the above maps are acyclic-valued (cf. again Proposition 7.11 and
Theorem 4.6). Therefore, it follows from [16, Proposition 32.13(i)] that the identities
H∗(F) = H∗(G) = H∗(i) are satisfied. As a consequence, we obtain the desired
equality IP = idH∗(P), which completes the proof. 
�

8 Proof of Theorem 5.4

In order to prove Theorem 5.4, we first construct an auxiliary pair (Q1, Q2) and show
that H∗(P1, P2) ∼= H∗(Q1, Q2). As a second step, we then construct a continuous
surjection ψ : (Q1, Q2) → (|ClS|, |ExS|) with contractible preimages and apply
the Vietoris–Begle theorem (cf. [39, Chapter 6.9]) to complete the proof.

8.1 The Pair (Q1,Q2)

Consider the pair (Q1, Q2) consisting of the two sets

Q1 := Nδ(ClS) ∩ Nδ′(ClS),

Q2 := Nδ(ExS) ∩ Nδ′(ClS),

where Nδ(A) is given by (17). Figure 12 shows an example of such a pair for the
isolated invariant set S presented in Fig. 9.

Proposition 8.1 We have

H∗(Q1, Q2) ∼= H∗(P1, P2). (47)
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Fig. 12 The pair Q = (Q1, Q2) associated with the isolating block Nδ from Fig. 9 and the weak index
pair P = (P1, P2) from Fig. 10. The set Q1 is the union of the dark blue and magenta regions, while the
subset Q2 ⊆ Q1 is only the magenta part (Color figure online)

Proof We begin by verifying the two inclusions

Pi ⊆ Qi for i = 1, 2. (48)

It is clear that P1 ⊆ Q1; therefore, we shall verify (48) for i = 2.
Let x ∈ P2. Then x ∈ Nδ and by Lemma 6.5, there exists a simplex σ /∈ S such

that x ∈ cl〈σ 〉δ . On the other hand, x ∈ P1 implies x ∈ Nδ′(S), so we can take τ ∈ S
with x ∈ cl〈τ 〉δ′ . For any vertex v ∈ σ , we have tv(x) ≥ δ > δ′, which shows that
σ ⊆ τ ∈ S. Consequently, σ ∈ ClS, which along with σ /∈ S implies the inclusions
σ ∈ ExS and x ∈ Nδ(ExS). Observe now that we also have x ∈ Nδ′(ClS), according
to P2 ⊆ Nδ′(S) ⊆ Nδ′(ClS). Thus, x ∈ Q2. The proof of (48) is now complete.

Note that P1, P2, Q1, Q2 are compact andQ2 ⊆ Q1 and P2 ⊆ P1. Therefore, by the
strong excision property of Alexander–Spanier (co)homology (cf. [39, Chapter 6.6]),
in order to prove (48), it suffices to verify that Q1 \ Q2 = P1 \ P2.

For this, consider an x ∈ Q1 \ Q2. Then, x ∈ Nδ(ClS) and x /∈ Nδ(ExS). Hence,
there exists a σ ∈ ClS \ ExS = S with x ∈ cl〈σ 〉δ . It follows that

x ∈ Nδ(S). (49)

We also have x ∈ Nδ′(ClS). In order to show that x ∈ P1, we need to verify the
inclusion x ∈ Nδ′(S). Suppose to the contrary that there is a τ ∈ ClS \ S = ExS
with x ∈ cl〈τ 〉δ′ . Then, for each vertex v of σ we have tv(x) ≥ δ > δ′, which means
that each vertex of σ is a vertex of τ . In other words σ ⊆ τ . However, τ ∈ ExS which,
according to the closedness of ExS, implies σ ∈ ExS, a contradiction. Therefore,
x ∈ Nδ′(S), and together with (49) this implies the inclusion x ∈ P1. Since x /∈ Q2, by
(48), we further have x /∈ P2. Consequently, both x ∈ P1 \ P2 and Q1 \ Q2 ⊆ P1 \ P2
are satisfied.

In order to prove the reverse inclusion, let x ∈ P1 \ P2 be arbitrary. It is clear
that then x ∈ Q1. We need to show that x /∈ Q2. Suppose the contrary. Then, there
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exists a simplex σ ∈ ExS such that x ∈ cl〈σ 〉δ . It follows that σ ∈ X δ(x) \ S and
X δ(x) \S �= ∅. Since x ∈ P1 ⊆ Nδ(S), we also have X δ(x)∩S �= ∅. Therefore, by
Lemma 6.5, we get x ∈ bd Nδ(S). Yet, we also have x ∈ Nδ′(S) in view of x ∈ P1.
Consequently, x ∈ bd Nδ(S) ∩ Nδ′(S) = P2 ⊆ Q2, which is a contradiction. 
�

8.2 Auxiliary Maps'�
�

Proposition 8.2 For any σ, τ ∈ X , we have

cl〈σ 〉λ ∩ cl〈τ 〉λ = {x ∈ X | tv(x) = λ for v ∈ (τ \ σ) ∪ (σ \ τ),

tv(x) ≥ λ for v ∈ τ ∩ σ,

tv(x) ≤ λ for v /∈ τ ∪ σ } .

In particular

cl〈σ 〉λ ∩ cl〈τ 〉λ ⊆ cl〈σ ∩ τ 〉λ.

Proof The proposition follows immediately from (11). 
�
For λ ∈ [0, 1) let

ϕλ : [0, 1] � t �−→
{

t−λ
1−λ

for t ≥ λ

0 for t ≤ λ
∈ [0, 1]. (50)

Given a simplex σ in X , we define the map

ϕλ
σ : cl〈σ 〉λ � x �−→ ϕλ

σ (x) ∈ |σ |

by

ϕλ
σ (x) :=

∑

v∈X0

ϕλ(tv(x))∑
w∈X0

ϕλ(tw(x))
v . (51)

Proposition 8.3 The map ϕλ
σ is well defined and continuous.

Proof Let x ∈ cl〈σ 〉λ. Then, we have tv(x) ≤ λ for v /∈ σ , and consequently, the
identity ϕλ(tv(x)) = 0 holds for v /∈ σ . Hence, ϕλ

σ (x) ∈ |σ |, which means that ϕλ
σ

is well defined. The continuity of ϕλ
σ (x) follows from the continuity of ϕλ and the

continuity of the barycentric coordinates. 
�
For σ ∈ X let nσ denote the number of vertices in σ . For x ∈ cl〈σ 〉λ set

rλ
σ (x) :=

∑

w/∈σ

tw(x).
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Lemma 8.4 Let σ ∈ X and λ ∈ [0, 1). For any x ∈ cl〈σ 〉λ and v ∈ X0 we have

tv(ϕ
λ
σ (x)) =

⎧
⎨

⎩

tv(x) − λ

1 − λnσ − rλ
σ (x)

if v ∈ σ

0 otherwise.
(52)

Proof It is clear from (50) and (51) that (52) is correct for v /∈ σ . On the other hand,
if v ∈ σ , then tv(x) ≥ λ; hence, by (51) and (50) we have

tv(x) = tv(ϕ
λ
σ (x))(1 − λ)

∑

w∈X0

ϕλ(tw(x)) + λ. (53)

Summing up the barycentric coordinates of x over all vertices in X0, and taking into
account the above equalities, which are valid for all vertices of σ , we obtain

∑

v∈X0

tv(x) =
∑

v∈σ

tv(x) +
∑

v /∈σ

tv(x)

=
∑

v∈σ

tv(ϕ
λ
σ (x))(1 − λ)

∑

w∈X0

ϕλ(tw(x)) + λnσ + rλ
σ (x).

Since the barycentric coordinates sum to 1, we have
∑

v∈X0
tv(x) = 1. Moreover,

since ϕλ
σ (x) ∈ |σ |, we also have

∑
v∈σ tv(ϕλ

σ (x)) = 1. Therefore, the above equality
reduces to

1 = (1 − λ)
∑

w∈X0

ϕλ(tw(x)) + λnσ + rλ
σ (x).

Consequently,

∑

w∈X0

ϕλ(tw(x)) = 1 − λnσ − rλ
σ (x)

1 − λ
.

Replacing the sum
∑

w∈X0
ϕλ(tw(x)) in (53) by the right-hand side of this equation

and calculating tv(ϕλ
σ (x)), we obtain (52) for v ∈ σ . This completes the proof. 
�

Proposition 8.5 For any simplex σ ∈ X and λ ∈ [0, 1), we have

ϕλ
σ (σ ∩ cl〈σ 〉λ) = σ.

Proof It is clear that ϕλ
σ (σ ∩cl〈σ 〉λ) ⊆ σ,; therefore, we verify the opposite inclusion.

Take an arbitrary y ∈ σ and define

x :=
∑

v∈σ

(tv(y)(1 − λnσ ) + λ) v
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It is easy to check that the above formula correctly defines a point x ∈ σ via its
barycentric coordinates. Moreover, we have x ∈ σ ∩ cl〈σ 〉λ, as tv(x) = 0 for v /∈ σ

and tv(x) ≥ λ for v ∈ σ . An easy calculation, with the use of Lemma 8.4, finally
shows that ϕλ

σ (x) = y. 
�
The following proposition is an immediate consequence of Proposition 8.2.

Proposition 8.6 For any simplices σ and τ inX and arbitrary λ ∈ [0, 1), the maps ϕλ
σ

and ϕλ
τ coincide on cl〈σ 〉λ ∩ cl〈τ 〉λ. 
�

8.3 MappingÃ

In view of (12) and Proposition 8.6, we have a well-defined continuous surjection
ϕ : |X | → |X | given by

ϕ(x) := ϕδ
σ (x) where σ ∈ X is such that x ∈ cl〈σ 〉λ.

Let ψ := ϕ|Q1 : Q1 → X denote the restriction of ϕ to Q1.

Proposition 8.7 For each y ∈ |ClS|, the fiberψ−1(y) is non-empty and contractible.

Proof Let y ∈ |ClS| = 〈ClS〉 be arbitrary and let the simplex σ ∈ ClS be such that

y ∈ ◦
σ . Furthermore, define the set

Xσ := { x ∈ X | tv(x) ≤ δ if v /∈ σ and
tv(x) = tv(y)(1 − δnσ − rλ

σ (x)) + δ for v ∈ σ } .

We first verify that the fiber of y under ϕδ
σ is given by

(ϕδ
σ )−1(y) = Xσ . (54)

For this, fix an x ∈ Xσ , and recall that δ satisfies (19), in particular δ < 1/(d + 1).
Therefore, for v ∈ σ we deduce from (52) the inequality

tv(x) = tv(y)(1 − δnσ − rλ
σ (x)) + δ ≥ tv(y)(1 − δnσ − δ(d + 1 − nσ ) + δ ≥ δ.

This, together with the obvious inequality tv(x) ≤ δ for v /∈ σ , shows that

Xσ ⊆ cl〈σ 〉δ = dom ϕδ
σ . (55)

Moreover, a straightforward calculation implies that for everypoint x ∈ Xσ the identity
ϕδ

σ (x) = y holds. This shows that Xσ ⊆ (ϕδ
σ )−1(y). Since the converse inclusion is

straightforward, the proof of (54) is finished. Now let

X̄σ := (ϕδ
σ )−1(y) ∩ Nδ′(ClS) = Xσ ∩ Nδ′(ClS). (56)
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We claim that
ψ−1(y) = X̄σ . (57)

Note that

X̄σ ⊆ cl〈σ 〉δ ∩ Nδ′(ClS) ⊆ Nδ ∩ Nδ′ = Q1 = domψ.

Since X̄σ ⊆ (ϕδ
σ )−1(y), one obtains for w ∈ X̄σ the identity y = ϕδ

σ (w) = ψ(w).
Therefore, X̄σ ⊆ ψ−1(y). For theproof of the reverse inclusion, it suffices to verify that
the condition x /∈ cl〈σ 〉δ implies ψ(x) �= y. Suppose to the contrary that x /∈ cl〈σ 〉δ
and ψ(x) = y, and consider a simplex τ such that x ∈ cl〈τ 〉δ . Then, ψ(x) = ϕδ

τ (x).

Directly from the definition of ϕδ
τ , we infer that ψ(x) ∈ τ . However, ψ(x) = y ∈ ◦

σ ,
which means that σ is a face of τ . Then, taking into account the inclusion x ∈ cl〈τ 〉δ \
cl〈σ 〉δ , we can find a vertex v ∈ τ \ σ such that tv(x) > δ. Consequently, by (52), we

have tv(y) = tv(ψ(x)) = tv(ϕδ
τ (x)) > 0, which contradicts y ∈ ◦

σ , and completes the
proof of (57).

We still need to show that X̄σ = ψ−1(y) is contractible. To this end, we define the
map h : X̄σ × [0, 1] → X̄σ by

h(x, s) :=
∑

v∈X0

tv,x,sv,

where

tv,x,s :=
{

(1 − s)tv(x) if v /∈ σ,

tv(y)(1 − δnσ − (1 − s)rλ
σ (x)) + δ if v ∈ σ.

We will show that h is a well-defined homotopy between the identity on X̄σ and a
constant map on X̄σ .

To begin with, we verify that for any point x ∈ X̄σ and arbitrary s ∈ [0, 1] we
have h(x, s) ∈ X̄σ . The verification that the inclusion h(x, s) ∈ cl〈σ 〉δ holds, as well
as ϕδ

σ (h(x, s)) = y, which in turn shows that h(x, s) ∈ (ϕδ
σ )−1(y), is tedious but

straightforward. We still need to verify that h(x, s) ∈ Nδ′(ClS). For this, consider
a simplex τ ∈ ClS such that x ∈ cl〈σ 〉δ ∩ cl〈τ 〉δ′ . Since for any v ∈ σ we have
tv(x) ≥ δ > δ′, we deduce that σ ⊆ τ . Let

η := { v ∈ X0 | tv(h(x, s)) > δ′ }.

Then, we claim that the inclusions σ ⊆ η ⊆ τ hold. Indeed, if v /∈ τ , then σ ⊆ τ

implies the inequalities tv(h(x, s)) = (1 − s)tv(x) ≤ tv(x) ≤ δ′. Furthermore, if one
has v ∈ σ ⊆ τ , then tv(h(x, s)) ≥ tv(x) ≥ δ > δ′. Therefore, η is a simplex and
it satisfies h(x, s) ∈ cl〈η〉δ′ . Since σ ∈ ClS as well as τ ∈ ClS, the closedness of
ClS implies that η ∈ ClS. Consequently, h(x, s) ∈ Nδ′(ClS), and this proves that
the map h is well defined.

The continuity of h follows from the continuity of the barycentric coordinates. Ver-
ification that h(·, 0) = id X̄σ

as well as that h(·, 1) is constant on X̄σ is straightforward.
This completes the proof. 
�
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Proposition 8.8 We have

(i) ψ(Q1) = |ClS|,
(ii) ψ(Q2) = |ExS|,
(iii) ψ−1(|ExS|) = Q2.

In particular, we can consider ψ as a map of pairs

ψ : (Q1, Q2) → (|ClS|, |ExS|).

Proof For the proof of (i), fix an arbitrary point x ∈ Q1. Then, there exists a simplex
σ ∈ ClS with x ∈ cl〈σ 〉δ . Thus, ψ(x) = ϕ(x) = ϕδ

σ (x) ∈ σ ⊆ |ClS| and
ψ(x) ∈ |ClS|. This implies that the inclusionψ(Q1) ⊆ |ClS|. The reverse inclusion
is a consequence of Proposition 8.5 because for any simplex σ ∈ ClS we have
σ ∩ cl〈σ 〉δ ⊆ cl〈σ 〉δ ∩ cl〈σ 〉δ′ ⊆ Q1. The proof of (ii) is analogous to the proof of (i).

In order to prove the remaining statement (iii), first observe that we have the inclu-
sion ψ−1(|ExS|) ⊆ Q2. Indeed, given a y ∈ |ExS|, there exists a σ ∈ ExS such

that y ∈ ◦
σ , and by (56), (57), and (55), we have

ψ−1(y) ⊆ cl〈σ 〉δ ∩ Nδ′(ClS) ⊆ Nδ(ExS) ∩ Nδ′(ClS) = Q2,

which implies ψ−1(|ExS|) ⊆ Q2. This, together with (ii), implies (iii). The last
statement is a direct consequence of (i) and (ii). 
�

Proposition 8.9 We have

H∗(Q1, Q2) ∼= H∗(|ClS|, |ExS|).

Proof By Proposition 8.8 the mapping ψ : (Q1, Q2) → (|ClS|, |ExS|) is a con-
tinuous surjection with ψ−1(|ExS|) = Q2. By Proposition 8.7, ψ has contractible,
and hence acyclic fibers. Moreover, ψ is proper, that is, the preimages of compact sets
under ψ are compact. Therefore, the map ψ is a Vietoris map. By the Vietoris–Begle
mapping theorem for the pair of spaces, we conclude that

ψ∗ : H∗(|ClS|, |ExS|) → H∗(Q1, Q2)

is an isomorphism, which completes the proof. 
�

Figure 13 shows an example of the pairs (Q1, Q2) and (|ClS|, |ExS|) in Propo-
sition 8.9.

Proof of Theorem 5.4: Theorem 5.4 is an immediate consequence of Propositions 8.1,
8.9, and Theorem 5.3. 
�
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(A) (B)

Fig. 13 The pairs Q = (Q1, Q2) and (|ClS|, |ExS|)

9 Proof of Theorem 5.5

In order to prove Theorem 5.5, we first establish a few auxiliary lemmas. Then, we
recall some results concerning the correspondence of solutions for�V and F . We then
use this correspondence to prove an auxiliary theorem and finally present the proof of
Theorem 5.5.

9.1 Auxiliary Lemmas

First observe that Theorem 5.1 applies to the set Nβ(S) given by (17) for any β which
satisfies 0 < β < 1/(d + 1).

Lemma 9.1 We have

Nε ∩ 〈S〉 = Nε ∩ |ClS|.

In particular, Nε ∩ 〈S〉 is closed.
Proof Clearly, Nε ∩ 〈S〉 ⊆ Nε ∩ |ClS|. To prove the opposite inclusion, assume
to the contrary that there exists an x ∈ Nε ∩ |ClS| and x /∈ Nε ∩ 〈S〉. Then, by
Proposition 3.1(ii), x ∈ Nε ∩ |ExS|. Consider simplices σ ∈ ExS and τ ∈ S such

that x ∈ ◦
σ and x ∈ cl〈τ 〉ε. Since for any vertex v ∈ τ we have tv(x) ≥ ε > 0, the

inclusion v ∈ σ has to hold. Hence, τ ⊆ σ . Therefore, by the closedness of ExS we
get τ ∈ ExS, a contradiction.

Lemma 9.2 For any x ∈ Nε ∩ 〈S〉 we have σε
max(x) ∈ S.

Proof Fix a point x ∈ Nε ∩ 〈S〉. Then, there exist simplices τ, σ ∈ S such that

x ∈ cl〈τ 〉ε and x ∈ ◦
σ . Clearly, one has σ = σ 0

min(x). By Corollary 4.4 and Lemma 4.1,
we then obtain τ ⊆ σε

max(x) ⊆ σ. Therefore, the closedness of ExS implies that
σε
max(x) ∈ S. 
�
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Lemma 9.3 We have

Nε ∩ 〈S〉 ⊆ Nδ ∩ 〈S〉.

Proof Fix a point x ∈ Nε ∩ 〈S〉. Then, we have σ 0
min(x) ∈ S. By Lemma 9.2 we

further obtain σε
max(x) ∈ S. In addition, Lemma 4.1 immediately implies the inclu-

sions σε
max(x) ⊆ σ δ

min(x) ⊆ σ δ
max(x) ⊆ σ 0

min(x). Now the closedness of ExS yields
σ δ
max(x) ∈ S, and consequently, x ∈ Nδ , which completes the proof. 
�

9.2 Solution Correspondence

In the sequel we need two results on the correspondence of solutions of the combina-
torial flow �V and the associated multivalued dynamical system F . We recall them
from [19]. We begin with a definition.

Definition 9.4 (see [19, Definition 5.2])

(a) Let � : Z → X denote a full solution of the combinatorial flow �V . Then,
the reduced solution �∗ : Z → X is obtained from � by removing �(k + 1)
whenever �(k + 1) is the target of an arrow of V whose source is �(k).

(b) Conversely, let �∗ : Z → X denote an arbitrary sequence of simplices inX . Then,
its arrowhead extension � : Z → X is defined as follows. If �∗(k) ∈ dom V\FixV
and if �∗(k+1) �= �∗(k)+, then we insert �∗(k)+ between �∗(k) and �∗(k+1). In
other words, the arrowhead extension � is obtained from �∗ by inserting missing
targets of arrows.

Theorem 9.5 (see [19, Theorem 5.3]) Let

Xε :=
⋃

σ∈X
〈σ 〉ε ⊆ X

denote the union of all open ε-cells of X. Then, the following holds.

(a) Let � : Z → X denote a full solution of the combinatorial flow �V . Furthermore,
let �∗ : Z → X denote the reduced solution as in Definition 9.4(a). Then, there is
a function ϕ : Z → Xε such that for k ∈ Z we have

ϕ(k + 1) ∈ F (ϕ(k)) and ϕ(k) ∈ 〈�∗(k)〉ε .

In other words, ϕ is an orbit of F which follows the dynamics of the combinatorial
simplicial solution � after removing arrowheads.

(b) Conversely, let ϕ : Z → Xε denote a full solution of F which is completely
contained in Xε. Let �∗(k) = σε

max(ϕ(k)) for k ∈ Z, and let � : Z → X denote
the arrowhead extension of � as in Definition 9.4(b). Then, � is a solution of the
combinatorial flow �V .


�
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Lemma 9.6 (see [19, Lemma 4.9]) For all simplices σ ∈ X and all points x ∈ X, we
have Fσ (x) ⊆ σ+. 
�
Theorem 9.7 (see [19, Theorem 5.4]) Let ϕ : Z → X denote an arbitrary full solution
of the multivalued map F and let

�∗(k) = σε
max(ϕ(k)) (58)

for k ∈ Z. Extend this sequence of simplices in the following way:

(1) For all k ∈ Z with ϕ(k) /∈ |�∗(k − 1)+|, we choose a face τ ⊆ �∗(k − 1) such
that ϕ(k) ∈ |Cl τ+ \ {τ }| and then insert τ between �∗(k − 1) and �∗(k).

(2) Let � : Z → X denote the arrowhead extension of the sequence created in (1),
according to Definition 9.4(b).

Then, the so-obtained simplex sequence � : Z → X is a solution of the combinatorial
flow �V . 
�

9.3 Invariance

Lemma 9.8 The set Nε ∩ 〈S〉 is negatively invariant with respect to F, that is

Inv−
F (Nε ∩ 〈S〉) = Nε ∩ 〈S〉.

Proof Obviously, it suffices to prove that for every y ∈ Nε ∩ 〈S〉 there exists an
x ∈ Nε ∩ 〈S〉 such that y ∈ F(x). To verify this, fix a y ∈ Nε ∩ 〈S〉. Let σ ∈ S be

such that y ∈ ◦
σ . We will consider several cases concerning the simplex σ . First assume

that σ ∈ FixV , that is, σ = σ− = σ+. Take any x ∈ 〈σ 〉ε ∩ σ ⊆ Nε ∩ 〈S〉. Since
σε
max(x) = σ− = σ+, the definition of F (see (16)) shows that Fσ (x) = σ . Hence,
y ∈ Fσ (x) ⊆ F(x).

Now assume that σ− �= σ+. Note that if σ = σ+, then we have σ = Aσ ∪ Bσ ,
and if σ = σ−, then σ ⊆ Aσ . Hence, either y ∈ Aσ or σ = σ+ and y ∈ Bσ . In the
latter case we may take any point x ∈ 〈σ 〉ε ∩ σ ⊆ Nε ∩ 〈S〉 because in that case one
has σ = σε

max(x) = σε
max(x)

+ �= σε
max(x)

−, which immediately yields the inclusion
y ∈ Bσ = Fσ (x) ⊆ F(x).

It remains to consider the case y ∈ Aσ . Since S is invariant with respect to �V
and σ+ = V(σ−), there exists a trajectory � of V in S which contains σ− and σ+ as
consecutive simplices. Let τ denote the simplex in this solution which precedes the
tail σ− ∈ dom V . Then, τ ∈ S and, according to the definition of the multivalued flow
�V , we have σ−

� τ �= σ+. Now let k denote the number of vertices in τ \ σ and let
x ∈ X be the point with the barycentric coordinates given by

tv(x) :=

⎧
⎪⎨

⎪⎩

ε if v ∈ τ \ σ,

1 − kε if v ∈ σ,

0 otherwise.
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Then, we have both x ∈ cl〈τ 〉ε ∩ cl〈σ−〉ε ∩ τ and σε
max(x) = τ , and this in turn

implies σε
max(x)

+ �= σ− and σε
max(x)

− �= σ−. Therefore, Fσ−(x) = Aσ− = Aσ ,
which shows that y ∈ Fσ−(x) ⊆ F(x).

Lemma 9.9 The set Nε ∩ 〈S〉 is positively invariant with respect to F, that is

Inv+
F (Nε ∩ 〈S〉) = Nε ∩ 〈S〉.

Proof For the proof it is enough to justify that for any point x ∈ Nε ∩ 〈S〉 we have
F(x) ∩ Nε ∩ 〈S〉 �= ∅. Let x ∈ Nε ∩ 〈S〉 be fixed and let σ := σε

max(x). By
Lemma 9.2 we have σ ∈ S. Then, x ∈ cl〈σ 〉ε. Since F(〈σ 〉ε) ⊆ F(cl〈σ 〉ε) and
F is strongly upper semicontinuous by Theorem 4.6, without loss of generality we
may assume that x ∈ 〈σ 〉ε. The set S is invariant with respect to the combinatorial
flow �V . Hence, there exists a solution � : Z → X of �V , which is contained in S
and passes through σ . Furthermore, let �∗ : Z → X denote the reduced solution as
defined in Definition 9.4(a). There are two possible complementary cases: σ ∈ im �∗
or σ /∈ im �∗.

In the first case there exists a k ∈ Z with σ = �∗(k). Consider ϕ : Z → X ε, which
is a corresponding solution with respect to F as constructed in Theorem 9.5(a). Then,
ϕ(k) ∈ 〈σ 〉ε and ϕ(k + 1) ∈ F(ϕ(k)) ∩ 〈�∗(k + 1)〉ε. Since the map F is constant on
open ε-cells, we further obtain

ϕ(k + 1) ∈ F(x) ∩ 〈�∗(k + 1)〉ε. (59)

Due to x ∈ 〈σ 〉ε, by Lemma 9.6 we have F(x) = Fσ (x) ⊆ σ+ ∈ S, where the last
inclusion follows from Proposition 3.4, as S is an isolated invariant set. This, along
with (59), completes the proof in the case where σ ∈ im �∗.

Finally, we consider the case �(k) := σ /∈ im �∗, which immediately gives rise to
the inclusion σ ∈ im V \FixV . In this case, the identity�V (σ ) = Ex σ \{σ−} implies
�(k + 1) ∈ Ex σ \ {σ−}. However, we also have F(x) = Fσ (x) = Bσ , according
to the fact that σ = σε

max(x)
+ �= σε

max(x)
−. This readily furnishes the inclusions

|�(k + 1)| ⊆ |Ex σ \ {σ−}| ⊆ Bσ = F(x). In particular, the barycenter of �(k + 1)
belongs to |�(k + 1)| ∩ 〈�(k + 1)〉ε ∩ F(x) ⊆ F(x) ∩ Nε ∩ 〈S〉. This completes the
proof. 
�

As a straightforward consequence of Lemmas 9.8 and 9.9, we obtain the following
corollary.

Corollary 9.10 The set Nε ∩ 〈S〉 is invariant with respect to F, that is, we have

InvF (Nε ∩ 〈S〉) = Nε ∩ 〈S〉.

�

9.4 An Auxiliary Theorem and Lemma

The following characterization of the set S(S) = Inv Nδ is needed in the proof of
Theorem 5.5.
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Theorem 9.11 We have

Inv Nδ = Nε ∩ 〈S〉.

Proof According to Lemma 9.3 and Corollary 9.10, we immediately obtain the inclu-
sion Nε ∩ 〈S〉 ⊆ InvF Nδ . Therefore, it suffices to verify the opposite inclusion.

To accomplish this, take an x ∈ Nδ \ (Nε ∩ 〈S〉). If x ∈ Nδ \ Nε, then x ∈ cl〈τ 〉δ
for some simplex τ ∈ S, and σε

max(x) /∈ S. This, according to Lemma 6.2, implies
F(x)∩Nδ = ∅. If x ∈ Nδ\〈S〉, thenwe again obtain F(x)∩Nδ = ∅ as a consequence
of Lemma 6.4. Both cases show that there is no solution with respect to F passing
through x and contained in Nδ , which means that InvF Nδ ⊆ Nε ∩ 〈S〉, and therefore
completes the proof. 
�

Note that by Theorem 9.11 the sets Mr can be alternatively expressed as

Mr = InvF (Nr
δ ),

where Nr
δ = ⋃

σ∈Mr
cl〈σ 〉δ.

Lemma 9.12 Let ϕ : Z → X be a solution for the multivalued map F. Assume that
the sequence of simplices �∗ : Z → X and � : Z → X define a corresponding
solution of the combinatorial flow �V , as introduced in Theorem 9.7. If S is an
isolated invariant set with respect to �V , and if there exists a integer k ∈ Z such that
�∗(k), �∗(k + 1) ∈ S, and if each simplex in the extended solution � between the
simplices �∗(k) and �∗(k + 1) belongs to S, then ϕ(k + 1) ∈ 〈S〉 ∩ Nε.

Proof Observe that by (58) we have the inclusion ϕ(k + 1) ∈ 〈�∗(k + 1)〉ε, and since
�∗(k + 1) ∈ S, we get ϕ(k + 1) ∈ Nε. We need to verify that ϕ(k + 1) ∈ 〈S〉. Let
σi = σε

max(ϕ(i)) = �∗(i) for i ∈ Z. Then, we have to consider the following two
complementary cases: ϕ(k + 1) ∈ σ+

k and ϕ(k + 1) /∈ σ+
k .

The first case immediately shows that ϕ(k + 1) ∈ |ClS|, as σk ∈ S implies the
inclusion σ+

k ∈ S according to the assertion that S is an isolated invariant set (cf.
Proposition 3.3). Since we also have ϕ(k + 1) ∈ Nε, the inclusion ϕ(k + 1) ∈ 〈S〉
follows from Lemma 9.1.

Consider now the second case ϕ(k + 1) /∈ σ+
k . According to Theorem 9.7(1), we

have the inclusion ϕ(k+1) ∈ |Cl τ+|, where τ is a simplex in the extended solution �

which lies between the simplices �∗(k) and �∗(k+1). According to our assumption τ

belongs toS, hence so does τ+, asS is isolated and invariant. Consequently,ϕ(k+1) ∈
|ClS| which, along with the inclusion ϕ(k + 1) ∈ Nε and Lemma 9.1, implies
ϕ(k + 1) ∈ 〈S〉. This completes the proof. 
�

9.5 Proof of Theorem 5.5

First note that the sets Mr of M are mutually disjoint, which is a consequence of the
mutual disjointness of the sets in the family M and the definition of the sets Mr .
Moreover, by Theorems 5.1 and 9.11, they are isolated invariant sets with respect to
the map F . Hence, condition (a) of Definition 3.9 holds.
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We now verify condition (b) of Definition 3.9. Let ϕ : Z → X be an arbitrary
solution of the multivalued map F . Let � : Z → X denote a corresponding solution
of the multivalued flow �V as constructed in Theorem 9.7. Since M is a Morse
decomposition of V , there exist two indices r , r ′ ∈ P with r ′ ≥ r , such that the
inclusions α(�) ⊆ Mr ′ and ω(�) ⊆ Mr are satisfied.

Let us first focus on the ω-limit set of ϕ. The inclusion ω(�) ⊆ Mr implies that
there exists a k′ ∈ Z

+ such that �(n) ∈ Mr for all n ≥ k′. Passing to the reduced
solution �∗, we infer that �∗(n) ∈ Mr for large enough n. Let k ∈ Z

+ be such that
both �(n) ∈ Mr and �∗(n) ∈ Mr hold for n ≥ k. Then, Lemma 9.12 implies the
inclusion ϕ(k + 1) ∈ Mr . Applying Lemma 9.12 another time, we further obtain the
inclusion ϕ([k + 1,+∞)) ⊆ Mr , which in combination with the closedness of Mr

yields ω(ϕ) ⊆ Mr .
For the set α(ϕ) a similar argument applies. Indeed, the inclusion α(�) ⊆ Mr ′

establishes the existence of k ∈ Z
+ with �(−n) ∈ Mr ′ and �∗(−n) ∈ Mr ′ for all

integers n ≥ k. Applying Lemma 9.12, this time to the arguments−(k+1) and−k, we
can further deduce thatϕ(−k) ∈ Mr ′ . Now, by the reverse recurrence andLemma9.12,
we have ϕ((−∞,−k]) ⊆ Mr , and the inclusion α(ϕ) ⊆ Mr ′ follows.

Next, we verify condition (c) of Definition 3.9. Suppose that ϕ is a full solution of F
such that α(ϕ) ∪ ω(ϕ) ⊆ Mr for some r ∈ P. Consider the corresponding solution
� : Z → X of the multivalued flow �V , as constructed in Theorem 9.7. Since M is
a Morse decomposition with respect to �V , we have α(�) ⊆ Mr1 and ω(�) ⊆ Mr2 ,
for some r1, r2 ∈ P. Then, the argument used for the proof of condition (b) shows that
the two inclusions α(ϕ) ⊆ Mr1 andω(ϕ) ⊆ Mr2 are satisfied. This immediately yields
r1 = r2 = r , asM is a family of disjoint sets. Thus, we have α(�)∪ω(�) ⊆ Mr . Since
M is a Morse decomposition, the inclusion im � ⊆ Mr follows, and consequently
�(k) ∈ Mr and �∗(k) ∈ Mr for all k ∈ Z. Again, by the recurrent argument with
respect to k in both forward andbackwarddirections andLemma9.12,we conclude that
im ϕ ⊆ Mr . This completes the proof that the collection M is a Morse decomposition
of X with respect to F .

The Conley indices of Mr and Mr coincide by Theorem 5.4. The fact that the
Conley–Morse graphs coincide as well follows from Theorems 9.7 and 9.5(a) via an
argument similar to the argument for condition (b) of Definition 9.4 and is left to the
reader. 
�
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42. T.Ważewski. Sur une condition équivalente à l’équation au contingent,Bull. Acad. Polon. Sci. 9(1961),

865–867.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Affiliations

Bogdan Batko1 · Tomasz Kaczynski2 ·Marian Mrozek1 · Thomas Wanner3

Bogdan Batko
Bogdan.Batko@uj.edu.pl

Tomasz Kaczynski
tomasz.kaczynski@usherbrooke.ca

Thomas Wanner
twanner@gmu.edu

1 Division of Computational Mathematics, Faculty of Mathematics and Computer Science,
Jagiellonian University, ul. St. Łojasiewicza 6, 30-348 Kraków, Poland

2 Département de Mathématiques, Université de Sherbrooke, 2500 Boul. Université, Sherbrooke,
QC J1K 2R1, Canada

3 Department of Mathematical Sciences, George Mason University, Fairfax, VA 22030, USA

123


	Linking Combinatorial and Classical Dynamics: Conley Index and Morse Decompositions
	Abstract
	1 Introduction
	2 Main Result
	3 Conley Theory for Multivalued Topological Dynamics
	3.1 Preliminaries
	3.2 Combinatorial Case
	3.3 Classical Case
	3.4 Morse Decompositions

	4 From Combinatorial to Classical Dynamics
	4.1 Cellular Decomposition
	4.2 The Maps Fσ and the Map F

	5 The Correspondence Between Combinatorial and Classical Dynamics
	5.1 Correspondence of Isolated Invariant Sets
	5.2 The Conley Index of S(mathcalS)
	5.3 Correspondence of Conley Indices
	5.4 Correspondence of Morse Decompositions

	6 Proof of Theorem 5.2
	6.1 Auxiliary Lemmas
	6.2 Property (a)
	6.3 Property (d)
	6.4 Property (c)
	6.5 Property (b)

	7 Proof of Theorem 5.3
	7.1 The Map tildeF
	7.2 The Map tildeD
	7.3 The Map G

	8 Proof of Theorem 5.4
	8.1 The Pair (Q1,Q2)
	8.2 Auxiliary Maps σλ
	8.3 Mapping ψ

	9 Proof of Theorem 5.5
	9.1 Auxiliary Lemmas
	9.2 Solution Correspondence
	9.3 Invariance
	9.4 An Auxiliary Theorem and Lemma
	9.5 Proof of Theorem 5.5

	References




