
Foundations of Computational Mathematics (2019) 19:561–589
https://doi.org/10.1007/s10208-018-9393-0

Orthogonal Structure on aWedge and on the Boundary of a
Square

Sheehan Olver1 · Yuan Xu2

Received: 24 October 2017 / Revised: 28 May 2018 / Accepted: 7 June 2018 / Published online: 6 July 2018
© The Author(s) 2018

Abstract
Orthogonal polynomials with respect to a weight function defined on a wedge in the
plane are studied. A basis of orthogonal polynomials is explicitly constructed for two
large class of weight functions and the convergence of Fourier orthogonal expansions
is studied. These are used to establish analogous results for orthogonal polynomials on
the boundary of the square. As an application, we study the statistics of the associated
determinantal point process and use the basis to calculate Stieltjes transforms.
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orthogonal expansions
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1 Introduction

Let � be a wedge on the plane that consists of two line segments sharing a common
endpoint. For a positive measure dμ defined on �, we study orthogonal polynomials
of two variables with respect to the bilinear form

〈 f , g〉 =
∫

�

f (x, y)g(x, y)dμ.
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We also study orthogonal polynomials on the boundary of a parallelogram. Without
loss of generality, we can assume that our wedge is of the form

� = {(x1, 1) : x1 ∈ [0, 1]} ∪ {(1, x2) : x2 ∈ [0, 1]} (1.1)

and consider the bilinear form defined by

〈 f , g〉 =
∫ 1

0
f (x, 1)g(x, 1)w1(x)dx +

∫ 1

0
f (1, y)g(1, y)w2(y)dy. (1.2)

Since� is a subset of the zero set of a quadratic polynomial l1(x, y)l2(x, y), where
l1 and l2 are linear polynomials, the structure of orthogonal polynomials on � is very
different from that of ordinary orthogonal polynomials in two variables [4] but closer
to that of spherical harmonics. The latter are defined as homogeneous polynomials that
satisfy the Laplace equation�Y = 0 and are orthogonal on the unit circle, which is the
zero set of the quadratic polynomial x2 + y2 − 1. The space of spherical polynomials
of degree n has dimension 2 for each n ≥ 1 and, furthermore, one basis of spherical
harmonics when restricted on the unit circle are cos nθ and sin nθ , in polar coordinates
(r , θ), and the Fourier orthogonal expansions in spherical harmonics coincide with
the classical Fourier series.

In Sect. 2, we consider orthogonal polynomials on awedge. The space of orthogonal
polynomials of degree n has dimension 2 for each n ≥ 1, just like that of spherical
harmonics, and they satisfy the equation ∂1∂2Y = 0. The main results are

• An explicit expression in terms of univariate orthogonal polynomials when
w1(x) = w2(x) = w(x) where w is any weight function on [0, 1] (Theorem 2.2),

• Sufficient conditions for pointwise and uniform convergence (Theorem 2.4), as
well as normwise convergence (Corollary 2.5),

• Explicit expression in terms of Jacobi polynomials when w1(x) = wα,γ (x) and
w2(x) = wβ,γ (x) (Theorem 2.7),

• Sufficient conditions for normwise convergence (Theorem 2.9).

In Sect. 3 we study orthogonal polynomials on the boundary of a parallelogram,
which we can assume as the square [−1, 1]2 without loss of generality. For a family of
generalized Jacobi weight functions that are symmetric in both x and y, we are able to
deduce an orthogonal basis in terms of four families of orthogonal bases on the wedge
in Theorem 3.2. Furthermore, the convergence of the Fourier orthogonal expansions
can also be deduced in this fashion, as shown in Theorem 3.3.

In Sect. 4 we use orthogonal polynomials on the boundary of the square to construct
an orthogonal basis for the weight function w(max{|x |, |y|}) on the square [−1, 1]2.
This mirrors the way in which spherical harmonics can be used to construct a basis
of orthogonal polynomials for the weight function w(

√
x2 + y2) on the unit disc.

However, unlike the unit disc, the orthogonal basis we constructed are no longer
polynomials in x, y but are polynomials of x, y and s = max{|x |, |y|}.

The study is motivated by applications. In particular, we wish to investigate how
the applications of univariate orthogonal polynomials can be translated to multivariate
orthogonal polynomials on curves. As a motivating example, univariate orthogonal
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polynomials give rise to a determinantal point process that is linked to the eigenvalues
of unitary ensembles of randommatrix theory. In Sect. 5, we investigate the statistics of
the determinantal point process generated from orthogonal polynomials on the wedge,
and find experimentally that they have the same local behaviour as a Coulomb gas
away from the corners/edges.

In “Appendix A”, we give the Jacobi operators associated with a special case of
weights on the wedge, whose entries are rational. Finally, in “Appendix B” we show
that the Stieltjes transform of our family of orthogonal polynomials satisfies a recur-
rence that can be built out of the Jacobi operators of the orthogonal polynomials, which
can in turn be used to compute Stieltjes transforms numerically. This is a preliminary
step towards using these polynomials for solving singular integral equations.

2 Orthogonal Polynomials on aWedge

Let P2
n denote the space of homogeneous polynomials of degree n in two variables;

that is, P2
n = span {xn−k yk : 0 ≤ k ≤ n}. Let 	2

n denote the space of polynomials of
degree at most n in two variables.

2.1 Orthogonal Structure on aWedge

Given three non-collinear points, we can define awedge by fixing one point and joining
it to other points by line segments. We are interested in orthogonal polynomials on the
wedge. Since the three points are non-collinear, each wedge can be mapped to

� = {(x1, 1) : x1 ∈ [0, 1]} ∪ {(1, x2) : x2 ∈ [0, 1]}

by an affine transform. Since the polynomial structure and the orthogonality are pre-
served under the affine transform, we can work with the wedge � without loss of
generality. Henceforth we work only on �.

Let w1 and w2 be two nonnegative weight functions defined on [0, 1]. We consider
the bilinear form define on � by

〈 f , g〉w1,w2
:=
∫ 1

0
f (x, 1)g(x, 1)w1(x)dx +

∫ 1

0
f (1, y)g(1, y)w2(y)dy.

(2.1)

Let I be the polynomial ideal of R[x, y] generated by (1 − x)(1 − y). If f ∈ I , then
〈 f , g〉w1,w2

= 0 for all g. The bilinear form defines an inner product on 	2
n , modulo

I , or equivalently, on the quotient space R[x, y]/I .

Proposition 2.1 Let H2
n(w1, w2) be the space of orthogonal polynomials of degree n

in R[x, y]/I . Then
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dimH2
0(w1, w2) = 1 and dimH2

n(w1, w2) = 2, n ≥ 1.

Furthermore, we can choose polynomials in H2
n(w1, w2) to satisfy ∂x∂y p = 0.

Proof Since (1−x)(1−y)Pn−2 is a subset of I , the dimension of dimH2
n(w1, w2) ≤ 2.

Applying the Gram–Schmidt process on {1, xk, yk, k ≥ 1} shows that there are two
orthogonal polynomials of degree exactly n. Both these polynomials can be written
in the form of p(x) + q(y), since we can use xy ≡ x + y − 1 mod I to remove all
mixed terms. Evidently such polynomials satisfy ∂x∂y(p(x) + q(y)) = 0. 	


In the next two subsections, we shall construct an orthogonal basis ofH2
n(w1, w2)

for certainw1 andw2 and study the convergence of its Fourier orthogonal expansions.
We will make use of results on orthogonal polynomials of one variable, which we
briefly record here.

For w defined on [0, 1], we let pn(w) denote an orthogonal polynomial of degree
n with respect to w, and let hn(w) denote the norm square of pn(w),

hn(w) :=
∫ 1

0
|pn(w; x)|2w(x)dx .

Let L2(w) denote the L2 space with respect to w on [0, 1]. The Fourier orthogonal
expansion of f ∈ L2(w) is defined by

f =
∞∑
n=1

f̂n(w)pn(w) with f̂n(w) = 1

hn(w)

∫ 1

0
f (y)pn(w; y)w(y)dy.

The Parseval identity implies that

‖ f ‖2L2(w,[0,1]) =
∞∑
n=0

∣∣ f̂n(w)
∣∣2 hn(w).

The n-th partial sum of the Fourier orthogonal expansion with respect to w can be
written as an integral

sn(w; f )(x) :=
n∑

k=1

f̂k(w)pk(w; x) =
∫ 1

−1
f (y)kn(w; x, y)w(y)dy, (2.2)

where kn(w) denotes the reproducing kernel defined by

kn(w; x, y) =
n∑

k=0

pk(w; x)pk(w; y)
hk(w)

. (2.3)
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2.2 Orthogonal Structure forw1 = w2 on aWedge

In the case ofw1 = w2 = w, we denote the inner product (2.1) by 〈·, ·〉w and the space
of orthogonal polynomials byH2

n(w). In this case, an orthogonal basis forH2
n(w) can

be constructed explicitly.

Theorem 2.2 Let w be a weight function on [0, 1] and let φw(x) := (1 − x)2w(x).
Define

Pn(x, y) = pn(w; x) + pn(w; y) − pn(w; 1), n = 0, 1, 2, . . . ,

Qn(x, y) = (1 − x)pn−1(φw; x) − (1 − y)pn−1(φw; y), n = 1, 2, . . . .
(2.4)

Then {Pn, Qn} are two polynomials in H2
n(w) and they are mutually orthogonal.

Furthermore,

〈Pn, Pn〉w = 2hn(w) and 〈Qn, Qn〉w = 2hn−1(φw). (2.5)

Proof Since Pn(x, 1) = Pn(1, x) and Qn(x, 1) = −Qn(1, x), it follows that

〈Pn, Qm〉w =
∫ 1

0
Pn(x, 1)Qm(x, 1)w(x)dx +

∫ 1

0
Pn(1, x)Qm(1, x)w(x)dx = 0

for n ≥ 0 and m ≥ 1. Furthermore,

〈Pn, Pm〉w = 2
∫ 1

0
pn(w; x)pm(w; x)w(x)dx = 2hn(w)δn,m

by the orthogonality of pn(w). Similarly,

〈Qn, Qm〉w = 2
∫ 1

0
pn−1(φw; x)pm−1(φw; x)(1 − x)2w(x)dx = 2hn−1(φw)δn,m .

The proof is completed. 	


Let L2(�,w) be the space of Lebesgue measurable functions with finite

‖ f ‖L2(�,w) := 〈 f , f 〉
1
2
w =
(
‖ f (·, 1)‖2L2(w,[0,1]) + ‖ f (1, ·)‖2L2(w,[0,1])

) 1
2

norms. For f ∈ L2(�,w), its Fourier expansion is given by

f = f̂0 +
∞∑
n=1

[
f̂ Pn Pn + f̂Qn Qn

]
,
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where Pn and Qn are defined in Theorem 2.2 and

f̂0 := 〈 f , 1〉w
〈1, 1〉w

, f̂ Pn := 〈 f , Pn〉w
〈Pn, Pn〉w

, f̂Qn := 〈 f , Qn〉w
〈Qn, Qn〉w

.

The partial sum operator Sn f is defined by

Sn f := f̂0 +
n∑

k=1

[
f̂ Pk Pk + f̂Qk Qk

]
,

which can bewritten in terms of an integral in terms of the reproducing kernel Kn(·, ·),

Sn f (x1, x2) = 〈 f , Kn((x1, x2), ·)〉w,

where

Kn((x1, x2), (y1, y2)) := 1

〈1, 1〉w
+

n∑
k=1

[
Pk(x1, x2)Pk(y1, y2)

〈Pk, Pk〉w
+ Qk(x1, x2)Qk(y1, y2)

〈Qk, Qk〉w

]
.

We show that this kernel can be expressed, when restricted on �, in terms of the
reproducing kernel kn(w; ·, ·) defined at (2.3).

Proposition 2.3 The reproducing kernel Kn(·, ·) for 〈·, ·〉w satisfies

Kn((x, 1), (y, 1)) = Kn((1, x), (1, y))

= 1

2
kn(w; x, y) + 1

2
(1 − x)(1 − y)kn−1(φw; x, y), (2.6)

Kn((x, 1), (1, y)) = Kn((1, x), (y, 1))

= 1

2
kn(w; x, y) − 1

2
(1 − x)(1 − y)kn−1(φw; x, y). (2.7)

Proof By (2.4) and (2.5),

Kn((x, 1), (y, 1)) = 1

2h0(w)
+

n∑
k=1

pk(w; x)pk(w; y)
2hk(w)

+
n∑

k=1

(1 − x)pk−1(φw; x)(1 − y)pk−1(φw; y)
2hk−1(φw)

= 1

2
kn(w; x, y) + 1

2
(1 − x)(1 − y)kn−1(φw; x, y).

The other case is established similar, using Qk(1, y) = −(1 − y)pk−1(φw; y). 	
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It is well-known that the kernel kn(w; ·, ·) satisfies the Christoffel–Darboux for-
mula, which plays an important role for the study of Fourier orthogonal expansion.
Our formula allows us to write down an analogue of Christoffel–Darboux formula for
Kn(·, ·), but we can derive convergence directly.

Theorem 2.4 Let f be a function defined on �. Define

fe(x) := 1

2
( f (x, 1) + f (1, x)) and fo(x) := 1

2

f (x, 1) − f (1, x)

1 − x
.

Then

Sn f (x1, 1) = sn(w; fe, x1) + (1 − x1)sn−1(φw; fo, x1), (2.8)

Sn f (1, x2) = sn(w; fe, x2) − (1 − x2)sn−1(φw; fo, x2). (2.9)

In particular, if sn(w; fe, x) → fe(x) and sn(φw; fo, x) → fo(x), pointwise or in
the uniform norm as n → ∞, then Sn f (x) converges to f (x) likewise.

Proof By our definition,

Sn f (x1, 1) =
∫ 1

0
f (y, 1)Kn((x1, 1), (y, 1))w(y)dy

+
∫ 1

0
f (1, y)Kn((x1, 1), (1, y))w(y)dy

= 1

2

∫ 1

0
f (y, 1)

[
kn(w; x1, y) + (1 − x1)(1 − y)kn−1(φw; x1, y)

]

× w(y)dy

+ 1

2

∫ 1

0
f (1, y)

[
kn(w; x1, y) − (1 − x1)(1 − y)kn−1(φw; x1, y)

]

× w(y)dy

= sn(w; fe, x1) + (1 − x1)sn−1(φw; fo, x1).

Similarly,

Sn f (1, x2) =
∫ 1

0
f (y, 1)Kn((1, x2), (y, 1))w(y)dy

+
∫ 1

0
f (1, y)Kn((1, x2), (1, y))w(y)dy

= 1

2

∫ 1

0
f (y, 1)

[
kn(w; x2, y) − (1 − x2)(1 − y)kn−1(φw; x2, y)

]

× w(y)dy

+ 1

2

∫ 1

0
f (1, y)

[
kn(w; x2, y) + (1 − x2)(1 − y)kn−1(φw; x2, y)

]
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× w(y)dy

= sn(w; fe, x2) − (1 − x2)sn−1(φw; fo, x2).

Moreover, since fe(x)+(1−x) fo(x) = f (x, 1) and fe(x)−(1−x) fo(x) = f (1, x),
it follows that

Sn f (x1, 1) − f (x1) = sn(w; fe, x1) − fe(x1) + (1 − x1) (sn−1(φw; fo, x1) − fo(x1)) ,

Sn f (1, x2) − f (x2) = sn(w; fe, x2) − fe(x2) − (1 − x2) (sn−1(φw; fo, x2) − fo(x2))

from which we see that the convergence of sn(w; fe) and sn(φw; fo) imply the con-
vergence of Sn f . 	


Since f ∈ L2(�,w), it is evident that fe ∈ L2(w). Moreover, fo ∈ L2(φw) since

∫ 1

0
| fo(x)|2φw(x)dx =

∫ 1

0
| f (x, 1) − f (1, x)|2w(x)dx ≤ 2‖ f ‖2L2(�,w)

.

In particular, sn(w, fe) and sn(φw; fo) converge to fe and fo in L2(w) and in L2(φw),
respectively.

Corollary 2.5 If f ∈ L2(�,w), then

‖ f − Sn( f )‖2L2(�,w)
= 2
(
‖sn(w; fe) − fe‖2L2(w)

+ ‖sn−1(φw; fo) − fo‖2L2(φw)

)
.

Proof By the displayed formulas at the end of the proof of the last theorem and

∫ 1

0
|(1 − x)g(x)|2w(x)dx =

∫ 1

0
|g(x)|2φw(x)dx = ‖g‖2L2(φw)

,

it is easy to see that

‖Sn f − f ‖2L2(�,w)
= ‖sn(w; fe) − fe + (1 − {·}) (sn−1(φw; fo) − fo) ‖2L2(w)

+ ‖sn(w; fe) − fe − (1 − {·}) (sn−1(φw; fo) − fo) ‖2L2(w)

= 2
(
‖sn(w; fe) − fe‖2L2(w)

+ ‖sn−1(φw; fo) − fo‖2L2(φw)

)
,

where we have used the identity (a + b)2 + (a − b)2 = 2(a2 + b2). 	


2.3 Orthogonal Structure on aWedge with JacobiWeight Functions

For α, γ > −1, let wα,γ be the Jacobi weight function defined by

wα,γ (x) := xα(1 − x)γ , x ∈ [0, 1].

123



Foundations of Computational Mathematics (2019) 19:561–589 569

We consider the inner product 〈·, ·〉w1,w2
defined in (2.1) with w1(x) = wα,γ (x) and

w2(x) = wβ,γ (x). More specifically, for α, β, γ > −1 and σ > 0, we define

〈 f , g〉α,β,γ := cα,γ

∫ 1

0
f (x, 1)g(x, 1)wα,γ (x)dx

+ σcβ,γ

∫ 1

0
f (1, y)g(1, y)wβ,γ (y)dy,

where

cα,γ :=
( ∫ 1

0
wα,γ (x)dx

)−1 = 
(γ + α + 2)


(γ + 1)
(α + 1)
.

2.3.1 Orthogonal Structure

We need to construct an explicit basis of H2
n(wα,γ , wβ,γ ). The case α = β can be

regarded as a special case of Theorem 2.2. The case α �= β is much more complicated,
for which we need several properties of the Jacobi polynomials.

Let P(α,β)
n denote the usual Jacobi polynomial of degree n defined on [−1, 1]. Then

P(γ,α)
n (2x − 1) is an orthogonal polynomial with respect to wα,γ on [0, 1]. Moreover,

hα,γ
n := cα,γ

∫ 1

0

[
P(γ,α)
n (2x − 1)

]2
wα,γ (x)dx (2.10)

= (γ + 1)n(α + 1)n(n + γ + α + 1)

n!(γ + α + 2)n(2n + γ + α + 1)

by [12, (4.3.3)]. Furthermore, P(α,β)
n (1) = (n+α

n

)
and, in particular, P(0,β)

n (1) = 1.
Our construction relies on the following lemma.

Lemma 2.6 For m > n ≥ 0,

Iα,γ
m,n : = cα,γ

∫ 1

0
P(γ,α)
n (2x − 1)P(γ+2,α)

m−1 (2x − 1)(1 − x)γ+1xαdx

=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0, n > m,

−m(γ + 1)m(α + 1)m
m!(2m + γ + α + 1)(γ + α + 2)m

, n = m,

(γ + 1)(α + 1)m−1(γ + 1)n
(γ + α + 2)mn! , n < m.

Proof Since P(γ,α)
n (2x − 1) is an orthogonal polynomial of degree n with respect to

(1 − x)γ xα on [0, 1], I γ,α
m,n = 0 for n > m holds trivially. For m ≥ n, we need two

identities of Jacobi polynomials. The first one is, see [12, (4.5.4)] or [9, (18.9.6)],
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(2m + γ + α + 1)(1 − x)P(γ+2,α)
m−1 (2x − 1)

= (m + γ + 1)P(γ+1,α)
m−1 (2x − 1) − mP(γ+1,α)

m (2x − 1)

and the second one is the expansion, see [9, (18.18.14)],

P(γ+1,α)
m (2x − 1) = (α + 1)m

(γ + α + 2)m

m∑
k=0

(γ + α + 1)k(2k + γ + α + 1)

(α + 1)k(γ + α + 1)

×P(γ,α)

k (2x − 1).

Putting them together shows that

(1 − x)P(γ+2,α)
m−1 (2x − 1) = (γ + 1)(α + 1)m−1

(γ + α + 1)m+1
(2.11)

×
m−1∑
k=0

(γ + α + 1)k(2k + γ + α + 1)

(α + 1)k
P(γ,α)

k (2x − 1)

− m

m + γ + α + 1
P(γ,α)
m (2x − 1).

Substituting this expression into I γ,α
m,n and using the orthogonality of the Jacobi poly-

nomials and (2.10), we conclude that, for m − 1 ≥ n,

I α,γ
m,n = (γ + 1)(α + 1)m−1

(γ + α + 2)m

(γ + 1)n
n! .

Hence, the case m > n follows. The same argument works for the case n = m. 	

What is of interest for us is the fact that the dependence of I γ,α

m,n on n and α is
separated, which is critical to prove that Qn in the next theorem is orthogonal.

Theorem 2.7 Let P0(x, y) = 1 and, for n = 1, 2, . . ., define

Pn(x, y) = P(γ,α)
n (2x − 1) + P(γ,β)

n (2y − 1) −
(
n + γ

n

)
, (2.12)

Qn(x, y) = (γ + α + 2)n
(α + 1)n−1

(1 − x)P(γ+2,α)
n−1 (2x − 1)

− σ−1 (γ + β + 2)n
(β + 1)n−1

(1 − y)P(γ+2,β)
n−1 (2y − 1). (2.13)

Then {Pn, Qn} are two polynomials inH2
n(wα,γ , wβ,γ ) and

〈Pn, Qn〉α,β,γ = (β − α)(γ + 1)n+1

(2n + γ + α + 1)(2n + γ + β + 1)(n − 1)! . (2.14)
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In particular, the two polynomials are orthogonal to each other if β = α. Furthermore

〈Pn, Pn〉α,β,γ = hα,γ
n + σhβ,γ

n

〈Qn, Qn〉α,β,γ = (γ + 1)2(α + γ + 2)2n
(α + γ + 2)2(α + 1)2n−1

hα,γ+2
n−1

+ σ−1 (γ + 1)2(β + γ + 2)2n
(β + γ + 2)2(β + 1)2n−1

hβ,γ+2
n−1 .

Proof Since P(γ,α)
n (1) = P(γ,β)

n (1) = (n+γ
n

)
, our definition shows that

〈Pn, Qm〉α,β,γ = (γ + α + 2)m
(α + 1)m−1

I α,γ
m,n − (γ + β + 2)m

(β + 1)m−1
I β,γ
m,n .

By the identity in the previous lemma, if n > m, then 〈Pn, Qm〉α,β,γ = 0 since both

I α,γ
m,n = 0 and I β,γ

m,n = 0, whereas if n < m, then

〈Pn, Qm〉α,β,γ = (γ + 1)(γ + 1)n
n! − (γ + 1)(γ + 1)n

n! = 0.

The case n = m follows from a simple calculation. Moreover, for m �= n,

〈Pn, Pm〉α,β,γ = cα,γ

∫ 1

0
P(γ,α)
n (2x − 1)P(γ,α)

m (2x − 1)(1 − x)γ xαdx

+ cγ,γ

∫ 1

0
P(β,γ )
n (2x − 1)P(γ,β)

m (2x − 1)(1 − x)γ xβdx = 0

by the orthogonality of the Jacobi polynomials, and it is equal to hγ,α
n + hγ,β

n for
m = n. Similarly,

〈Qn, Qm〉α,β,γ = (γ + α + 2)m
(α + 1)m−1

cα,γ

∫ 1

0
P(γ+2,α)
n−1 (2x − 1)P(γ+2,α)

m−1 (2x − 1)

(1 − x)γ+2xαdx

+ σ−1 (γ + β + 2)m
(β + 1)m−1

cβ,γ

∫ 1

0
P(γ+2,β)
n−1 (2x − 1)P(γ+2,β)

m−1 (2x − 1)(1 − x)γ+2xβdx

= 0.

To derive the norm of 〈Qn, Qn〉, we need to use cγ,α = (γ +1)2/(α +γ +2)2cγ+2,α .
The proof is completed. 	

Corollary 2.8 For n = 1, 2, . . ., define

Rn(x, y) = Qn(x, y) − 〈Pn, Qn〉α,β,γ

hγ,α
n + σhγ,β

n

Pn(x, y). (2.15)
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Then, for α �= β, {Pn, Rn} are two polynomials inH2
n(wα,β,γ ) and they are mutually

orthogonal. Moreover,

〈Rn, Rn〉α,β,γ = 〈Qn, Qn〉α,β,γ − 〈Pn, Qn〉α,β,γ

〈Pn, Pn〉α,β,γ

.

2.3.2 Fourier Orthogonal Expansions

Let L2(�,wα,γ , wβ,γ ) be the space of functions defined on � such that f (1, 1) is
finite and the norm

‖ f ‖L2(�,wα,γ ,wβ,γ ) =
(
cα,γ

∫ 1

0
| f (x, 1)|2wα,γ (x)dx

+ σcβ,γ

∫ 1

0
| f (1, y)|2wβ,γ (y)dy

) 1
2

is finite for every f in this space. For f ∈ L2(�,wα,γ , wβ,γ ) we consider the Fourier
orthogonal expansion with respect to 〈·, ·〉α,β,γ . With respect to the orthogonal basis
{Pn, Rn} in Theorem2.7 andCorollary 2.8, the Fourier orthogonal expansion is defined
by

f = f̂0 +
∞∑
n=1

[
f̂ Pn Pn + f̂ Rn Rn

]
,

where

f̂0 := 〈 f , 1〉α,β,γ

〈1, 1〉α,β,γ

, f̂ Pn := 〈 f , Pn〉α,β,γ

〈Pn, Pn〉α,β,γ

, f̂ Rn := 〈 f , Rn〉α,β,γ

〈Rn, Rn〉α,β,γ

.

Its n-th partial sum is defined by

Sα,β,γ
n f := f̂0 +

n∑
k=1

[
f̂ Pk Pk + f̂ Rk Rk

]
.

In this case, we do not have a closed form for the reproducing kernel with respect
to 〈·, ·〉α,β,γ . Nevertheless, we can relate the convergence of the Fourier orthogonal
expansions to that of the Fourier–Jacobi series. For wα,γ , we denote the partial sum
defined in (2.2) by sα,γ

n f .
For f defined on �, we define f1(x) = f (x, 1) and f2(x) = f (1, x), and

g1(x) := f (x, 1) − f (1, 1)

1 − x
and g2(y) := f (1, y) − f (1, 1)

1 − y
.

It is easy to see that if f (·, 1) ∈ L2(wα,γ , [0, 1]), then g1 ∈ L2(wα,γ+2, [0, 1]), and
if f (1, ·) ∈ L2(wβ,γ , [0, 1]), then g2 ∈ L2(wβ,γ+2, [0, 1]).
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Theorem 2.9 Let α, β, γ > −1. Then the Fourier orthogonal expansion converges
in f ∈ L2(�,wα,γ , wβ,γ ). Furthermore, for f (·, 1) ∈ L2(wα,γ ) and f (1, ·) ∈
L2(wβ,γ ),

‖ f − Sα,β,γ
n f ‖α,β,γ ≤ c

(
‖ f1 − sα,γ

n f1‖L2(wα,γ ) + ‖ f2 − sβ,γ
n f2‖L2(wβ,γ )

)

+ c
(
‖g1 − sα,γ+2

n g1‖L2(wα,γ+2)
+ ‖g2 − sβ,γ+2

n g2‖L2(wβ,γ+2)

)
,

where c is a constant that depends only on α, β, γ .

Proof Since polynomials are dense on �, by the Weierstrass theorem, the orthogonal
basis {Pn, Rn} is complete, so that the Fourier orthogonal expansion converges in
L2(�,wα,γ , wβ,γ ). By the Parseval identity,

‖ f − Sα,β,γ
n f ‖2α,β,γ =

∞∑
k=n+1

| f̂ Pk |2〈Pk, Pk〉α,β,γ +
∞∑

k=n+1

| f̂ Rk |2〈Rk, Rk〉α,β,γ .

Throughout this proof we use the convention A ∼ B if c1B ≤ A ≤ c2A, where c1
and c2 are constants that are independent of varying parameters in A and B. By (2.10)
and the fact that 
(n + α + 1)/n! ∼ nα , it is easy to see that hα,γ

n ∼ n−1, so that

〈Pn, Pn〉α,β,γ ∼ n−1, 〈Qn, Qn〉α,β,γ ∼ n2γ+3, 〈Pn, Qn〉α,β,γ ∼ nγ ,

and, consequently,

〈RnRn〉α,β,γ ∼ n2γ+3 − n2γ /n−1 ∼ n2γ+3.

The Fourier–Jacobi coefficients of f1 and f2 are denoted by f̂1
α,γ
n and f̂2

β,γ
n , respec-

tively. It follows readily that f̂ Pn ∼ f̂1
α,γ
n + f̂2

β,γ
n , consequently,

∞∑
k=n+1

| f̂ Pk |2〈Pk, Pk〉α,β,γ ≤ c
∞∑

k=n+1

(
| f̂1α,γ

k |2hα,γ

k + | f̂2β,γ

k |2hβ,γ

k

)

≤ c
(
‖ f1 − sα,γ

n f1‖L2(wα,γ ) + ‖ f2 − sβ,γ
n f2‖L2(wβ,γ )

)
.

We now consider the estimate for Rn part. By the definition of Rn ,

〈 f , Rn〉α,β,γ ∼ 〈 f , Qn〉α,β,γ − nγ+1〈 f , Pn〉α,β,γ .

It is easy to see that
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∞∑
k=n+1

|kγ+1〈 f , Pk〉α,β,γ |2
〈Rk, Rk〉α,β,γ

∼
∞∑

k=n+1

k−1|〈 f , Pk〉α,β,γ |2

∼
∞∑

k=n+1

k−2| f̂ Pk |2〈Pk, Pk〉α,β,γ ,

so that we only have to work with the term 〈 f , Qk〉α,β,γ . The definition of Qk shows
that 〈1, Qk〉α,β,γ = 0, which leads to the identity

〈 f , Qk〉α,β,γ = (γ + α + 2)k
(α + k)k−1

cα,γ

∫ 1

0
( f (x, 1) − f (1, 1))Qk(x, 1)x

α(1 − x)γ dx

+ (γ + β + 2)k
(β + n)k−1

cβ,γ

∫ 1

0
( f (1, y) − f (1, 1))Qk(1, y)y

β(1 − y)γ dy

= (γ + α + 2)k
(α + k)k−1

ĝ1
α,γ+2
k hα,γ+2

k + (γ + β + 2)k
(β + n)k−1

ĝ2
β,γ+2
k hβ,γ+2

k .

Consequently, it follows that

∞∑
k=n+1

|〈 f , Qk〉α,β,γ |2
〈Rk, Rk〉α,β,γ

≤ c
∞∑

k=n+1

(
k|ĝ1α,γ+2

k hα,γ+2
k |2 + k|ĝ2β,γ+2

k hβ,γ+2
k |2

)

≤ c
∞∑

k=n+1

(
|ĝ1α,γ+2

k |2hα,γ+2
k + |ĝ2β,γ+2

k |2hβ,γ+2
k

)

= c
(
‖g1 − sα,γ+2

n g1‖L2(wα,γ+2)
+ ‖g2 − sβ,γ+2

n g2‖L2(wβ,γ+2)

)
.

The proof is completed. 	


3 Orthogonal Polynomials on the Boundary of the Square

Using the results in the previous section, we can study orthogonal polynomials on a
parallelogram. Since orthogonal structure is preserved under an affine transformation,
we can assume without loss of generality that the parallelogram is the square [−1, 1]2.

For α, γ > −1, let �α,γ be the weight function

�α,γ (x) := |x |2α+1(1 − x2)γ .

We consider orthogonal polynomials of two variables on the boundary of [−1, 1]2
with respect to the bilinear form
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〈 f , g〉 = cα,γ

∫ 1

−1
[ f (x,−1)g(x,−1) + f (x, 1)g(x, 1)]�α,γ (x)dx (3.1)

+ cβ,γ

∫ 1

−1
[ f (−1, y)g(−1, y) + f (1, y)g(1, y)]�β,γ (y)dy

for α, β, γ > −1. Since (1− x2)(1− y2) vanishes on the boundary of the square, the
bilinear form defines an inner product modulo the ideal generated by this polynomial,
or in the space

R[x, y]/I := R[x, y]/〈(1 − x2)(1 − y2)〉.

Let BV2
n denote the space of orthogonal polynomials in R[x, y]/I with respect to the

inner product 〈·, ·〉.
Proposition 3.1 For n ≥ 0, the dimension of BV2

n is given by

dimBV2
n = n + 1, n = 0, 1, 2, and dimBV2

n = 4, n ≥ 3.

Recall that the inner product 〈·, ·〉α,β,γ studied in the previous section contains a

fixed parameter σ . For fixed α, β and δ1, δ2 ∈ {0, 1}, we define pα+δ1,β+δ2,γ
m,1 and

pα+δ1,β+δ2,γ
m,2 to be a basis of H2

m(wα+δ1,γ , wβ+δ2,γ ) for a particular choice of σ

defined by

σδ1,δ2 = cβ,γ cα+δ1,γ

cα,γ cβ+δ2,γ

. (3.2)

For example, pα,β,γ

m,i are defined with σ0,0 = 1 and pα+1,β,γ

m,i are defined with σ1,1 =
(α + γ + 2)/(α + 1). For each pair of α + δ1, β + δ2, we can choose, for example,
pα+δ1,β+δ2,γ
m,1 = Pm defined in (2.12) and take pα+δ1,β+δ2,γ

m,2 = Qm defined in (2.13)

or pα+1,β+1,γ
m,2 = Rm defined in (2.15).

Theorem 3.2 For n = 0, 1, 2, a basis for BVn is denoted by Yn,i and given by

Y0,1(x, y) = 1, Y1,1(x, y) = x Y1,2(x, y) = y,

Y2,1(x, y) = pα,β,γ
1,1 (x2, y2), Y2,2(x, y) = xy, Y2,3(x, y) = pα,β,γ

1,2 (x2, y2).

For n ≥ 3, the four polynomials in BV2
n that are linearly independent modulo the

ideal can be given by

Y2m,1(x, y) = pα,β,γ
m,1 (x2, y2),

Y2m,2(x, y) = pα,β,γ
m,2 (x2, y2),

Y2m,3(x, y) = xy pα+1,β+1,γ
m−1,1 (x2, y2),

Y2m,4(x, y) = xy pα+1,β+1,γ
m−1,2 (x2, y2)
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for n = 2m ≥ 2, and

Y2m+1,1(x, y) = x pα+1,β,γ
m,1 (x2, y2),

Y2m+1,2(x, y) = x pα+1,β,γ
m,2 (x2, y2),

Y2m+1,3(x, y) = y pα,β+1,γ
m,1 (x2, y2),

Y2m+1,4(x, y) = y pα,β+1,γ
m,2 (x2, y2)

for n = 2m + 1 ≥ 3. In particular, these bases satisfy the equation ∂2x ∂
2
y u = 0.

Proof The proof relies on the parity of the integrals. For example, it is easy to see that
〈x f (x2, y2), g(x2, y2)〉 = 0 and 〈y f (x2, y2), g(x2, y2)〉 = 0 for any polynomials f
and g, which implies, in particular, that 〈Y2m,i ,Y2n+1, j 〉 = 0 for i, j = 1, 2, 3, 4.
Furthermore, it is easy to see that 〈xy f (x2, y2), g(x2, y2)〉 = 0 for any polynomials
f and g. Hence, 〈Y2m,i ,Y2k, j 〉 = 0 for i = 1, 2 and j = 3, 4. Furthermore, using the
relation

∫ 1

−1
f (x2)|x |2α+1(1 − x2)γ dx =

∫ 1

0
f (x)xα(1 − x)γ dx, (3.3)

it is easy to see that

〈Y2m,i ,Y2k, j 〉 = 〈pα,β,γ

m,i , pα,β,γ

k, j 〉α,β,γ , i, j = 1, 2

〈Y2m,i ,Y2k, j 〉 = cα,γ

cα+1,γ
〈pα+1,β+1,γ

m,i , pα+1,β+1,γ
k, j 〉α+1,β+1,γ , i, j = 3, 4,

where in the second identity, we have adjusted the normalization constants of integrals
from cα,γ and cβ,γ to cα+1,γ and cβ+1,γ , respectively, and used our choice of σ1,1.
Hence, with our choice of σ0,0 and σ1,1, we see that Y2m,i is orthogonal to Y2k, j for
i, j = 1, 2 and i, j = 3, 4, respectively. Similarly, by the same consideration, we
obtain that

〈Y2m+1,i ,Y2k+1, j 〉 = cα,γ

cα+1,γ
〈pα+1,β,γ

m,i , pα+1,β,γ

k, j 〉α+1,β,γ , i, j = 1, 2

〈Y2m+1,i ,Y2k+1, j 〉 = 〈pα,β+1,γ
m,i , pα,β+1,γ

k, j 〉α,β+1,γ , i, j = 3, 4,

which shows, with our choice of σ0,1 and σ1,0, that Y2m+1,i is orthogonal to Y2k+1, j

for i, j = 1, 2 and i, j = 3, 4, respectively. Finally, since ∂x∂y p
α,β
n,i (x, y) = 0, we see

that Yn, j = ξ(x, y)u(x) + η(x, y)v(x), where ξ and η are linear polynomial of x, y,
so that it is evident that ∂2x ∂

2
yYn, j (x, y) = 0. 	


In our notation, the case α = − 1
2 β = − 1

2 and γ = 0 corresponds to the inner
product in which the integrals are unweighted.
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Let L2([−1, 1]2,�α,γ ,�β,γ ) be the space of functions defined on the boundary
of [−1, 1]2 such that f (±1,±1) are finite and the norm

‖ f ‖L2(�α,γ ,�β,γ ) =
(
cα,γ

∫ 1

−1

(
| f (x, 1)|2 + | f (x,−1)|2

)
�α,γ (x)dx

+ cβ,γ

∫ 1

−1

(
| f (1, y)|2 + | f (−1, y)|2

)
�β,γ (y)dy

) 1
2

.

is finite for every f . For f ∈ L2([−1, 1]2,�α,γ ,�β,γ ), its Fourier orthogonal expan-
sion is defined by

f =
2∑

n=0

n+1∑
i=1

f̂n,i Y
α,β,γ

n,i +
∞∑
n=3

4∑
i=1

f̂n,i Y
α,β,γ

n,i , f̂n,i = 〈 f ,Y α,β,γ

n,i 〉
〈Yn,i ,Y

α,β,γ

n,i 〉
.

For n ≥ 2, let Sn( f ) denotes its n-th partial sum defined by

Sn f =
2∑

k=0

k+1∑
i=1

f̂k,i Y
α,β,γ

k,i +
n∑

k=3

4∑
i=1

f̂k,i Y
α,β,γ

k,i .

For fixed α, β, γ , let 〈·, ·〉α+δ1,β+δ2,γ
be the inner product defined in the previous

section with σ = σα,β,γ . For f defined on [−1, 1]2, we define four functions

Fe,e(x, y) = 1
4 [ f (x, y) + f (−x, y) + f (x,−y) + f (−x,−y)] ,

Fe,o(x, y) = 1
4 [ f (x, y) + f (−x, y) − f (x,−y) − f (−x,−y)] ,

Fo,e(x, y) = 1
4 [ f (x, y) − f (−x, y) + f (x,−y) − f (−x,−y)] ,

Fo,o(x, y) = 1
4 [ f (x, y) − f (−x, y) − f (x,−y) + f (−x,−y)] ,

where the subindices indicate the parity of the function. For example, Fe,o is even in
x variable and odd in y variable. By definition,

f (x, y) = Fe,e(x, y) + Fe,o(x, y) + Fo,e(x, y) + Fo,o(x, y).

We further define

G0,0(x, y) = Fe,e(x, y), G0,1(x, y) = y−1Fe,o(x, y),

G1,0(x, y) = x−1Fo,e(x, y), G1,1(x, y) = x−1y−1Fo,o(x, y)

and define ψ : R2 �→ R
2 by ψ : (x, y) �→ (

√
x,

√
y). Changing variables in inte-

grals as in (3.3), we see that if f ∈ L2([−1, 1]2,�α,γ ,�β,γ ), then Gδ1,δ2 ◦ ψ ∈
L2(B, wα+δ1,γ , wβ+δ2,γ ) for δi ∈ {0, 1}.

123



578 Foundations of Computational Mathematics (2019) 19:561–589

Theorem 3.3 For f ∈ L2([−1, 1]2,�α,γ ,�β,γ ),

S2m f (x, y) = Sα,β,γ
m G0,0 ◦ ψ(x2, y2) + ySα,β+1,γ

m−1 G0,1 ◦ ψ(x2, y2)

+ xSα+1,β,γ
m−1 G1,0 ◦ ψ(x2, y2) + xySα+1,β+1,γ

m−1 G1,1 ◦ ψ(x2, y2),

S2m+1 f (x, y) = Sα,β,γ
m G0,0 ◦ ψ(x2, y2) + ySα,β+1,γ

m G0,1 ◦ ψ(x2, y2)

+ xSα+1,β,γ
m G1,0 ◦ ψ(x2, y2) + xySα+1,β+1,γ

m−1 G1,1 ◦ ψ(x2, y2).

In particular, the norm of Sn f − f is bounded by those of Sα+δ1,β+δ2,γ
m Gδ1,δ2 −Gδ1,δ2

as in Theorem 2.9.

Proof Using the parity of the function, it is easy to see that

〈 f ,Y2m,i 〉
〈Y2m,i ,Y2m,i 〉 = 〈Fe,e,Y2m,i 〉

〈Y2m,i ,Y2m,i 〉 = 〈G0,0 ◦ ψ, pα,β,γ

2m,i 〉α,β,γ

〈pα,β,γ

2m,i , pα,β,γ

2m,i 〉α,β,γ

, i = 1, 2,

where we have used the fact that Fe,e is even in both variables and use the change of
variables in integrals as in (3.3). The similar procedure can be used in the other three
cases, as Gi (x, y) is even in both variables, and the result is

〈 f ,Y2m,i 〉
〈Y2m,i ,Y2m,i 〉 = 〈Fo,o,Y2m,i 〉

〈Y2m,i ,Y2m,i 〉 = 〈G1,1 ◦ ψ, pα+1,β+1,γ
m,i 〉α+1,β+1,γ

〈pα+1,β+1,γ
2m,i , pα+1,β+1,γ

2m,i 〉α+1,β+1,γ

,

i = 3, 4,

〈 f ,Y2m+1,i 〉
〈Y2m+1,i ,Y2m+1,i 〉 = 〈Fe,o,Y2m+1,i 〉

〈Y2m+1,i ,Y2m+1,i 〉 = 〈G0,1 ◦ ψ, pα,β+1,γ
m,i 〉α,β+1,γ

〈pα,β+1,γ
2m,i , pα,β+1,γ

2m,i 〉α,β+1,γ

,

i = 1, 2,

〈 f ,Y2m+1,i 〉
〈Y2m+1,i ,Y2m+1,i 〉 = 〈Fo,e,Y2m+1,i 〉

〈Y2m+1,i ,Y2m+1,i 〉 = 〈G1,0 ◦ ψ, pα+1,β,γ

m,i 〉α+1,β,γ

〈pα+1,β,γ

2m,i , pα+1,β,γ

2m,i 〉α+1,β,γ

,

i = 3, 4.

Since Sα+δ1,β+δ2,γ
n Gδ1,δ2 ◦ ψ(x2, y2) → Gδ1,δ2(x, y) and

f (x, y) = G0,0(x, y) + yG0,1(x, y) + yG1,0(x, y) + xyG1,1(x, y),

the last statement is evident. 	
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4 Orthogonal System on the Square

Let w be a nonnegative weight function defined on [0, 1]. Define

W (x, y) = w(max{|x |, |y|}), (x, y) ∈ [−1, 1]2.

We construct a system of orthogonal functions with respect to the inner product

〈 f , γ 〉W =
∫ 1

−1

∫ 1

−1
f (x, y)g(x, y)W (x, y)dxdy.

by making use of the orthogonal polynomials on the boundary or the square, studied
in the previous section. Our starting point is the following integral identity derived
from changing variables (x, y) �→ (sξ, sη),

∫ 1

−1

∫ 1

−1
f (x, y)w(max{|x |, |y|})dxdy =

∫ s

0
s
∫
B

f (sξ, sη)dσ(ξ, η)w(s)ds,

(4.1)

where
∫
B dσ denotes the integral on the boundary of the square,

∫
B

f (ξ, η)dσ(ξ, η) =
∫ 1

−1
[ f (ξ, 1) + f (ξ,−1)] dξ +

∫ 1

−1
[ f (1, η) + f (−1, η)] dη.

Our orthogonal functions are similar in structure to orthogonal polynomials on the
unit disc that are constructed using spherical harmonics. However, these function are
polynomials in (s, ξ, η) for the (x, y) = (sξ, sη) ∈ [−1, 1]2, but not polynomials in
(x, y).

Let BV2
n be the space of orthogonal polynomials on the boundary of [−1, 1]2 with

respect to the inner product

〈 f , g〉 =
∫
B

f (ξ, η)g(ξ, η)dσ(ξ, η),

which is the inner product with α = − 1
2 , β = − 1

2 and γ = 0 studied in the previous
section. Let Yn,i be an orthogonal basis for BV2

n . For n ≤ 2, they are defined by, see
Theorem 3.2,

Y0,1(x, y) = 1, Y1,1(x, y) = x, Y1,2(x, y) = y;
Y2,1(x, y) = x2 − 2

3
, Y2,2(x, y) = xy, Y 2

2,3(x, y) = y2 − 2

3
,

whereas for n ≥ 3, they are constructed in Theorem3.2. For n ≥ k, denote by Pm,2n−2k
the orthogonal polynomial of degreem with respect to t2n−2k+1w(t) on [0, 1] andwith
P0,2n−2k(s) := 1. For n ≥ 0 and 0 ≤ k ≤ n, we define
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Qn
k,i (x, y) := Pk,2n−2k(s)s

n−kYn−k,i

(
ξ

s
,
η

s

)
,

where i = 1, . . . ,min{n + 1, 4}.

Theorem 4.1 In the coordinates (x, y) = s(ξ, η), the system of functions

{Qn
k,i : i = 1, . . . ,min{n + 1, 4}, 0 ≤ k ≤ n, n ≥ 0}

is a complete orthogonal basis for L2(W ; [−1, 1]2).

Proof Changing variables x = sξ and y = η shows

〈Qn
k,i , Q

m
l, j 〉W =

∫ 1

0
Pk,2n−2k(s)Pl,2m−2l(s)s

n−k+m−l+1w(s)ds

×
∫
B
Yn−k,i (ξ, η)Ym−l, j (ξ, η)dσ(ξ, η).

The second integral is zero if i �= j and n − k �= m − l, whereas the second integral
is zero when n − k = m − l and k �= l, so that 〈Qn

k,i , Q
m
l, j 〉W = 0 if i �= j , k �= l

and n �= m. By definition, sn−kYn−k,i

(
ξ
s ,

η
s

)
is a polynomial of degree n − k in

the variable s, so that Qn
k,i is a polynomial of degree n. To show that the system is

complete, we show that if 〈 f , Qn
k,i 〉 = 0 for all k, i, n, then f (x, y) = 0. Indeed, by

the orthogonality of polynomials on the boundary, we see that

f (x, y) = f (sξ, sη) =
n∑

k=0

sk
k∑
j=0

a j,kξ
jηk− j

=
n∑

k=0

sk
k∑

m=0

min{m+1,4}∑
i=1

bkm,i Ym,i (ξ, η)

modulo the ideal. Changing order of summation shows that

f (x, y) =
n∑

m=0

min{m+1,4}∑
i=1

(
n−m∑
k=0

bk+m
m,i sk
)
smYm,i (ξ, η)

=
n∑

m=0

min{m+1,4}∑
i=1

(
n−m∑
k=0

cm,i,k Pk,2m(x)

)
smYm,i (ξ, η).

This completes the proof. 	
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5 Sampling the Associated Determinantal Point Process

Associated with an orthonormal basis q0(x), . . . , qN (x) is a determinantal point pro-
cess, which describes N points λ1, . . . , λN distributed according to

det

⎛
⎜⎝
KN (λ1, λ1) · · · KN (λ1, λN )

...
. . .

...

KN (λN , λ1) · · · KN (λN , λN )

⎞
⎟⎠

where

KN (x, y) =
N∑

k=0

qk(x)qk(y)

is the reproducing kernel, see [1] for an overview of determinantal point processes.
In the particular case of univariate orthogonal polynomials with respect to a weight

w(x), the associated determinantal process is equivalent to a Coulomb gas—that is,
the points are distributed according to

1

ZN

N∏
k=1

w(xk)
∏
k< j

|λk − λ j |2

where ZN is the normalization constant—as well as the eigenvalues of unitary ensem-
bles, see for example [3] for the case of an analytic weight on the real line or [8] for
the case of a weight supported on [−1, 1] with Jacobi-like singularities.

In the case of our orthogonal polynomials on the wedge, the connection with
Coulomb gases and random matrix theory is no longer obvious: the interaction of
the points is not Coulomb (that is, it cannot be reduced to a Vandermonde determinant
squared times a product of weights), nor is there an obvious distribution of random
matrices whose eigenvalues are associated with the points.1 We note that there are
recent universality results due to Kroó and Lubinsky on the asymptotics of Christoffel
functions associated with multivariate orthogonal polynomials [6,7], but they do not
apply in our setting.

Using the algorithm for sampling determinantal point processes associated with
univariate orthogonal polynomials [10], which is trivially adapted to the orthogonal
polynomials on the wedge, we can sample from this determinantal point process. We
use this algorithm to calculate statistics of the points. In Fig. 1, we use the sampling
algorithm in a Monte Carlo simulation to approximate the probability that no eigen-
value is present in a neighbourhood of three points for α = β = γ = 0. That is, we
take 10,000 samples of a determinantal point process, and calculate the distance of
the nearest point to z0, for z0 equal to (1, 1), (0, 1), (0.5, 1) and (0.7, 1). The plots
are of a complementary empirical cumulative distribution function of these samples.

1 If there is such a random matrix distribution, one would expect it to be a pair of commuting random
matrices, whose joint eigenvalues give points on the wedge.
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Fig. 1 Monte Carlo calculation of the probability that no point satisfying y = 1 sampled according to the
determinantal point process associated to the wedge orthogonal polynomials with α = β = γ = 0 lies in a
neighbourhood of four different points. N is the total number of basis elements and points. We have scaled
the statistics so that the variance is one, and have used 10,000 samples
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Fig. 2 Monte Carlo calculation of the probability that no point satisfying y = 1 sampled according to the
Coulomb gas on the wedge lies in a neighbourhood of four different points. N is the total number of basis
elements and points. We have scaled the statistics so that the variance is one, and have used 10,000 samples
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Fig. 3 Comparison of the gap probability of the determinantal point process associated to the wedge
orthogonal polynomials and Coulomb gas near (0.5, 1) for N = 101 points. We have scaled the statistics
so that the variance is one, and have used 10,000 samples

This gives an estimation of the probability that no eigenvalue is in a neighbourhood of
z0. We have scaled the distributions so that the empirical variance is one: this ensures
that the distributions tend to a limit as N becomes large, which is the regime where
universality is present.

In Fig. 2 we plot the same statistics but for samples from the unweighted Coulomb
gas on the wedge, which has the distribution

1

ZN

∏
k< j

‖λk − λ j‖2

for λk supported on the wedge. As this is a Vandermonde determinant squared, it is
also a determinantal point processwith the basis arising fromorthogonalized complex-
valued polynomials 1, (x+iy), (x+iy)2, . . . [2].We approximate this orthogonal basis
using the modified Gram–Schmidt algorithm with the wedge inner product calculated
via Clenshaw–Curtis quadrature. Again, this fits naturally into the sampling algorithm
of [10], hence we can produce samples of this point process. What we observe is
that, while our determinantal point process is not a Coulomb gas, it appears to be in
the same universality class as the Coulomb gas away from the edge and corner, as
the statistics follow the same distribution. This universality class matches that of the
Gaussian Unitary Ensemble, as seen in Fig. 3 where we compare the three for N = 50.

6 Conclusion

We have introduced multivariate orthogonal polynomials on the wedge and boundary
of a square for some natural choices of weights. We have also generated a complete
orthogonal basis with respect to a suitable weight inside the square. We have looked at
determinantal point process statistics and observed a relationship between the resulting
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statistics and Coulomb gases, suggesting that, away from the corner and edge, they
are in the same universality class.

One of the motivations for this work is to solve singular integral equations and
evaluate their solutions on contours that have corners, in other words, to generalized
the approach of [11]. Preliminary work in this direction is included in “Appendix B”,
which shows how the recurrence relationship that our polynomials satisfy can be used
to evaluate Stieltjes transforms.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if changes were made.

Appendix A. Jacobi Operators

By necessity, multivariate orthogonal polynomials have block-tridiagonal Jacobi oper-
ators corresponding to multiplication by x and y. We include here the recurrences
associated with the inner product 〈 f , g〉α,α,γ (that is, β = α) that encode the Jacobi
operators as they have a particularly simple form. The following lemma gives a linear
combination of our orthogonal polynomials that vanish on x = 1:

Proposition A.1 For β = α, we have

(α + γ + 2)Q1(x, y) − P1(x, y) + (1 + α)P0(x, y) = 2(α + γ + 2)(1 − x)

and for n = 1, 2, . . . ,

(n + γ + α + 2)Qn+1(x, y) − (n + 1)Pn+1(x, y) − (n + γ )Qn(x, y)

+ (n + a + 1)Pn(x, y)

= 2(1 − x)(2n + γ + α + 2)P(γ+1,α)
n (2x − 1)

Proposition A.2 Assume (1 − x)(1 − y) = 0. Then

(1 − x)P0(x, y) = 1

2
Q1(x, y) − 1

2(2 + γ + α)
P1(x, y) + 1 + γ

2(2 + γ + α)
P0(x, y)

(1 − x)P1(x, y) = γ + α + 2

2(4 + γ + α)
Q2(x, y) − γ + α + 2

(3 + γ + α)(4 + γ + α)
P2(x, y)

− 1 + α

4 + γ + α
Q1(x, y) + 4 + 3α + γ (3 + γ + α)

2(2 + γ + α)(4 + γ + α)
P1(x, y)

− (1 + γ )(1 + α)

2(2 + γ + α)(3 + γ + α)
P0(x, y)

(1 − x)Q1(x, y) = − 1

2(4 + γ + α)
Q2(x, y) + 1

(3 + γ + α)(4 + γ + α)
P2(x, y)
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+ (3 + γ )

2(4 + γ + α)
Q1(x, y) − (2 + γ )

(2 + γ + α)(4 + γ + α)
P1(x, y)

+ (1 + γ )(2 + γ )

2(2 + γ + α)(3 + γ + α)
P0(x, y)

and, for n = 2, 3, . . .,

(1 − x)Pn(x, y) = (1 + γ + α + n)(n + γ + α + 2)

2(1 + γ + α + 2n)(2 + γ + α + 2n)
Qn+1(x, y)

− (1 + γ + α + n)(n + 1)

2(1 + γ + α + 2n)(2 + γ + α + 2n)
Pn+1(x, y)

− (α + n)(1 + γ + α + n)(1 + γ + α + 2n)

(1 + γ + α + 2n)(2 + γ + α + 2n)(γ + α + 2n)
Qn(x, y)

+ (1 + γ )(γ + α) + 2(1 + γ + α)n + 2n2

2(2 + γ + α + 2n)(γ + α + 2n)
Pn(x, y)

+ (n + α)(n + α − 1)

2(1 + γ + α + 2n)(2n + γ + α)
Qn−1(x, y)

− (n + α)(n + γ )

2(1 + γ + α + 2n)(2n + γ + α)
Pn−1(x, y)

(1 − x)Qn(x, y) = − n(2 + γ + α + n)

2(2 + γ + α + 2n)(2n + γ + α + 1)
Qn+1(x, y)

+ n(1 + n)

2(2 + γ + α + 2n)(2n + γ + α + 1)
Pn+1(x, y)

+ (1 + γ )(2 + γ + α) + 2(1 + γ + α)n + 2n2

2(γ + α + 2n)(2 + γ + α + 2n)
Qn(x, y)

− n(1 + γ + n)

(γ + α + 2n)(2 + γ + α + 2n)
Pn(x, y)

− (1 + γ + n)(α + n − 1)

2(γ + α + 2n)(2n + γ + α + 1)
Qn−1(x, y)

(1 + γ + n)(γ + n)

2(γ + α + 2n)(2n + γ + α + 1)
Pn−1(x, y)

Proof The first equation follows from Proposition A.1, since, for y = 1, we have
(using [9, (18.9.5)] to increment the first parameter)

(2n + γ + α + 1)(1 − x)Pn(x, y) = (n + γ + α + 1)(1 − x)P(γ+1,α)
n (2x − 1)

− (n + α)(1 − x)P(γ+1,α)
n−1 (2x − 1)

The second equation also follows from Proposition A.1, since, for y = 1, we have
(using [9, (18.9.6)] to decrement the first parameter)

(2n + γ + α + 1)(1 − x)Qn(x, y) = − n(1 − x)P(γ+1,α)
n (2x − 1)
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+ (n + γ + 1)(1 − x)P(γ+1,α)
n−1 (2x − 1).

	

The recurrences for multiplication by 1− y follow from the symmetries Pn(x, y) =

Pn(y, x) and Qn(x, y) = −Qn(y, x).

Appendix B. Stieltjes Transform of Orthogonal Polynomials

Consider the Stieltjes transform

S� f (z) =
∫

�

f (x, y)

z − (x + iy)
ds,

where ds is the arc-length differential. Just as in one-dimensions, theStieltjes transform
of weighted multivariate orthogonal polynomials satisfies the same recurrence as the
orthogonal polynomials themselves.

Proposition B.1 Suppose Pn are a family of orthogonal polynomials with respect to
w(x, y). Then, for n = 1, 2, . . .,

zS�[Pnw](z) = S�[ζPnw](z)

In particular, if Pn satisfies the recurrence relationships

xPn = Cx
nPn−1 + Ax

nPn + Bx
nPn+1

yPn = Cy
nPn−1 + Ay

nPn + By
nPn+1

then for Az
n = Ax

n + iAy
n, Bz

n = Bx
n + iBy

n and Cz
n = Cx

n + iCy
n we have

zS�[Pnw](z) = Cz
nS�[Pn−1w](z) + Az

nS�[Pnw](z) + Bz
nS�[Pn+1w](z)

Proof We will identify R
2 and C and use the notation ζ = x + iy. Note that

z
∫

�

f (ζ )

z − ζ
ds =
∫

�

(z − ζ ) f (ζ )

z − ζ
ds +
∫

�

ζ f (ζ )

z − ζ
ds =
∫

�

f (ζ )ds + S�[ζ f ](z)

The first integral is zero if f is orthogonal to 1. 	

While this holds true for all families of multivariate orthogonal polynomials, in

general, satisfying a single recurrence is not sufficient to determine S�[Pnw](z).
However, since our blocks are square, in our case it is:

Corollary B.2 If Bz
n = Bx

n + iBy
n is invertible, then

S�[Pn+1w](z) = z(Bz
n)

−1S�[Pnw](z) − (Bz
n)

−1Cz
nS�[Pn−1w](z) − (Bz

n)
−1

× Az
nS�[Pnw](z)
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This means that we can calculate the Stieltjes transform in linear time by solving
the recurrence equation, using explicit formulas for the n = 0 and n = 1 terms.
Unfortunately, the results are numerically unstable for both z on and off the contour.
Herewe sketch an alternative approach built on (F.W.J.)Olver’s andMiller’s algorithm,
see [9, Section 3.6] for references in the tridiagonal setting and [5, Section 2.3] for
the equivalent application to calculating Stieltjes transforms of univariate orthogonal
polynomials.

For z off the contour, we can successfully and stably calculate the Stieltjes transform
using a block-wise version of Olver’s algorithm, which is equivalent to solving the
2n + 1 × 2n + 1 block-tridiagonal system

q0 = 1

Cz
kqk−1 + (Az

k − z I )qk + Bz
kqk+1 = 0 fork = 1, 2, . . . , n − 1

qn =
(
0
0

)

where q0 ∈ C
1 and qk ∈ C

2 for k = 1, 2, . . . , n. Then

S�[Pkw](z) ≈ S�[P0w](z)qk

Olver’s algorithm consists of performing Gaussian elimination adaptively until a con-
vergence criteria is satisfied.

For z on or near the contour, we no longer see quick decay in the Stieltjes transform
(it is no longer a minimal solution to the recurrence), hence n must be prohibitively
large. Instead, we adapt Olver’s algorithm in a vein similar to Miller’s algorithm to
allow for a non-decaying tail. We do so by calculating two additional solutions q1,
and q2 (with the same block-sizes as before) satisfying:

q j
0 = 1

Cz
kq

j
k−1 + (Az

k − z I )q j
k + Bz

kq
j
k+1 = 0 for k = 1, 2, . . . , n − 1

q1n =
(
1
0

)
and q2n =

(
0
1

)
.

These three solutions avoid picking up the exponentially growing solution that forward
recurrence does. Thus we can solve a 3× 3 system for constants a, b and c satisfying

a(z)q0 + b(z)q10 + c(z)q20 = S�[P0w](z)
a(z)q1 + b(z)q11 + c(z)q21 = S�[P1w](z)

We immediately have that

S�[Pkw](z) = a(z)qk + b(z)q1k + c(z)q2k for k = 0, 1, . . . , n. (B.2)
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Fig. 4 Numerical error in approximating the Stieltjes transform on the wedge, with α = β = γ = 0 using
(B.2). Note that we need to choose n larger than necessary to avoid the errors in the tail, and there are
unresolved numerical errors if z is close to the corner

While this holds true for all n, we note that in practice we need to choose n bigger
than the number of coefficients in order to observe numerical stability, see Fig. 4. We
also find that there are still stability issues near the corner. Resolving these issues is
ongoing research.
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