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Abstract

Advanced Persistent Threats (APTs) are stealthy, multi-step attacks tailored to a specific target. Often described as ’low and
slow’, APTs remain undetected until the consequences of the cyber-attack become evident, usually in the form of damage
to the physical world, as seen with the Stuxnet attack, or manipulation of an industrial process, as was the case in the
Ukraine Power Grid attacks. Given the increasing sophistication and targeted nature of cyber-attacks, especially APTs, this
paper delves into the substantial threats APTs pose to critical infrastructures, focusing on power grid substations. Through
a detailed case study, we present and explore a 2-stage APT attack on an IEC 61850 power grid substation, employing a
Hardware-in-the-Loop (HIL) testbed to simulate real-world conditions. More specifically, this paper discusses two significant
experiments conducted to assess vulnerabilities in the control protocols used in IEC 61850 substations: IEC 60870-5-104 and
IEC 61850. The integration of findings from these experiments revealed a number of previously undiscussed potential threats
to power grid infrastructure that could arise from attacking one or more substations. To better address these potential threats,
the paper proposes an extension to the Industrial Control System (ICS) kill chain that explicitly accounts for the consequences
of attacks on the physical aspects of Cyber-Physical Systems (CPSs).

Keywords Advanced persistent threats (APT) - Cyber-physical systems (CPS) - Digital substation - IEC 61850 - IEC
60870-5-104 - Industrial control systems (ICSs) - APT kill chain

1 Introduction

Cyber-attacks have become more sophisticated and targeted
over the last decade, starting with the Stuxnet attack in 2010
[1]. Cyber-attacks are used as part of hybrid warfare, and as
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more nation-state attacker groups have appeared, the attacker
capabilities have increased significantly. In practice, this
means that cyber-attacks are part of the political climate and
used both as part of defensive and offensive cyberspace oper-
ations [2]. Furthermore, when the adversary gains a foothold
inside a target network, it only takes a few minutes before the
network is compromised [3]. That is while it takes an average
of 207 days for defenders to detect and react [4]. This means
that it is necessary to develop better detection capabilities,
but also that it is necessary to better understand offensive
cyberspace operations, and as part of this, Advanced Per-
sistent Threat attacks. The ‘who,” ‘why,” ‘when,” and ‘what’
are essential pieces of information required to defend against
cyber-attacks, particularly sophisticated APT attacks.
Reviewing recent reports on large scale security breaches
and APT campaigns revealed that APT groups have expanded
their focus to encompass a broad array of industries and gov-
ernmental entities [5, 6]. An APT attack terminates either
upon detection or upon the attackers’ successful attainment of
their objectives. In both instances, the targeted organization
experiences substantial consequences, frequently encom-
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passing irreparable harm [5]. The authors in [6] mentioned
that APT attacks target survivability, availability, confiden-
tiality, and/or integrity of organizations. As a result, the
severity of the consequences of an APT attack is heightened
when it remains undetected until the attackers accomplish
their predefined objectives.

Despite the necessity of investigating APT attacks within
the industrial security community, there is a notable lack of
a comprehensive and well-defined understanding of the APT
research problem. Earlier work has solely focused on APT
attacks as a means of data exfiltration. However, Industry
4.0 brings with it blurring of the border between Informa-
tion Technology (IT) and Operational Technology (OT), and
attackers have based on this found new opportunities to
utilize APT attacks to cause damage to Critical Infrastruc-
tures (CIs). Consequently, this paper focuses on establishing
a deeper understanding of the activities involved in APT
attacks on substations, i.e., what is needed to achieve the
results observed in power grid cyber-attacks thus far. The
study has focused on developing APT attacks and demon-
strating these on an IEC 61850 substation HIL testbed. The
aim is to demonstrate potential damage to the physical equip-
ment and the power grid process, with the goal of uncovering
how to achieve longer downtime than what has been observed
in previous cyber-attacks on the power grid. More precisely,
this paper attempts to answer the following research ques-
tions:

— Research Question 1: Is the conventional kill chain model
applicable to APT attacks targeting CPS?

— Research Question 2: Whatrole does the physical domain
play in APT attacks on CPS?

The rest of the paper is organized as follows: Sect.2
presents background information related to APTs and digital
substations. Related work is discussed in Sect. 3, including
APT attacks and kill chain, while Sect. 4 describes APT kill
chain on CPS and the proposed changes to the kill chain. Sec-
tion 5 describes the adversary model, and Sect. 6 describes the
testbed used in the case study. Section 7 describes the attack
steps in the two-stage APT attack on the IEC 61850 testbed
deployed in the case study. Section 8 discusses the main find-
ings described in the paper, and Sect. 9 summarizes the main
findings and contributions of the paper, as well as points to
future work.

2 Background
2.1 Advanced persistent threat

Advanced Persistent Threats was established as a term in
the late 2000s as a result of an increased sophistication in
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cyber-attacks. According to the US National Institute of Stan-
dards and Technology (NIST) [7], an APT is characterized
as an adversary possessing advanced skills and substantial
resources. APTs employ various attack methods, including
cyber, physical, and deception, to accomplish their objec-
tives. These objectives often encompass gaining access to
an organization’s IT infrastructure, extracting information,
disrupting critical missions, programs, or organizations, and
positioning themselves for future actions. In summary, APTs
exhibit the following characteristics: (i) pursues its objectives
repeatedly over an extended period of time, (ii) adapts to
defenders’ efforts to resist it, and (iii) remains determined to
maintain the level of interaction needed to execute its objec-
tives.

The Titan Rain, Hydraq, Stuxnet, RSA SecurelD Attack,
and Carbanak are real examples of APT attacks that has been
reported in recent years [5].

2.2 Digital substation

The term “digital substation” refers to a modernized substa-
tion infrastructure where data originating from process-level
equipment is converted into digital format at the source.
This is also often referred to as an IEC 61850 substation. In
practice, this means that the substation is built up with an end-
to-end communication network that facilitates the exchange
of data, commands, and signals between the process level
and the bay level. This communication is making use of the
IEC 61850 standard which covers data format, data access,
and exchange mechanisms.

In a digital substation framework, the process bus plays
a pivotal role by disseminating a precise time reference to
synchronize substation equipment. Additionally, it carries
operational data such as current and voltage measurements,
as well as control and protection signals. Meanwhile, the
station bus serves as the communication backbone connect-
ing the station and bay levels. This interconnectness enables
seamless communication between these two levels and facil-
itates peer-to-peer communication among bay-level devices.
Much like the process bus, the station bus functions as an
Ethernet LAN network.

In order to transition to digital substations, the incorpo-
ration of Merging Units (MUs) becomes imperative. These
units are responsible for converting traditional instrument
transformers’ analog data, specifically currents and voltages,
into a digital form, thereby modernizing the substation infras-
tructure.

In the energy industry, a range of specialized standards,
technologies, and protocols are used to automate substation
control systems. MODBUS, IEC 60870, DNP3, and IEC
61850 (GOOSE, SV, MMS) are among the most widely used
protocols.
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Fig.1 Digital substation [9]

2.3 |[EC60870-5-104

IEC 60870-5-104 is a communication protocol that allows
power plants or transformation stations to control their con-
trol systems remotely from a central control room [8]. The
protocol can also be used for internal communication within
the control system of a power plant. Using a uniform protocol
allows automated systems from different suppliers to be inte-
grated and controlled without the need for protocol converters
or adaptations. IEC 104 is based on IEC 60870-5-101 (IEC
101), a telecontrol protocol for power system automation
applications. IEC 104 gives IEC 101 network access, allow-
ing control rooms and operations centers to communicate via
a typical TCP/IP network. This is accomplished by deleting
the serial header and replacing it with the proper headers for
full duplex TCP/IP connectivity. IEC 101 requires confir-
mation for each message transmitted, but IEC 104 assumes
the channel is stable and allows a maximum number of K-
messages to be sent without waiting for confirmation from
the opposing station. IEC 104 replaces the serial header with
its own APCI header (Fig. 1).

2.4 IEC61850

IEC 61850 represents a globally recognized international
standard designed to govern communication networks and
systems within the realm of energy supply automation. The
primary objective of this standard is to establish a uni-
fied communication system that relies on optical fiber and
Ethernet technologies, promoting rapid and seamless inter-
actions. Importantly, it is designed to be compatible with
other industry standards and can be implemented across var-
ious suppliers’ systems.

The overarching aim of IEC 61850 is to foster more effi-
cient operations within the energy supply sector, while also
ensuring financial viability for potential future expansions
or maintenance efforts. As an open standard, IEC 61850 fos-
ters a collaborative environment, facilitating the integration

of critical components such as energy system protection,
control, measurement, and monitoring. This standardized
approach contributes to the reliability and interoperability of
energy supply systems, ultimately benefiting both providers
and consumers.

2.5 Attack surface

The cyber-attack surface on a modern substation differs sig-
nificantly from IT and enterprise networks and systems, and
is determined by the system architecture of the substation. A
modern substation, although comprised of an end-to-end net-
work communication, does not communicate directly outside
of the substation domain. The system architecture typically
consist of a SCADA interface to the dispatch center (con-
trolling station) and the substation itself with its bay and
process levels. An IEC 61850 substation is comprised of a
number of Intelligent Electronic Devices (IEDs) that together
communication over something called the IEC 61850 station
bus. The IEDs receive data from process bus devices, and
although operating in a network environment, these cyber-
physical devices are rarely protected and represent a potential
attack surface. As was demonstrated in the 2015 Ukraine
power grid attack, firmware of such devices can be replaced
by malicious firmware, and as demonstrated in Stuxnet, mal-
ware can be placed inside of CPS using removable media,
such as USB. Additionally, the SCADA interface represent
an attack surface, not because it is connected to the Inter-
net, but because the SCADA protocols in use does not have
built-in security measures. All the attackers needs to do, is to
find a way to gain access to the SCADA system, which will
be demonstrated later in this paper. Table 1 lists some of the
potential cyber-attacks against IEDs.

3 Related work

Advanced Persistent Threats have become increasingly crit-
ical in the cybersecurity landscape, particularly considering
the increasing convergence of IT and OT in critical infras-
tructures. Chen et al. [11] conducted a comprehensive study
on APTs and highlights the distinguishing characteristics of
APTs in contrast to traditional threats as: (1) the targeting
of specific entities with clear objectives, (2) the involvement
of well-organized and well-funded attackers, (3) the execu-
tion of prolonged campaigns featuring repeated attempts,
and (4) the utilization of stealthy and evasive attack meth-
ods. Inspired by the intrusion kill chain [12], the authors
in [11] summarized that a typical APT attack encompasses
six phases, namely: (1) reconnaissance and weaponization,
(2) delivery, (3) initial intrusion, (4) command and control,
(5) lateral movement, (6) data exfiltration. In a recent work,
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Table 1 Potential cyber-attacks on IEDs in a digital substation [10]

Attack method

Description

Unauthorized access (UA)

Denial of service (DoS)

Spoofing (SP)

Data interception (DI)
Man-in-the-middle attack (MITM)
Operating system attack (OSA)

Extracting sensitive data from the IED

Disconnecting the IED from the grid

Physical or logical spoofing of IEDs to mislead other IEDs
Important data on the IED are revealed

Forwarding surveillance system and IED traffic to the attacker

Manipulating the operation database of the IED

Sharma et al. [6] extensively discussed APT attack phases
and available APT attack frameworks [12-15].

The authors represented a taxonomy of APT anatomy
in six phases including Reconnaissance, Weaponization,
Delivery, Establish Foothold, Command & Control, Lat-
eral Movement, and Accomplishing Goal. Similar to the
previous study outlined in [11], the authors defined the pri-
mary objectives of APT attacks as Data Exfiltration and
Data Destruction, emphasizing a shared focus on data-related
objectives.

In another systematic review on APTs, Hussain et al.
[16] classified APT threat dimensions into three distinct cat-
egories: (1) Industrial Threat Vector, (2) Military Threat
Vector, and (3) Datasets. Alshamrani et al. [5] reviewed
various APT attack models and discovered that existing mod-
els are either too generalized or overly specific. Through
their analysis of these models, they proposed a criterion
for defining APT attacks, asserting that any attack with the
following five identified steps qualifies as an APT attack,
regardless of its specific objectives. These steps are (1)
Reconnaissance, (2) Establish foothold, (3) Lateral move-
ment/Stay undetected, (4) Exfiltration/Impediment, and (5)
Post-Exfiltration/Post-Impediment. While data exfiltration
and destruction are significant motivations for attackers to
conduct APT attacks, the potential of APTs to cause damage
to physical equipment or the industrial process, i.e., cyber-
physical attacks, particularly in critical infrastructures, has
been less discussed. This work will focus on these neglected
aspects.

The authors in [5] described how the nature of the goals
can influence the steps involved. For instance, in step 4
(Exfiltration/Impediment), if attackers aim to acquire orga-
nizational data, they engage in actions such as retrieving
and transmitting data to their command and control cen-
ter. However, when their objective is to compromise critical
components, their actions shift to disabling or destroying
these vital elements. It is noteworthy to highlight that in
step 5, a unique dimension is introduced by the authors
which distinguishes this APT model from earlier works. Step
5 encompasses post-exfiltration/post-impediment activities,
including ongoing data exfiltration, further compromise of
critical components, such as disabling more critical compo-
nents and the potential deletion of evidence to ensure a clean
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exit from the organization’s network. Besides, although the
phases of a cyber attack are often depicted as linear and
sequential, in complex attacks like APTs, multiple phases
can be active simultaneously. Additionally, [11] revealed that
these campaigns might incorporate recursive steps. Refer-
ence [17] also showed that the progression can be non-linear,
often exhibiting circular or loop-like phases. In such cases,
the process may revert to earlier steps (e.g., moving from
steps 1,2, 3, and then back to step 1), thereby creating cyclical
patterns in the attack strategy. Furthermore, another aspect
that has not been adequately considered in the study of the
lifecycle of APT attacks, particularly on cyber-physical sys-
tems, is that such attacks are not purely cyber and they often
involve a number of physical actions. For instance, during
the delivery stage, adversaries may use an infected laptop or
removable media to inject malware into an air-gapped target
network, as demonstrated in the Stuxnet attack [18]. These
factors underscore the necessity of proposing a more compre-
hensive APT lifecycle that encompasses the characteristics
of CPSs.

Lemay et al. [19] provided detailed descriptions of 40
distinct APT groups based on open-source APT reports, orga-
nizing them by country. Their analysis revealed that although
the number of academic publications dedicated to analyzing
and understanding APT attacks remains relatively low, the
threat is growing, emphasizing the need for further research
in this field. The authors in [16] evaluated eight distinct
approaches to tackle APT attacks, including: (1) Honey-
Pot Systems, (2) Intrusion Kill Chains (IKC), (3) Security
Intelligence and Big Data Analytics, (4) Collaborative Secu-
rity Mechanisms, (5) Context-Based Frameworks, (6) Attack
Intelligence, and (7) Detection of Command and Control
(C2) Communication in APTs. Each method’s limitations
were thoroughly analyzed, revealing that despite the signif-
icant efforts in developing comprehensive strategies against
APTs, these approaches often fall short in terms of com-
prehensibility and adaptability to the evolving cyber threat
landscape, with many requiring training datasets for APTs
that are not publicly available. Our literature review sup-
ports these findings, showing a clear trend in recent research
towards developing countermeasures for APT attacks. How-
ever, despite this growing attention, there still appears to be a
lack of comprehensive understanding of the diverse aspects
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and dimensions of APT attacks, in particular on cyber phys-
ical systems.

Additionally, studies of recent sophisticated attacks, such
as APT attacks, reveal an increasing trend toward targeting
the power domain sector, recognized as one of the most crit-
ical infrastructures [20]. In this context, we narrow the scope
of our work to digital substations, known as modern power
grid substations, which are vital components of modern
energy infrastructures. Mai et al. [21] conducted a practical
analysis of the IEC 60870-5-104 protocol, commonly used
in power grid networks, and provided an in-depth summary
of vulnerabilities associated with this protocol. Gyorgy et al.
[22] implemented a wide range of different attacks on IEC
60870-5-104 and indicated the lack of security features such
as authentication, integrity protection, and encryption in IEC
60870-5-104 communication protocol. The authors in [23]
presented a detailed analysis of cyberattacks on the SCADA
protocol IEC 60870-5-104, which is crucial for power grid
communication. Utilizing a Hardware-In-the-Loop digital
station environment, the authors successfully implemented
different attacks, ranging from passive reconnaissance to
DoS attacks. The study underscores the need for robust cyber-
security measures in modern power grid systems.

Hong et al. [24] conducted a series of cyberattacks on
substation systems based on the IEC 61850 standard. In their
study using an IEC 61850 testbed, focused on GOOSE and
SV message vulnerabilities, the authors showed that manip-
ulating these packets could disrupt circuit breaker operations
in substations, underlining critical security issues in IEC
61850 implementations. Kush et al. [25] explored multiple
vulnerabilities in the GOOSE communication protocol. They
demonstrated the feasibility of GOOSE poisoning, enabling
them to interfere with legitimate GOOSE messages, hijack
communications, and execute DoS attacks, highlighting seri-
ous security risks in the protocol. Biswas et al. [26] exploited
injection attack in GOOSE-based communication. Kang et
al. [27] investigated attacks against Manufacturing Message
Specification (MMS) in the IEC 61850 protocol, imple-
menting a Man-in-the-Middle (MITM) attack in a testbed
electrical grid system and exploring a scenario with inverter-
based distributed energy resources.

Hussain et al. [28], presented a work where they initially
simulated the GOOSE and SV protocols packet in between
IEDs and then validated them in a real-time testbed environ-
ment. The authors also implemented a False data injection
attack (mainly replay and masquerade attacks) by feeding
fake data to IEDs through GOOSE and SV protocol in
an IEC 61850 system. Recently, Reda et al. in [29], pre-
sented an investigation into the security vulnerabilities of
the GOOSE communication protocol of an IEC 61850 smart
grid communication system. An in-depth experiment on real-
time simulation with industry-standard HIL emulation was
performed for vulnerability testing of the GOOSE publish-

subscribe protocol. The findings demonstrate that the IEC
61850 based GOOSE communication protocol is vulnerable
to attacks from malicious intruders. An attacker who is famil-
iar with the substation network architecture can easily create
falsified messages that can affect the operations of the smart
grid communication systems.

Alghamdi et al. [30] applied a packet propagation attack
and a time source attack on the Precision Time Protocol (PTP)
which is the recommended time synchronization mechanism
at the substation level based on IEC 61850-90-4 [31]. The
authors in [32] investigate cyber-attacks on the PTP within
IEC 61850 digital substations. This study highlights the cru-
cial role of time synchronization in substation operations and
demonstrates the potential consequences of PTP vulnerabil-
ities through experiments on a HIL Digital Station testbed.
The authors also discuss mitigation strategies, focusing on
securing IEC 61850 substations against such cyber-attacks.
Yang et al. [33] utilized a realistic testbed to investigate
different types of attacks on IEC 61850 and based on the
outcomes, concluded that most of the IEDs exhibit cyber
vulnerabilities and different risks. Consequently, they devel-
oped and validated a fuzzy testing approach to detect and
prevent cyber-attacks within IEC 61850 systems.

In summary, various cyber attacks such as Injection attack
[34], False data injection attack [35-37], Spoofing attack
[38—41], Flooding attack [42, 43], Replay attack [44, 45],
Man in the middle attack [46, 47] and DoS attack [48] have
been already applied against digital substations. Therfeore,
adversaries might use these attacks individually or in com-
bination to orchestrate complex cyber attacks on the power
domain. This approach was observed in previous complex
APT attacks, such as Industroyer, which targeted electric-
ity substations in Ukraine [49], demonstrating the real-world
implications of such sophisticated attacks. To address the
aforementioned challenges, this paper aims to provide a com-
prehensive understanding of APT attacks, focusing on their
lifecycle and the study of such attacks within the complex
context of cyber-physical systems in power grid.

4 APT kill chain for cyber-physical system

The Cyber Kill Chain framework outlines a multi-phase strat-
egy that adversaries use to target a system, and its study is
instrumental in enhancing the system’s defensive counter-
measures [50, 51]. For cyber physical systems, Hahn et al.
[52] introduced a cyber-physical kill-chain and illustrated the
relation between the different phases of the kill-chain, which
incorporate cyber, control, and physical attributes. However,
this model cannot truly map out the Delivery phase of an APT
on a CPS, such as occured in the Stuxnet attack [18]. In [53],
Wolf et al. presented the cyber-physical kill chain which cov-
ers both the safety and security aspects of CPS. Inspired by
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them, reference [54] presented a cyber-physical kill-chain for
CPSs, which demonstrates how each attack step in the attack
life cycle maps to the cyber and/or physical properties of a
targeted CPS. Their approach comprises the following seven
phases:

— Reconnaissance: Identification and selection of both
physical and cyber targets. Potential safety vulnerabil-
ities that might be leveraged are also considered.

— Weaponization: Constructing malware specific to a tar-
get user or system. The physical properties of the system
could also be exploited to deliver an attack as well.

— Delivery: The delivery might rely on physical access to
the system.

— Exploitation: A combination of cyber and physical
approaches might be used.

— Installation: Installation of a remote access trojan or
backdoor on the victim system. This might provide either
a persistent presence or a limited duration presence.

— Command and Control (C2): Manipulating and con-
trolling the compromised system. This may enable adver-
saries to remotely evaluate physical damage to the system
and consequently control the direction of the attack.

— Actions: Implementing measures for safety (i.e., detect
and mitigate) and security (i.e., detect, deny, disrupt,
degrade, deceive, and destroy) to achieve the initial objec-
tives.

APT on cyber physical systems are not purely cyber since
they involve a number of physical actions such as the injec-
tion of malware into an air-gapped target network reportedly
through an infected laptop or removable media [18], as was
the case for the Stuxnet attack. Based on our study on recent
APTs targeting CPSs, most such attacks does not allow for
communication in and out of the system which precludes the
use of Command & Control (C2) and data exfiltration using
remote access. In air-gapped systems, data and malware will
need to be manually extracted and inserted, most often by
an insider. This affects the steps discussed in [5], as will be
discussed in the following sections.

Furthermore, APTs on a CPS might also involve physical
attacks to provide attackers with complementary -and some-
times the only -means to gain privileges in the target CPS
network. For example, physical access attacks may allow the
attacker to penetrate protected premises hosting air-gapped
cyber physical assets that could not be compromised other-
wise. This also changes the manner in which APTs can be
carried out on CPSs, which will be discussed in more details
in the following.

Our study of APTs on cyber-physical systems, such as
Stuxnet, Ukraine power grid attacks, and our work on emu-
lating these APTs in a realistic environment [32], has shown
that the steps Command & Control and Actions, as well as
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Installation in some cases, do not include a persistent access
to the targeted CPS nor involve C2 capabilities. Our studies
show that the Delivery step requires physical access, and that
data exfiltration involves an insider. This also means that data
exfiltration could last for months or even years, as an insider
might need to transfer data out of the CPS multiple times
before the attackers have sufficient details to create and test
the attack malware. Once the malware is tested, the delivery
of the malware will also require physical access. Figure 2 out-
lines the steps of our approach for a cyber physical kill chain
and shows its relation with the cyber and physical aspects of
a CPS. Our approach includes both the Cyber and Physical
domain, as introduced in [52, 54]. The following are the steps
of our approach, the APT Kill Chain for CPSs:

1. Inmitial Access [Cyber and Physical]: Initial access to
the CPS can be achieved through both cyber and physical
means. However, it is more common for initial access to
be gained through physical means, such as involvement
from an insider or supplier.

2. Reconnaissance [Cyber and Physical]: Data gathering
and mapping out the necessary details for developing and
preparing for the APT. This can be done using both the
cyber and physical domain.

APT Kill Chain for CPSs

i Cyber Physical i

: Stage 1 Initial Access i

1

: Reconnaissance :
I

i Data Exfiltration :

i e B B B, By B B B S S M B S S

Stage 2 Weaponization

Local Access

Delivery

Exploitation

Actions

Sabotage

Fig.2 Our proposed APT Kill Chain for Cyber Physical Systems
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3. Data Exfiltration [Physical]: Data from the CPSs needs
to be transported out of the system through the physical
domain, for instance, by using a USB.

4. Weaponization [Cyber]: This step covers the develop-
ment, testing and preparation that the APT threat actor
performs based on the data gathered in the Reconnais-
sance step or by other means.

5. Local Access [Physical]: To transport the APT malware
into the CPS, local access to the physical equipment, the
CPS, is necessary. This could be done by an insider.

6. Delivery [Cyber and Physical]: This step covers the
installation and placement of the APT malware.

7. Exploitation [Cyber and Physical]: This step covers the
actions performed by the APT malware on the CPS.

8. Actions [Cyber and Physical]: This step covers the
resulting actions from the exploitation on the CPS.

9. Sabotage [Cyber and Physical]: This step addresses the
ultimate goal of the APT, which may include sabotage.
However, not all APTs involve sabotage; for instance,
some may focus solely on data exfiltration. In such cases,
the kill chain might iterate between physical access,
reconnaissance and data exfiltration.

It should be noted that our proposed kill chain outlines
a comprehensive framework for understanding and study-
ing the stages of an APT attack, but not every step may
be required in every APT attack scenario. As explained by
Alshamrani et al. [5], the specific aims of an APT-whether
they be data exfiltration or sabotage—along with the level of
access and expertise of the attackers, can lead to the inclusion
or exclusion of certain steps.

5 Adversary model

A digital substation, also known as an IEC 61850 substation,
can be vulnerable to various attack vectors [55]:

— Control Center Connection: There are instances of cyber
threats involving unauthorized remote access, server data
collection, and modification. For example, in a cyber-
attack in Ukraine, attackers manipulated the software of
gateway devices, ultimately gaining command and con-
trol access over the entire substation.

— Engineering PCs: Malware present on an engineering PC
can execute and install itself on IEDs or SCADA servers
when connected. Additionally, device settings accessible
via Engineering PCs can serve as potential cyber-attack
vectors.

— Testing PCs (Devices): Testing PCs, whether directly or
through test sets, are connected to the station bus for
testing purposes. This connection introduces the poten-

tial threat of infecting substation components, such as
IEDs, Human—Machine Interfaces (HMI), and Measure-
ment Units (MU). Test documents used during testing
could also be exploited as attack vectors when the Test
PC is connected to the station or process bus. Note that
testing devices themselves can become entry points if
attackers exploit vulnerabilities in the network infrastruc-
ture and devices. This scenario can allow unauthorized
access and manipulation.

— Storage Devices: When connecting infected devices to
the asset’s ports, there is a risk of executing malicious
software or modifying IED or SCADA system/software,
potentially compromising the substation’s integrity.

In our adversarial model, we consider a scenario where the
attacker gains access to the substation network via a single
device located within the same subnet as both the controlling
station and the SCADA gateway, also known as the Remote
Terminal Unit (RTU). This infiltration point serves as the
launching point for the attacks on the IEC 60870-5-104 com-
munication protocols. It is important to note that this initial
access is essential to execute this attacks, and that this access
is not possible from remote. It is necessary with local access.
The ultimate goal in this case is to disrupt communication
between the controlling station and the SCADA gateway,
while masking the malicious activities as harmless technical
glitches.

To execute the subsequent attacks on the Precision Time Pro-
tocol (PTP) within the IEC 61850 framework, we position the
attacker on the interior of the substation network, specifically
within the station bus. This strategic placement provides the
attacker with access to both IEC 61850 and PTP communica-
tion channels. It is important to acknowledge that there exist
multiple conceivable pathways through which an attacker
could infiltrate a substation as mentioned in [23, 32, 55].
Section 7 explains the conducted APT attack in more details.

In our adversary model we consider that the attacker
wants to achieve the biggest possible impact as the final aim.
Causing system unavailability would mean a certain time
of blackout but with synchronised attack—affecting both the
station bus and the network between the control center and the
SCADA gateway—the impact can be much higher and poten-
tially damage substation equipment, also primary equipment
such as circuit breakers, etc. Such an aim cannot be disre-
garded so we consider that the attacker tries to get access to
all network segments and use the information obtained from
one part of the attack on another part. IED devices such as
the bay controller, the protection relay, and the merging unit
are connected both to the station bus and the process bus so
these devices can be targeted from both sides. One example
of such a synchronised attack is to deactivate the protection
relay by targeting the PTP protocol and at the same time open-
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ing a circuit breaker. These activities might only be doable
if the attacker has access to multiple network segments. We
consider that the attacker goes deeper and deeper inside the
network, first by mapping the control center network and then
moving forward into the station bus.

6 Digital station (DS) enclave testbed

In this research, we leverage the Digital Station (DS) Enclave
testbed depicted in Fig. 3 to conduct our APT attack research.
This well-established testbed operates as a hardware-in-
the-loop infrastructure, offering the essential framework for
executing real-time tasks and enabling a comprehensive
examination of the system’s response to cyber-attacks [56].

As illustrated in Fig.3, the digital substation comprises
two key components: a station bus, denoted by the yellow
block, and a process bus, represented by the red block. The
station bus serves as the interconnection among all bays at the
station supervisory level, while the process bus links the IEDs
within a bay, facilitating real-time measurements. Within the
DS enclave, several essential elements are present, including

digital station equipment, the control center machine, and
engineering workstations dedicated to operational and con-
figuration tasks. The digital station equipment, provided by
Siemens, is designed as a standard control system specif-
ically tailored for high-voltage substations. At the highest
level, the SICAM A8000 CP-8050 serves as a gateway with
a dual role. It effectively manages the interface between
the local control system (substation) and the dispatch cen-
ter. This multifaceted gateway performs protocol conversion
tasks, translating the local station protocol IEC 61850-8-1
(MMS) into the control center protocol IEC 60870-5-104.
Simultaneously, it operates as a network isolation mecha-
nism, essentially functioning as a firewall to delineate local
and remote networks in accordance with industry standards.

In the context of precise time synchronization (PTPv2),
the digital substation employs Ruggedcom RSG2488 and
Meinberg M1000 time servers, which are essential for
maintaining accurate time across the networks. To achieve
synchronization across both networks, the station network
switch and process bus network switch are interconnected.
These two time servers, equipped with GPS time sources,
are configured in a primary/secondary mode for Precision
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Fig.3 Digital station enclave testbed
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Time Protocol (PTP) compliance with the Power Utility Pro-
file. To simulate the operation control room for the testbed,
IECTest is employed, facilitating communication with the
SICAM AB8000 CP-8050 gateway. The components within
the Siemens DS enclave are kept up-to-date with the latest
available versions [56].

7 APT attack steps in the case study

In this section, a case study is conducted to demonstrate the
practical application of the proposed APT kill chain, along
with an analysis of Command and Control (C2) and Action,
as previously discussed. The study employs the hardware-
in-the-loop testbed detailed in Sect. 6. Table 2 outlines the
sequence of steps executed during the APT attack on an IEC
61850 substation, targeting both the SCADA interface (IEC
60870-5-104) and the time synchronization within the pro-
cess bus network.

The initial stage of the APT attack involves reconnais-
sance aimed at gathering essential information to initiate the
attack (as outlined in steps 1 to 4). Upon acquiring the neces-
sary data, the attackers move to the second stage, executing
actions needed to compromise the substation (steps 5 to 8).
As explained in our adversary model in Sect. 5, the attacker
has local network access (Initial Access). The objective of
this APT attack is to cause potential damage to the physical
equipment and disrupt the power grid process (Sabotage).
Therefore, in this case study, the focus is predominantly on
sabotage and the technical parts executed inside the substa-
tion, namely reconnaissance in the first stage and exploitation
in the second stage.

Ashighlighted in Sect. 4, not all steps of the APT kill chain
are applicable in every scenario, hence a direct mapping of
attack stages is not always feasible. Furthermore, Sect. 3 dis-
cussed that some steps of the APT kill chain might require
multiple iterations. This is demonstrated in this case study,
as the reconnaissance was conducted through four distinct
methods by the attackers. Indeed, this approach was neces-
sary to enable the attackers to effectively collect the required
data. It should be noted that although the data exfiltration
step was not incorporated into the APT kill chain in this case
study, such data could potentially be transported out of the
CPS if, for instance, an insider were to extract the reconnais-
sance findings.

7.1 APT Attack - Stage 1

The first stage of the APT attack consists of gaining access
to the SCADA part of the testbed, as this enables data recon-
naissance on the communication between the control center
and the substation networks (station and process bus). This
is an IEC 104 interface [8]. Before the attacker is able to per-

form reconnaissance, it is necessary to establish initial access
which can only be achieved in the physical domain. In prac-
tice, this means that somebody first needs to gain physical
access to a physical location where the networks are exposed,
and then logical access the IEC 104 communication. The
location of the attacker is the Attacker icon placed between
the router and the firewall in Fig. 3. Once initial access has
been established, the attacker starts with passive reconnais-
sance.

7.1.1 Passive reconnaissance

Passive reconnaissance in the form of listening and gather-
ing information is relatively quiet and stealthy. It involves
the attacker passively monitoring network traffic to iden-
tify visible communication between devices, establishing an
understanding of the types of messages being exchanged,
and to collect information like ASDU addresses, Information
Object Addresses (I0As), and measurement values. Since the
attacker is essentially eavesdropping on existing communi-
cation, this step is less likely to generate noticeable network
noise or trigger immediate alarms. The APT attack in the
case study required two levels of passive reconnaissance.

Step 1

The first step assumes that initial access has been achieved,
as discussed earlier. This means that the attacker has local
access to one or multiple network parts of the substation
network for a short time period. This access could be exe-
cuted by an insider in collaboration with the APT attacker.
The attackers’ primary objective is to map the network. This
involves employing passive reconnaissance, where one pas-
sively monitor network communication by listening to traffic
in promiscuous mode. This method allows attackers to listen
in on traffic between the controlling station and the SCADA
gateway, and also on the station bus network, depending on
the attacker’s position. It is important to note that the com-
munication between these devices is not encrypted, meaning
that any application layer data passing through the attack-
ers’ network interface is in clear text. Attackers can intercept
and collect network related information from Open Systems
Intercommunication (OSI) layers 2 and 3, such as Internet
Protocol (IP) addresses and Media Access Control (MAC)
addresses of the network devices, even if the application
layer data is encrypted. Without encryption, the attacker can
also collect application layer data such as commands in use
or measured values sent through the network. Even when
there is no active communication on the network, the con-
trolling station periodically sends out regular packets and the
PTP master time sends out clock synchronization commands,
which disclose the IP and MAC addresses of the devices (see
Fig.4).

To summarize, passive reconnaissance was performed on
two levels of the substation: Level 1 (Passive Reconnaissance
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Table 2 Summary of the APT attack steps in the case study

Attack step

Attack type

Attack aim

Attack technique

Outcome/detection trace

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Short term passive recon-
naissance

Long term/persistent
passive reconnaissance

Active reconnaissance
with regular TCP traffic

Active  reconnaissance

with irregular traffic

Master clock take over

Time manipulation

Operation failure

Denial of service

Denial of service

Denial of service

Gathering  information
about the IEC 60870-
5-104 network and the
station bus network

Gathering specific infor-
mation about the IEC
60870-5-104  network
(capturing  non-typical
data such as inordinate
interrogation answers)

Finding SCADA gate-
way (RTU) devices, con-
trolling station, IEDs to
the protected network

Collects additional infor-
mation that is not avail-
able with regular traffic

Manipulates the PTP to
become the master clock

Attacker maintains the
status with the master
clock emulation and tries
to block/change the time
permanently

Sending wrong measure-
ment values and com-
mands and attempt to
propagate errors

Attention diversion
by disabling commu-
nication between the
SCADA gateway and
the control station

Attention Diversion by
ARP poisoning

Attention diversion by
disabling SCADA gate-
way accessibility

Promiscuous mode lis-
tening and information
gathering

Promiscuous mode lis-
tening and information
gathering and device fin-
gerprinting

Port scanning (TCP full
scan) the subnet for open
tcp port

Packet injection to
force device interroga-
tion commands, switch
flooding to have more
information sources

Manipulation — rouge
master clock emulation

Manipulation — rouge
master clock emula-
tion with fake clock
announcement and syn-
chronization messages

Sending wrong data on
behalf of the SCADA
gateway with packet
injection, sending fake
breaker opening/closing
commands

ASDU RESET flood
with packet injection
/ controlling  station
source IP spoofing

ARP poisoning without
packet forward

TCP level SYN flood for
the RTU

Successful  reconnais-
sance with no trace

Partially successful
reconnaissance,  iden-
tifying manufacturer

information, identifying
inputs and outputs of
devices

Successful ~ reconnais-
sance, discovering key
network components

Attacker obtains addi-
tional information from
the devices

Multiple clocks in the
network (more than what
is configured)

Fake time syncs failed
to be delivered to the
devices but both real
clock sources stopped
working. No PTP time
synchronization was
available in the net-
work. IEDs start using
their internal clock and
flagging missing time
synchronization on SV
messages

Successful operation
failure, leading to com-
munication  disruption
and diverting attention

TCP connection reset

ARP poisoning signs,
large amount of fake
ARP replies

Extra large amount of
SYN packets towards the
SCADA gateway
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1 |iec60a70_104

No. Time Source

Destination

Protocol

Length Info

- 7.2- 10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 76{<= T (176,266) ASOU=1 C_CS HA_1 Act 10A=0

- 7.2- 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 76 -> 1 (266,177) ASDU=1 C_CS_WA_1 ActCon I0A<0

- 17.- 10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 76 <- I (177,267) ASDU=1 C_CS_NA 1 Act I08=0

- 17. 10.152.40.2 10.152.40.1- IEC 6@870-5 ASDU 76 -> I (267,178) ASDU=1 C_CS_NA_1 ActCon TIOA=0

- 27.- 10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 76 <- I (178,268) ASDU=1 C_CS_NA 1 Act 108-0

- 27.- 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 76 -> I (268,179) ASDU=1 C_CS_NA_1 ActCon TIOA=0

- 37.- 10.152.40.101  10.152.40.2 IEC 60870-5-104 60 <- 5 (269)

- 37.- 10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 76 <- I (179,269) ASDU=1 C_CS_WA_1 Act 108-0

- 37.- 10.152.40.2 10.152.40.1- IEC 6@870-5 ASDU 76 -> I (269,180) ASDU=1 C_CS_NA_1 ActCon TIOA=0

- 47.-10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 76 <- I (180,270) ASDU=1 C_CS_NA 1 Act 108=0

- 47. 10.152.40.2 10.152.40.1- IEC 6@870-5 ASDU 76 -> I (270,181) ASDU=1 C_CS_NA_1 ActCon TOA=0

- 47.. 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 81 -> T (271,181) ASDU=1 M_ME_TF_1 Spont  IOA=10006
- 55.- 10.152.40.2 10.152.40.1- IEC 6@870-5 ASDU 81 -> I (272,181) ASDU=1 M_ME_TF_1 Spont  IOA=10001
- 57.- 10.152.40.101  10.152.40.2 IEC 60870-5-104 60 <- 5 (273)

- 57.- 10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 76 <- I (181,273) ASDU=1 C_CS_NA 1 Act 108-0

- 57.- 10.152.40.2 10.152.40.1- IEC 6@870-5 ASDU 76 -> I (273,182) ASDU=1 C_CS_NA_1 ActCon TOA=0

- 60.. 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 81 -> I (274,182) ASDU=1 M_ME_TF_1 Spont  IOA=10007
- 60.- 10.152.40.2 10.152.40.1- IEC 6@870-5 ASDU 96 -> I (275,182) ASDU=1 M_ME_TF_1 Spont  IOA[2]=10009
- 67.- 10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 76 <- I (182,276) ASDU=1 C_CS_NA 1 Act 108=0

- 67.- 10.152.40.2 10.152.40.1- IEC 6@870-5 ASDU 76 -> I (276,183) ASDU=1 C_CS_NA_1 ActCon TOA=0

- 77.- 10.152.40.101  10.152.40.2 IEC 62870-5 ASDU 76 <- I (183,277) ASDU=1 C_CS_NA 1 Act 108=0

Frame 120: 76 bytes on wire (608 bits), 76 bytes captured (608 bits) on interface \Device\NPF_{15A39BF8-EFD6-4089-
Ethernet IT, Src: VMware_9d:21:bS (00:0c:29:9d:21:bS), Dst: SAT_fc:24:5d (00:e@:a8:fc:24:5d)

Internet Protocol Version 4, Src: 10.152.40.101, Dst: 10.152.40.2

Transmission Control Protocol, Src Port: 60789, Dst Port: 2404, Seq: 1, Ack: 1, Len: 22

IEC 60870-5-104: <- I (176,266)

IEC 60870-5-101/104 ASDU: ASDU=1 C_CS_NWA_1 Act

Im“’” *clock synchronization command* I

Fig.4 Clock synchronization commands

- Identifying Device Type). Level 1 passive reconnaissance
on the SCADA interface involved passive techniques like
identifying device types through techniques such as MAC
address grabbing. While it may reveal some information
about the devices on the network, it does not involve active
probing or communication that would create significant
noise. However, such activities may only provide limited
information about the device manufacturer.

Level 2 (Passive Reconnaissance - Collecting Information
Regarding Clock Sources). Passive reconnaissance tech-
niques were also used on the station bus network and involved
collecting information about the clock sources used in the
network, specifically Meinberg and Siemens. This included
monitoring network traffic and examining the behavior of
these clock sources. Passive reconnaissance, by nature, does
notinvolve sending packets or generating significant network
activity, so it is not noisy and should not raise immediate sus-
picions on the station bus network.

On the station bus level the attacker can see broadcast and
link layer messages (Fig.5). Here, the attackers immediately
observe the primary master clock (Meinberg device in our
case) by the regular PTP clock announcement messages.

Step 2

Following the initial data collection and network map-
ping, the attackers proceed with passive reconnaissance to
gain deeper insights into the testbed network at the available

Fig.5 Passive reconnaissance

network locations. In this step, we consider that the attacker
has permanent or long term access to different network parts
inside the substation. The primary objective during this step
is to collect valuable information, including more MAC
addresses and IP addresses, application level data such as
commands, and measured values, but also to identify the
device manufacturer. In the case study, it was only possi-
ble to determine e.g. the SCADA gateway manufacturer and
not the specific product type.

Passive reconnaissance in this step also entails monitor-
ing the content of Application Service Data Unit (ASDU)
messages, which reveals additional details about the SCADA
gateway. In specific time periods, the attacker can capture e.g.
interrogation messages and the answer for these messages
that encompasses information such as ASDU addresses,
Object Addresses (OA), and Information Object Addresses
(I0A). Because of the longer time period of listening, the
attacker is able to capture network traffic at the right moment,
including sensitive data such as specific commands in use and
crucial real-time measurement values.

As demonstrated in Fig.6, the captured data includes
ASDU interrogation commands, providing the attackers with
detailed insights into communication patterns and command
usage within the testbed network. This information serves as
a foundational element for subsequent attack steps, allowing
the attackers to refine strategies and to execute more targeted
attack actions.

On the station bus, the attacker can facilitate the next steps
in passive reconnaissance by targeting PTP. The attacker
team developed a Python script to process the captured traf-
fic and match MAC addresses with their roles. This script
highlights the principal PTP packet parameters, especially
those from the best master clock, which transmits both times-
tamped and untimed messages. Additionally, with access to a
physical machine, the attackers also observe link layer com-

(e s

No. Time Source

Destination Protocol Length Info

29.- 10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 69 <- I (@,1) ASDU=1 C_RD_NA_1 Req  IOA=10002
10.152.40.101  10.152.40.2 1IEC 60870-5 ASDU 70 <- T (1,1) ASDU-1 C_CI_NA 1 Act  IOA=0
10.152.40.101  10.152.40.2 1IEC 60870-5 ASDU 69 <- I (2,1) ASDU=1 C_RD_NA 1 Req  IOA=10003

41.. 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 77 -> T (1,3) ASDU=1 M_SP_TB_1 Spont  IOA=8726

52.- 10.152.40.101  10.152.40.2 IEC 60870-5 ASDU 69 <- I (3,2) ASDU=1 C_RD NA_1 Req  IOA=304

81._ 10.152.40.2 10.152.40.1 IEC 6870-5 ASDU___ 77 -> I (2,4) ASDU=1 N _SP T8 1 Spont _ T0A=8729

- 225. 10.152.40.101  10.152.40.2 1EC 60570 5 ASDU

- 228 10.152.40.2 10.152,40.1- IEC 60870-5 ASOU 5T

- 225 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU > 1

- 225 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU > 1

- 225 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU &

- 228- 10.152.40.2 10.152.40.1- IEC 608705 ASDU 5

- 2285 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU > 1

- 228 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU > 1

_ 225 10.152.40.2 10.152.40.1-IEC 60870-5 ASDU ST

T 226 10.152.40.2 T0.152.40. 1. IEC 60870-5 ASDU 70 -> T (11,5) ASDU-I C_IC_WA.1 ACTIerm IOA=0

- 801 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 77 -> T (12,5) ASDU=1 M_SP_TB_1 Spont  IOA=105

- 801~ 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 77 -> I (13,5) ASDU=1 M_SP_TB_1 Spont  IOA=205

- 801~ 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 77 -> I (14,5) ASDU=1 M_SP_TB_1 Spont_TEST IOA=207

- 801- 10.152.40.2 10.152.40.1- IEC 60870-5 ASDU 77 -> I (15,5) ASDU=1 M_SP_TB_1 Spont_TEST IOA=209
10.152.40.1- IEC 60870-5 ASDU 88 -> I

- 801 10.152.40.2 (16,5) ASDU=1 W_SP_TB_1 Spont_TEST I0A[2]=210,...

Frame 2112: 70 bytes on wire (560 bits), 70 bytes captured (560 bits) on interface \Device\NPF_{15A396F8-EFD6-4089-AB09
Ethernet II, Src: Vhware_9d:21:bS (00:0c:29:94:21:b5), Dst: SAT_fc:24:5d (00:e0:a8:fc:24:5d)

Internet Protocol Version 4, Src: 10.152.40.101, Dst: 10.152.40.2

Transmission Control Protocol, Src Port: 57832, Dst Port: 2404, Seq: 122, Ack: 107, Len: 16

IEC 60870-5-104: <- T (4,3)

IEC 60870-5-101/104 ASDU: ASDU=1 C_IC_NA1 Act | IO nterrogation command”

Fig.6 Interrogation commands
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munication emanating from the industrial switch. Figure5
demonstrates the attacker’s machine connected to a specific
part of the switch, identified through MAC address analy-
sis, and reveals the switch’s transparent clock function used
for determining network latency. Since the passive recon-
naissance is long term in this step, the attacker might obtain
unintended best master clock changes as well. If the best mas-
ter clock runs into a technical failure, the attacker captures
how the secondary clock takes over the best master clock
role.

Through this process, the attacker pinpoints several key
network aspects:

— The best master clock’s MAC address and primary char-
acteristics (priority numbers).

— The master clock’s timing settings.

— The connection point of the attacker’s machine to the
switch.

— The switch’s operational mode, whether a Transparent
Clock or a Boundary Clock.

Step 3

After collecting preliminary information in the previous
steps, attackers shift from passive network data collection
to more active techniques. The primary goal in this step is
to engage in proactive network probing by sending out net-
work packets designed to elicit responses from the SCADA
gateway and the controlling station. This strategy, com-
monly known as an active reconnaissance, aims to force these
devices into revealing detailed information about themselves.
As the attacker proceeds gradually to avoid early detection,
the attacker sends out only regular (legitimate like) network
traffic in this step. To execute this form of reconnaissance,
attackers explore the following options:

— Transfer Control Protocol (TCP) Scan: Attackers ini-
tiate a TCP port scan for targeted ports (e.g. port 2404)
within the subnet. This specific scan is employed to iden-
tify devices and services actively operating within the
network.

— Device Fingerprinting via TCP Responses: Analyzing
the network answers on protocol level, attackers enumer-
ate devices characteristics by conducting a straightfor-
ward scan across the subnet.

Attackers delve into device fingerprinting techniques, a
well-established practice for identifying operating systems
(e.g., Nmap operating system fingerprinting). It is worth
noting that while device fingerprinting is a well-recognized
approach for conventional operating systems, its adapta-
tion for power grid devices remains a relatively unexplored
domain.
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Fig.7 Discovery of the equipment communicating on the network

These active reconnaissance techniques empower attack-
ers with more precise insights into the network’s struc-
ture, enabling them to pinpoint critical components such
as SCADA gateway devices, the controlling station, and
network details. On the station bus network level, active
port scanning revealed Intelligent Electronic Devices (IED)
devices such as the network parameters of the protection
relay, the bay controller and the merging unit ( Fig.7).

This newfound knowledge serves as the foundation for
subsequent attack actions, as elaborated upon in the following
steps.

Step 4

The attacker can also map the network with irregular pack-
ets by accepting the fact that this is a more noisy approach,
which means that the risk of being detected is higher. Given
that the IEC 60870-104 protocol operates atop the TCP/IP
stack, attackers consider alternative port scanning methods,
such as a half-open (SYN) scan, to avoid establishing full
TCP connections. In addition to this, the attacker can also
carry out packet injection or ARP poisoning at this stage.
Packet injection can be used e.g. to send out fake interroga-
tion commands. The attacker first obtains the relevant TCP
connection parameters such as ports, TCP sequence number,
TCP acknowledgement number, and also the IEC 60870-104
level connection parameters, such as the TX and RX values.
Knowing all these parameters the attacker can fake the next
packet in the TCP stream on behalf of the controlling sta-
tion. This operation results in forced interrogation answers
so the attacker gains important data, but it did results in TCP
packet duplicates and TCP communcation reset that can be
detectable. TCP connection reset happens regularly without
any malicious activity, so this attack detection possibility
is relatively low. More noisy active reconnaissance might
involve ARP poisoning. A man in the middle situation pro-
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vides very rich information from the targets (the attacker
could see everything between the targeted devices), but this
type of attack is quite risky to execute in the reconnaissance
phase.

7.2 APT attack - stage 2

The second stage of the APT attack starts after the recon-
naissance has been completed, or sufficient information has
been gathered to develop necessary malware and other attack
tools. This is called weaponizing.

7.2.1 Weaponizing, local access, delivery, and explotation

Weaponizing covers all attack activities involved in develop-
ing the necessary malware and tools for stage 2 of the APT
attack. This is done based on the data that has been gathered
and exfilitrated from the CPS during stage 1.

In the case study, the attack tools were developed as a
combination of Python scripts, known attack tools, and open
source tools. These tools were then delivered using the same
physical and logical access as previously developed. This is
referred to as local access in Fig. 2.

Step 5 After weaponizing is completed and the attack tools
have been developed and tested, the attacker waits for the
opportunity to move forward with the APT attack. Firstly,
local access is needed to deliver the tools in the CPS. The
right attack time can be influenced by the data provided by the
reconnaissance, working hours considerations, other exter-
nal information available for the APT group, or the need to
synchronize with other attacks.

Once the attack tools have been delivered, the exploita-
tion could be performed immediately or after a specific time
period. In the case study, the exfiltration started immedi-
ately as the attack required manual local activities to succeed.
Exploitation started with that the attacker focused on gaining
control of the master clock and disrupting the PTP by com-
promising network integrity on the station bus. This requires
manipulating the Best Master Clock Algorithm (BMCA).
As time sources in the network regularly send out Announce
messages, the introduction of a new clock entails broadcast-
ing regular fake Announce messages. The best master clock
is determined based on priority parameters, where a lower
priority number signifies a superior clock. Our experience
revealed that generating a fake Announce message, includ-
ing modifying the source MAC address of a new fake time
source, is relatively simple for attackers.

Nevertheless, the case study showed that merely send-
ing out time synchronization is ineffective, as these are not
accepted by the industrial switch to be propagated to the sub-
station equipment. Note that the industrial switch works as
a transparent clock in the network. What worked in practice
was to mislead the switch with fake Announce messages, as

these messages do not carry a timestamp for the switch to
validate against its own timing. As a result, the only neces-
sary alteration for creating fake messages was to maintain
increasing sequence numbers. After conducting this attack,
the main master clock continues its announcements for a few
seconds and eventually ceases, along with all other genuine
time sources in the network, leaving only the attackers’ fake
time source active. This could have been automated in an
attack tool, but it would have required a longer reconnais-
sance, which would need to involve more active scans and
that would increase the risk of being detected.

Step 6

The fake best master clock approach effectively stops the
real time sources and their synchronization messages, cre-
ating a scenario similar to a DoS attack. The next step for
the attacker is to maintain this situation for a longer period
to confuse the devices. In the case study, introducing a fake
best master clock into the network resulted in the cessation of
authentic time synchronization messages, and consequently,
the station bus time synchronization was also stopped. What
happened was that all equipment on the station bus needed to
rely exclusively on their own local time, i.e., the slave time
source. Figure 8 displays the Merging Unit time sources dur-
ing the attack involving the fake master time source.

As a result, severe consequences on the operation of the
substation were observed. The IEDs, including the protection
relay, goes into holding mode, which means that they are
blocked and are no longer acting upon received messages
(see Fig. 9). This could, in worst case, mean that the operator
cannot manage the power lines of the substation from the
dispatch center, and that the substation needs to move to local
control. Local control means that the substation will need to
be operated locally at the substation. In cases where the attack
is executed across multiple substations simultaneously, this
could affect the balance in the power grid system, and for
instance result in temporary outages.

7.2.2 Actions and sabotage

Step 7

Now that the attackers have gained control over the master
clock, and thereby causing the IEDs, including the protection
relay, to enter a holding state, the next step is to inflict damage
to the system (sabotage). Utilizing the information collected
from steps 1 to 4, the attackers are capable of inducing oper-
ational failures. This involves manipulating the system by
opening or closing breakers based on their current state. It
is important to note that this phase of the attack, which pri-
marily aims at operational failure, is inherently quiet and
disruptive. However, its execution during a period when the
protection relay is in holding mode significantly amplifies its
impact, resulting in severe damage to the system.
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Fig.8 Merging Unit (MU) time settings after loosing the best master clock PTP time

13.02.2023 16:03:30.029 03:17:37:17.760 | 2000 Alarm handling Group warning off good (process) Data change 5971301
13.02.2023 16:03:30.029 03:17:37:17.760 | 1999 Alarm handling >Group Warning off good (process) Data change 5971.504
13.02.2023 16:03:30.029 03:17:37:17.760 | 1998 General Health ok good (process) Data change 9153
13.02.2023 16:03:30.028 03:17:37:17.759 | 1997 Protection:21 Distance prot. 1:General Inactive off good (process) Data change 21.901.2311.54
13.02.2023 16:03:30.028 03:17:37:17.759 | 1996 Protection:21 Distance prot. 1:Z 1 Inactive off good (process) Data change 21.901.3571.54
13.02.2023 16:03:30.028 1995 Protection:21 Distance prot. 1:Z 2 Inactive off good (process) Data change 21.901.3572.54
13.02.2023 16:03:30.028 1994 Protection:21 Distance prot. 1:Z 4 Inactive off good (process) Data change 21.901.3574.54
13.02.2023 16:03:30.028 1993 Protection:21 Distance prot. 1:Z 3 Inactive off good (process) Data change 21.901.3573.54
13.02.2023 16:03:30.028 1992 Protection:21 Distance prot. 1:General Health ok good (process) Data change 21.901.2311.53
13.02.2023 16:03:30.026 03:17:37:17.757 | 1991 Protection:21 Distance prot. 1:Z 1 Health ok good (process) Data change 21.901.3571.53
13.02.2023 16:03:30.026 03:17:37:17.757 | 1990 Protection:21 Distance prot. 1:Z 2 Health ok good (process) Data change 21.901.3572.53
13.02.2023 16:03:30.026 03:17:37:17.757 | 1989 Protection:21 Distance prot. 1:Z 3 Health ok good (process) Data change 21.901.3573.53
13.02.2023 16:03:30.026 03:17:37:17.757 | 1988 Protection:21 Distance prot. 1:Z 4 Health ok good (process) Data change 21.901.3574.53
13.02.2023 16:00:07.526 03:17:33:55.257 | 1987 Device Cyber-security event Login OK good (process) Data update 4171322
13.02.2023 15:55:21.620 03:17:29:09.351 | 1986 Device Cybersecurity event Login OK good (process) Data update 4171322
13.02.2023 15:54:43.338 03:17:28:31.069 | 1985 Protection:21 Distance prot. 1:General Inactive on good (process) Data change 21.901.2311.54
13.02.2023 15:54:43.337 03:17:28:31.068 | 1984 Protection:21 Distance prot. 1:Z 1 Inactive on good (process) Data change 21.901.3571.54
13.02.2023 15:54:43.337 03:17:28:31.068 | 1983 Protection:21 Distance prot. 1:Z 2 Inactive on good (process) Data change 21.901.3572.54
13.02.2023 15:54:43.337 03:17:28:31.068 | 1982 Protection:21 Distance prot. 1:Z 4 Inactive on good (process) Data change 21.901.3574.54
13.02.2023 15:54:43.337 03:17:28:31.068 | 1981 Protection:21 Distance prot. 1:Z 3 Inactive on good (process) Data change 21.901.3573.54
13.02.2023 15:54:43.337 03:17:28:31.068 | 1980 Protection:21 Distance prot. 1:Z 1 Health alarm good (process) Data change 21.901.3571.53
13.02.2023 15:54:43.337 03:17:28:31.068 | 1979 Protection:21 Distance prot. 1:Z 2 Health alarm good (process) Data change 21.901.3572.53
13.02.2023 15:54:43.337 03:17:28:31.068 | 1978 Protection:21 Distance prot. 1:Z 3 Health alarm good (process) Data change 21.901.3573.53
13.02.2023 15:54:43.337 03:17:28:31.068 | 1977 Protection:21 Distance prot. 1:Z 4 Health alarm good (process) Data change 21.901.3574.53
13.02.2023 15:54:43.332 03:17:28:31.063 | 1976 Alarm handling Group warning on good (process) Data change 5971.301
13.02.2023 15:54:43.332 03:17:28:31.063 | 1975 Alarm handling >Group Warning on good (process) Data change 5971504
13.02.2023 15:54:43.332 Health alarm good (process) Data change 9153

03:17:28:31.063 | 1974 General

553n P L e ==

Fig.9 Messages from the protection relay showing that it is in blocked mode (inactive)

The attackers accomplish this by sending ASDU type Ox45
commands on behalf of the control station. The goal is to send
erroneous data that appears legitimate within the ongoing
TCP communication. To carry out this deceptive operational
failure, the attackers employ the same technique that was
used for the forced interrogation, known as packet injection.
This step involves capturing the last packets sent by both the
controlling station and the SCADA gateway. These captured
packets provide crucial information:

— The port that the controlling station uses in the TCP con-
nection.

— The last sequence number used by the controlling station
in the communication.

— The length of the last TCP packet sent by the controlling
station.

— The last sequence number used by the SCADA gateway.

— The length of the last TCP packet sent by the SCADA
gateway.

@ Springer

With this information, the attackers can send fake pack-
ets into the ongoing TCP stream that seamlessly blend with
legitimate packets. These fake packets include details such
as the correct source port used by the controlling station, a
destination port of 2404, and precise sequence numbers. The
valid sequence number is the last sequence number plus the
length of the last TCP packet sent by the controlling station.
Additionally, the attackers ensure the acknowledgment num-
bers align with the last packet sent from the SCADA gateway.
Spoofing the sender’s IP address as that of the controlling sta-
tion, ensures the packet is accepted by the SCADA gateway
at the TCP level.

The attackers specifically target ASDU type 0x45 com-
mands to simulate breaker opening or closing actions. ASDU
level sequence numbers (RX) and acknowledgment numbers
(TX) have to be matched. These deceptive commands are
executed, confirmed by the SCADA gateway with ActCon
responses, and appear as authentic within the network com-
munication.
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It is important to note that this type of attack results in the
reuse of sequence numbers by the controlling station, as the
controlling station cannot distinguish the fake packets sent
by the attackers. This sequence number reuse may trigger
a time synchronization command, and subsequent sequence
number reuse detection. Consequently, the SCADA gateway
initiates a TCP connection reset, temporarily interrupting the
communication. Figure 10 illustrates that the controlling sta-
tion has rebuilt the TCP connection and started the ASDU
communication with STARTDT. Note that in this attack step,
the TCP connection was reset and rebuilt right after the fake
packet, but the breaker closing was not prevented. Therefore,
the attacker’s primary objective of creating technical errors
remains achieved.

Step 8

Until now, the attackers have successfully remained
stealthy, causing damage to the system with minimal noise.
However, to ensure the damage is prolonged and operators
are further distracted, the attackers may also execute a Denial
of Service attack as the final step. Therefore, in line with their
strategy of maintaining stealth while inflicting damage, the
attackers’ next move is to implement a DoS attack, aiming
to render the SCADA gateway inaccessible to the control
station. This is achieved through three distinct methods:

— Continuous transmission of reset ASDU messages imper-
sonating the control station, achieved via packet injec-
tion.

— Implementing ARP poisoning, halting packet forwarding
to disrupt communication.

— Overwhelming the SCADA gateway with a flood of TCP
packets.

In the case study, the first approach involved packet
injection where the attackers repeatedly sent reset ASDU
commands on behalf of the controlling station. The SCADA
gateway executed the reset and became unavailable for a
couple of seconds. When the reset was executed, the control-
ling station rebuilt the TCP connection and sent the initial
STARTDT message. At that point, the attackers sent another
reset ASDU command and continued this throughout the
attack. The advantage of such Denial of Service is that this
type is not extremely noisy. The attacker needs only one
packet for each reset. The controlling station could only com-
municate with the SCADA gateway for one or two seconds,
then lost the connections for a longer period as shown in
Fig.11.

The second strategy employed was ARP poisoning with-
out packet forwarding. In this more direct approach, the
attacker sends two ARP packets every second to disrupt the
network. This method is slightly noisier than packet injection,
but ensures continuous interruption in the communication
between the control station and the SCADA gateway. By

manipulating ARP messages, the attacker effectively mis-
directs the network traffic, preventing the SCADA gateway
from communicating with the control station (illustrated in
Fig.12).

The most aggressive form of DoS implemented in our tests
was flooding the SCADA gateway with TCP packets. Using
tools like Hping, the attacker flood the gateway with traffic,
completely severing control from the station. This attack not
only causes immediate loss of control, but also leads to ongo-
ing communication problems between the control station and
the gateway after the system recovers, indicating the severe
impact of this tactic (refer to Fig. 13).

All described attacks were developed in Python using the
Pyshark library to capture network traffic and the Scapy
library to create customized network packets. The scripts
were developed to accept different input parameters for the
main attack characteristics. As the scripts and the case study
was conducted in collaboration with a critical infrastructure
owner, it was decided that the scripts themselves cannot be
published.

8 Discussion

Attacking Cyber-Physical Systems presents unique chal-
lenges compared to systems operating solely in the cyber
domain, such as IT systems. A CPS integrates cyber compo-
nents, which control and automate physical components like
robots, circuit breakers, and chemical processing units. These
systems are often safeguarded by air gaps or physically segre-
gated networks to prevent unauthorized access. Nevertheless,
in recent decades, CPSs have been increasingly targeted by
complex and sophisticated attacks, like APTs.

This complexity led to our first research question, which
explored whether the conventional kill chain model is appli-
cable and sufficient for studying APT attacks targeting CPS.
Our investigations, including the case study presented in this
paper, indicate that APT attacks cannot truly be investigated
and mapped to the conventional cyber kill chain, and in some
cases, several iterations of specific steps are required. Also,
in some scenarios, local access is required to execute an
APT attack on a CPS, with initial access typically occur-
ring through physical means, as was the case with Stuxnet.
This finding necessitated updates to the kill chain for CPS,
incorporating elements that cover the necessity of physical
access for steps such as reconnaissance and delivery.

In addressing our second research question regarding the
role of the physical domain in APT attacks on CPS, it became
evident that attacking a CPS is considerably more chal-
lenging than attacking purely cyber systems. The need for
physical access, as demonstrated by the Stuxnet attack and
further evidenced in our case study, is a significant barrier to
entry for attackers. While physical access might not be nec-

@ Springer



A. Akbarzadeh et al.

6087@-5 -> I (2@,15) ASDU=1 C SC NA 1 ActCon NEGA IOA=Q@

- 171- 10.152.40.101 12.152.40@.2 IEC 6@870-5 ASDU 76

- I (0,8) ASDU=1 C_CS_NA 1 Act I0A=0
- 171- 10.152.40.2 10.152.40.1- IEC 6@87@-5 ASDU 76 -> I (0,1) ASDU=1 C_C5_NA 1 ActCon IOA=@
- 181 10.152.40.101  10.152.40.2 IEC 6@570-5 ASDU 76 <- I (1,1) ASDU=1 C_C5_NA 1 Act I0A=0
- 181- 10.152.40.2 10.152.40.1- IEC 6@87@-5 ASDU 76 -> I (1,2) ASDU=1 C_C5_NA_1 ActCon IOA=@
- 184- 10.152.40.2 10.152.40.1- IEC 6@870-5 ASDU 96 -> I (2,2) ASDU=1 M _ME_TF_1 Spont IOA[2]=1000S,..

Frame 2@4@: 72 bytes on wire (56@ bits), 7@ bytes captured (56@ bits) on interface \Device\NPF_{15A39BF8-EFD6-4@
Ethernet II, Src: VMware_70:56:f4 (@0:@c:29:7@:56:f4), Dst: SAT_fc:24:5d (@@:e@:a8:fc:24:5d)

Internet Protocol Version 4, Src: 1@.152.40.1@1, Dst: 10.152.40.2

Transmission Control Protocol, Src Port: 6@82@, Dst Port: 2424, Seq: 319, Ack: 523, Len: 16

IEC 60870-5-1@4: <- I (15,21)

vV IEC 60870-5-101/1@4 ASDU: ASDU=1 C_SC_NA_ 1 Act IOA=@ ‘single command®
Typeld: C_SC_NA_1 (45)
C..s a... = BQ: False

.000 2001 = NumIx: 1

..02 2112 = CauseTx: Act (6)
.@.. .... = Negative: False
Povsos: wevea = Test: False

Fig. 10 Spoofed breaker close command with packet injection

MNo. Time Source Destination Protocol Length Info
- 89.. 10.152.40.2 1@.152.4@.1. IEC 6@87@-5 ASDU 81 -> I (41,32) ASDU=1 M_ME_TF_1 Spont IOA=10001
- 9l.- 10.152.40.101  10.152.40.2 IEC 6@870-5 ASDU 76 <- I (32,42) ASDU=1 C_CS_NA_1 Act IOA=0
- 91.- 10.152.40.2 10.152.40.1- IEC 6@87@-5 ASDU 76 -> I (42,33) ASDU=1 C_CS_NA_1 ActCon IOA=0
= Ol 10.152.80. 00 10.152.20. 2 ItC poR70-5 meou 700 L (30,53) PoDO-L C AP NE T Act ToR=q |
= il ket 12.152.40.1. IEC 6@87@-5 ASDU 70i-> I (43,34) ASDU=1 C_RP_NA 1 ActCon IOA=@
- 91.- 10.152.40.101  1@.152.40.2 IEC 6@87@-5 ASDU 70 <- I (34,44) ASDU=1 C_RP_NA_1 Act I0A=0
O O
O O
O O
O O
- 163~ 10.152.40.101  1@.152.4@.2 IEC 6@870-5 ASDU 76 <- I (@,@) ASDU=1 C_CS_NA_1 Act I0A=0
- 163. 10.152.402.101 1@.152.4@.2 IEC 6@87@-5 ASDU 76 <- I (1,@) ASDU=1 C_CS_NA_1 Act IOA=0
- 163- 10.152.40.101  10.152.40.2 IEC 6@870-5 ASDU 76 <- I (2,@) ASDU=1 C_CS_NA_1 Act I0A=0

Frame 123@: 7@ bytes on wire (56@ bits), 7@ bytes captured (56@ bits) on interface \Device\NPF_{15A39BF8-EFD6-
Ethernet II, Src: SAT_fc:24:5d (@@:e@:a8:fc:24:5d), Dst: YMware 9d:21:b5 (@@:0c:29:9d:21:b5)

Internet Protocol Version 4, Src: 10.152.4@.2, Dst: 10.152.40.101

Transmission Control Protocol, Src Port: 2424, Dst Port: 6@861, Seq: 371, Ack: 261, Len: 16

IEC 6@870-5-104: -> I (43,34)
IEC 6087@-5-101/1@4 ASDU: ASDU=1 C_RP_NA_1 ActCon IOA=0f‘'reset process command'

Fig. 11 DoS attack with spoofed reset commands using packet injection
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Mo,  Time Source Destination Protocol
- 84.455854 VMware_9d:21:b5 VYMware_70:5. ARP
- 34.471470 VMware_70:56:f4 VYMware_9d:2. ARP
- 84.505223 VMware_70:56:f4 SAT_fc:24:5d ARP
- 84.535992 VMware_70:56:f4 VYMware_9d:2. ARP
- 84.565247 VMware 70:56:f4 SAT_fc:24:5d ARP
- 34.605204 VMware_70:56:f4 YMware_S9d:2. ARP
- 84.635998 VMware_70:56:f4 SAT_fc:24:5d ARP
- 84.669171 VMware_70:56:f4 VYMware_9d:2. ARP
- 84.701160@ VMware_70:56:f4 SAT_fc:24:5d ARP
- 84.732037 VYMware_70:56:f4 VMware_9d:2. ARP
- 84.765165 VMware_70:56:f4 SAT_fc:24:5d ARP
- 84.797154 VMware_70:56:f4 VMware_9d:2. ARP

Fig.12 DoS attack with ARP poisoning

Length Info
60 10.152.40.101 is at @@:0c:29:9d:21:bS
6@ 10.152.40.2 is at 00:0c:29:72:56:14
60 10.152.40.101 is at @0:@c:29:70:56:14
60 10.152.40.2 is at 00:@c:29:70:56:14
6@ 10.152.4@.101 is at @0:@c:29:70:56:14
60 10.152.40.2 is at @@:0c:29:70:56:14
60 10.152.40.101 is at @@:0c:29:70:56:14
60 10.152.40.2 is at @0:0c:29:70:56:14
60 10.152.40.101 is at @0:@c:29:70:56:14
6@ 10.152.40.2 is at @@:0c:29:70:56:14
60 10.152.40.101 is at @@:0c:29:70:56:14
60 10.152.40.2 is at @@:0c:29:70:56:14

Mo,  Time Destination Protocol

SEESREEER
PHDD DD
000

5
5
c
5
c
5
5 1}
5 Q
5 Q
54 42
5 Q
5 @
5 1}
c
5
c
5

Length Info

numbers reusec Win=512 Len=0

numb Win=512 Len=
number Win=512 Len=
number Win=512 Len=

number Win=512 Len=

Win=512 Len=@

0]
0]

number 2 C \ Win=512 Len=0@
number 0]
0]

number Win=512 Len=@
number Win=512 Len=@
Win=512 Len=0
Win=512 Len=0@

Win=512 Len=0@

numbei
numbe

Frame 337972: 6@ bytes on wire (48@ bits), 6@ bytes captured (480 bits) on interface \Device\NPF_{15A39BF8-EFD6-4089-ABRI-QF8DC
Ethernet II, Src: VYMware_70:56:f4 (0@:0c:29:70:56:f4), Dst: SAT_fc:24:5d (00:e@:a8:fc:24:5d)

Internet Protocol Version 4, Src: 1@.152.4@.151, Dst: 10.152.40.2

Transmission Control Protocol, Src Port: 55093, Dst Port: 24@4, Seq: @, Len: @

Fig. 13 DoS attack with SYN flood

essary in every instance, our analysis of existing APTs and
our experimental work suggests it is a common requirement,
underpinning the proposed modifications to the kill chain.
The role of the physical aspect is not limited to initial access
or delivery but extends further, as shown in our proposed
APT kill chain (Fig.2). These modifications include inte-
grating the physical dimensions in the weaponization stage,
reflecting the potential need to combine physical and cyber
attack vectors. For instance, manipulating physical equip-
ment to facilitate the execution of a cyber weapon highlights
the intertwined nature of CPS vulnerabilities.

The difficulty in establishing a Command and Control
channel further complicates APT attacks on CPS, restricting
attackers’ capabilities and necessitating meticulous planning
during the reconnaissance stage. Given the potential singular-
ity of physical access opportunities, the data collected during

this initial stage is critical for developing subsequent attack
steps. Successful execution of an APT attack on a CPS also
requires precise development and testing of the attack in an
environment that closely mirrors the target, including identi-
cal protocols, network architecture, and physical equipment
configuration. This underscores the importance of further
research on more realistic testbeds, using hardware in the
loop, as work based solely on simulation is unable to provide
the insights needed to identify vulnerabilities and propose
security measures. Moreover, research that has only focused
on applying one or two different types of attacks, such as
man-in-the-middle attacks or DDoS, individually, could not
produce realistic scenarios. Accordingly, due to the sophis-
ticated nature of APTSs, more efforts are needed to delve into
studying APT attacks on CPSs in different domains in more
detail.
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Moreover, further research is needed to explore alternative
strategies for gaining local access to the CPS, such as exploit-
ing supply chain vulnerabilities. It is also of paramount
importance to investigate approaches that may reduce the
necessity of physical access. Prioritizing the development of
attack strategies that result in sabotage, especially those caus-
ing long-term damage to critical components, is crucial for
building better resilience into CPS in the future.

9 Conclusion and future work

This paper proposes essential changes to the APT kill chain
for CPS, including the need for physical access for recon-
naissance and for the delivery of the attack toolkit. It also
includes the physical dimension as part of weaponizing as it
might be necessary to combine physical and cyber attack vec-
tors, such as manipulation of physical equipment by flipping
run buttons to enable the cyber weapon to execute. Further-
more, the proposed approach separates the kill chain into two
stages: Stage 1: Reconnaissances and Data Exfiltration, and
Stage 2: Delivery, Exploitation, Actions, and Sabotage. It is
worth noting that the APT attack might iterate over these two
stages in practice, as well as between steps within each stage.
Nevertheless, in APT attacks on CPS the opportunities for
the various attack steps involved will be limited and an APT
could take months to years to complete.

Future work involves exploring multiple alternatives to
gaining local access to the CPS, such as supply chain attacks.
It will still be challenging to exfiltrate data out of the CPS
using supply chain attacks, but this is worth exploring as it
would greatly simplify the attack execution and represent a
communication path into the CPS. One potential strategy is
to adopt an approach similar to the SolarWinds hack, which
could enable the distribution of the attack toolkit across
multiple software updates. Further work will also focus on
automating parts of the attack to minimize the need for local
access. Moreover, priority will be given to developing attack
strategies that result in sabotage, particularly those causing
long-term damage, such as the destruction of circuit breakers,
transformers, and similar crucial for building better resilience
into CPS in the future.
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