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Abstract
Along with the advancement of online platforms and significant growth in Internet usage, various threats and cyber-attacks
have been emerging and become more complicated and perilous in a day-by-day base. Anomaly-based intrusion detection
systems (AIDSs) are lucrative techniques for dealing with cybercrimes. As a relief, AIDS can be equipped with artificial
intelligence techniques to validate traffic contents and tackle diverse illicit activities. A variety of methods have been proposed
in the literature in recent years. Nevertheless, several important challenges like high false alarm rates, antiquated datasets,
imbalanced data, insufficient preprocessing, lack of optimal feature subset, and low detection accuracy in different types of
attacks have still remained to be solved. In order to alleviate these shortcomings, in this research a novel intrusion detection
system that efficiently detects various types of attacks is proposed. In preprocessing, Smote-Tomek link algorithm is utilized
to create balanced classes and produce a standard CICIDS dataset. The proposed system is based on gray wolf and Hunger
Games Search (HGS) meta-heuristic algorithms to select feature subsets and detect different attacks such as distributed denial
of services, Brute force, Infiltration, Botnet, and Port Scan. Also, to improve exploration and exploitation and boost the
convergence speed, genetic algorithm operators are combined with standard algorithms. Using the proposed feature selection
technique, more than 80 percent of irrelevant features are removed from the dataset. The behavior of the network is modeled
using nonlinear quadratic regression and optimized utilizing the proposed hybridHGS algorithm. The results show the superior
performance of the hybrid algorithm of HGS compared to the baseline algorithms and the well-known research. As shown
in the analogy, the proposed model obtained an average test accuracy rate of 99.17%, which has better performance than the
baseline algorithm with 94.61% average accuracy.

Keywords Intrusion detection system · Hybrid meta-heuristic algorithm · Hunger games search · Grey wolf optimization ·
Nonlinear regression · SMOTE-Tomek

1 Introduction

Network and Internet-based technologies have penetrated
into all personal, social, political, and cultural aspects of
human life due to their benefits and facilities. According to
Statista reports, about 5 billion (65%) of the world’s popula-
tion uses the Internet, while cyber-attacks in 2020 increased
by about 50% compared to the past year. In the last 3 years,
in addition to the technology development, the global spread

B Shahriar Mohammadi
Mohammadi@kntu.ac.ir

Mehdi Babagoli
Mehdi.babagoli@email.kntu.ac.ir

1 Industrial Engineering Department, KN Toosi University of
Technology, Tehran, Iran

of the COVID-19 pandemic has also accelerated the growth
in Internet users, which has equalized the risks and benefits
of the Internet. CERT1 announced that, in 2025, the finan-
cial injuries caused by cyberattacks might reach 11 billion
dollars per year, combined with the loss of the trust of inter-
net users. Any intrusion or malicious activity on network
vulnerabilities, computers, or information systemsmay com-
promise system security parameters such as confidentiality,
integrity, and availability (CIA) [1]. The malicious activities
of intruders in cyberspace are damaging computer networks
with new and sophisticated techniques to steal information,
gain illegal profits, discover new vulnerabilities, and disable
services. Intrusion detection systems (IDSs) play an essential
role in network security, with the first idea being proposed
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in 1980 [2]. In the first edition (signature based), the pat-
terns of different attacks were stored in a database, and the
system notified the network administrator of the occurrence
of an attack by creating an alert if new traffic matched any
of the patterns. Failure to detect unknown attacks due to the
outmoded database is a critical disadvantage of this type of
IDS, which leads to the vulnerability and inefficiency of the
systems [3].With the emergence of anomaly-based IDSs and
machine learning techniques, the strength of these systems
has increased significantly. Machine learning techniques and
deep learning are sub-assemblies of artificial intelligence sci-
ence, attracting the attention of many researchers in the field
of network security in recent years [4]. Due to the dynamic
changes in network behavior, artificial intelligence tech-
niques can determine the pattern of legal and illicit traffics by
analyzing network packets and then classify them as benign
or attack traffic. Feature engineering is the main difference
between machine learning and deep learning approaches [5].
Since machine learning algorithms do not perform well in
large and unbalanced data, they need efficient preprocess-
ing and feature selection methods to improve the algorithm’s
diagnosis performance by removing redundant features and
data. On the other hand, deep learning methods employ
complex strategies on different layers to perform feature
selection operations. They can be used for raw and huge
data, but require hardwarewith high processing power,which
is expensive [6]. Many studies have been conducted on the
intrusion detection based on machine learning to increase
detection accuracy, reduce the false alarm rate, select the
best subset, and generalize different attacks. On the con-
trary, although CICIDS2 is a recently proposed real-world
dataset, it suffers from the problem of unbalanced classes
and data redundancy, which directly impacts the algorithm’s
performance [3]. Due to the dynamic nature of computer
networks, modeling the behavior of the network statically
is considered NP3-Hard problems that can be solved using
effective optimization methods such as machine learning [7]
andmeta-heuristic algorithms.Meta-heuristic algorithms are
potential solutions and one of the problem-independent opti-
mization methods that are very effective and widely used to
solve NP-Hard problems and complex optimization. Explo-
ration and exploitation are two performance cornerstones
of meta-heuristic algorithms that investigate search space
to find the optimal solution [8]. Meta-heuristic algorithms
are inspired from natural phenomena and divided into two
categories based on single and population-based solutions.
Algorithms based on a single solution boost the local search
process based on a single solution and improve the solution
in its neighborhood. In contrast, population-based algorithms

2 Canadian Institute for Cyber-security Intrusion Detection System.
3 Non-deterministic polynomial-time.

guide the search process to the optimal solution by maintain-
ing multiple solutions at different points of the search space
[9]. Even though the performance of meta-heuristic algo-
rithms is still a “black box” on why certain meta-heuristics
perform better on specific optimization problems, a differ-
ent research has proposed modified or hybrid versions of
algorithms to improve the performance and robustness of
the classical algorithms [10, 11]. In general, modification of
the components of meta-heuristic algorithms and combining
them are carried out to enhance the efficiency and increase
the convergence speed and escapes from the local optimum.

Due to some shortcomings in this area in case of imbal-
anced and outdated data usage, curse of dimensionality, high
false positive rate and low accuracy and uncertain network’s
behavior [12], the main objective of this study was to pro-
vide an accurate and robust IDS using a comprehensive
dataset, effective preprocessing methods, high-performance
meta-heuristic algorithms, and a sophisticated model. Ini-
tially, CICIDS dataset was selected to evaluate the model
efficiency. In order to tackle the imbalanced class prob-
lem, SMOTE Tomek was utilized in the preprocess step. In
the feature selection phase, the binary gray wolf algorithm
(GWO) was used to search and discover the best feature sub-
set. Finally, the behavior of the network was modeled with
a strong nonlinear regression model and optimized using a
newmeta-heuristic algorithm called the hunger games search
(HGS). The implemented meta-heuristic algorithms were
combinedwith genetic operators to improve the performance
and efficiency. In both feature selection and intrusion detec-
tion strategies, mutation and crossover operators related to
the genetic algorithm (GA) were implemented by the men-
tioned algorithms. In order to clarify the process of this
research, the general framework of the proposed IDS is
depicted in Fig. 1, and the innovations of this research are
summarized as follows.

• PreprocessingUtilizing the SMOTETomekmethodwhich
consists of both under sampling and over sampling for
resampling and balancing the CICIDS dataset classes.

• Feature selection Utilizing the hybrid GWO and GA
(GWOGA)methods as a searchmethod and random forest
as a classifier of the wrapper algorithm.

• Training and testing Proposing a quadratic nonlinear
regression model to simulate the behavior of the network
and optimizing using high performance and novel hybrid
HGS and GA (HGSGA) algorithms.

• Evaluation Fast convergence in training and detecting dif-
ferent types of attacks with high accuracy and low false
alarm rates.

The following sections of this article are organized as fol-
lows: In Sect. 2, research related to this article is examined.
In Sect. 3, concepts and methods used along with governing
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Fig. 1 Architecture of the proposed strategy for IDS

equations are described in detail. In Sect. 4, the results of the
simulations are analyzed, and in Sect. 5, results and future
suggestions of this research are presented.

2 Literature review

Nowadays, the rapid spread of Internet attacks besides the
increasing number of internet users and the massive data
on the network have brought the necessity of strengthening
cyber security systems into more attention. Intrusion detec-
tion systems along with firewalls play a significant role in
providing network security. Malicious traffic and connec-
tions can be blocked by firewalls using predefined provisions,
but information is not accessible at the network layer. The
IDS must monitor network traffic to detect intrusions and
alert network administrators [13]. As shown in Table 1, intru-
sion detection systems are categorized as anomaly-based
and signature-based [14]. Signature-based systems use infor-
mation collected in the intrusion process to network and

Table 1 Taxonomy of IDSs

Intrusion detection
system taxonomy

Response
method

Active

Passive

Source of data Host-based

Network-based

Application-based

Network
behavior-based

Wireless-based

Mixed-based

Detection
method

Signature-based

Anomaly-based

Hybrid IDS

Architecture Centralized

Distributed

establish new patterns to make analogies with existing pat-
terns, which lead to detecting intrusions. They are efficient
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in detecting known attacks for which knowledge is already
available, but are still incapable of identifying unknown or
novel attacks that do not exist on the knowledge base. On
the other hand, any illegal action or significant behavior
differing from authorized profile has been recognized by
anomaly-based systems as an attack [15]. There are different
categories of intrusion detection systems in the literature, the
most important of which are shown in Table 1. These cate-
gories have been used in combinations in various studies.
In this section, a detailed review of anomaly-based intrusion
detection systems utilizing machine learning techniques and
meta-heuristic algorithms, and their strategies, results and
weaknesses is presented.

In [16], a distributed denial-of-service (DDoS) attack
detection method in software-defined network (SDN) envi-
ronments employing the meta-heuristic lion algorithm aim-
ing at selecting the best feature subset was presented, in
which the meta-heuristic lion algorithm was introduced. To
classify authorized and fake traffics, convolutional neural net-
work (CNN) algorithm was applied after selecting the best
feature subsets. NSL-KDD4 dataset was employed to train
and test the proposed model. Prior to entering the preprocess
phase in the proposed intrusion detection model, using the
feature transformation method, all columns were converted
to numerical values. Authorized and attack traffic columns
were labeled by the values of 0 and 1, respectively. In order
to evaluate the performance of the proposed model, Bee and
Ant colony optimization algorithmswere implemented along
with CNN. The results proved higher functionality of the
suggested intrusion detectionmodelwithDDoS attack detec-
tion accuracy of 98.2%, indicating 1% and 3% improvement,
compared to Bee and Ant colony optimization algorithms.

In all networks, complete security has been achieved
through a combination of firewalls, intrusion prevention
equipment, and intrusion detection systems. Using an evolu-
tionary algorithm and probabilistic dependency tree, Adjani
et al. [17] have improved network intrusion detection by
identifying effective features. In this research, NSL-KDD
and VirusTotal datasets with different state-of-art machine
learning classifiers have been used to train a dependency tree
model. Each dataset was trained with a set of training data
and then evaluated with experimental datasets. Each class
of support vector machines on the datasets has a classifica-
tion method, separately. To evaluate the feature subset, the
average performanceof the classificationmethodwas consid-
ered as a criterion. Using a binary string (0 or 1), the subsets
were encoded. The features in this data set are divided into
numerical and textual data into three categories: basic, con-
tent, and traffic. Basic features cause delays in the intrusion
detection process. Content Features have been used for iden-
tifying external-to-internal and user-to-root attacks. Traffic

4 Network Security Laboratory-Knowledge Discovery in Databases.

characteristics are features that determine the percentage of
past connections to current connectionswith the same service
and host and are called machine-based. For huge datasets,
feature selection reduces the detection cost and time while
increasing classifier efficiency. RF classifiers demonstrate
better detection accuracy, and other classifiers provide the
best detection accuracy with consistency measures for most
of the attack classes. It isworthmentioning that for tree-based
decision-making methods, when the nominal property has a
large number of unique values, the learning time will be very
long and learning will be slow. With the proposed method,
the learning speed greatly increased and the accuracy was
acceptable.

Pandey et al. [18] developed a meta-heuristic autoencoder
deep learning-based model for the intrusion detection sys-
tem. A multichannel autoencoder deep learning approach
was developed to determine the accuracy and false alarm
rate of the intrusion detection systems. Initially, two dif-
ferent autoencoders were trained using average and attack
traffics, where feature dependencies were monitored. Then,
to better differentiate between benign and illicit traffic, CNN
learned the probable relationships between existing channels.
The experimental results demonstrated significant progress,
such as a decrease in the number of features, easy inte-
gration with neural networks, cutting down training time,
and intrusion detection accuracy enhancement. In this study,
to optimize the one-dimensional CNN model’s topology, a
genetic algorithm was applied in order to improve intru-
sion detection performance. In [19], an algorithm based on
double particle swarm optimization (PSO) was developed to
detect network intrusion. Since irrelevant and redundant fea-
tures cause high false alarm rate and low intrusion detection
accuracy, a double PSO-based algorithm was proposed to
select the feature subset and hyperparameters of the model
simultaneously. Two well-known datasets, NSL-KDD and
CICIDS2017, were utilized in the experiments. Only 10%
of CICIDS2017 datasets were selected randomly without
replacement. The intensive quantitative analysis, Friedman
test, and ranking procedures were carried out to evaluate
the model’s performance. The results indicated that the pro-
posed algorithm resulted in significant improvement in the
network intrusion detection by 4 to 6% and decreased the
false alarm rate by 5–1% from the samemodels’ correspond-
ing values without pretrains in similar datasets. In [20], a
new method has been introduced for enhancing intrusion
detection performance. With increasing network attacks and
intrusions in computer networks, the importance of devel-
oping security policies, documenting existing threats, and
preventing individuals from violating security policies to
secure information was identified. To evaluate model effi-
cacy, the UNSW-NB15 benchmark dataset has been used
in this research, which comprises 9 attack types, 49 class-
labeled features, and 2,540,044 observations. The authors
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intend to improve the accuracy and speed of the intrusion
detection method (system). They have utilized random for-
est and PSO algorithms. As shown in the result, PSO-RF
was focused on the applicability of the new cosmology. It
was found that comparing the PSO-Xgboost model, PSO-
RFmethod, and multi-objective particle swarm optimization
approach, the proposed model reached 96.5% efficiency.
Alzubi et al. [21] extracted significant features in the intrusion
detection system by hybridization of metaheuristic GWO
and PSO algorithms, employing NSL-KDD and UNSW-
NB15 datasets. Support vectormachine (SVM) classification
algorithmand decision treewere used to evaluate feature sub-
sets. A modified version of GWO and PSO algorithms and
a combination of GWO and GA were implemented sepa-
rately to evaluate and compare the proposed algorithm. The
meta-heuristic algorithmwas applied for deep-learning algo-
rithm efficiency elaboration and adjusting its parameters.
The results indicated that the proposed and SVM algorithms
could outperform other existing solutions, as the detection
accuracy improved by approximately 0.3–12%and the detec-
tion rate by 2–12%. In addition, it reduced the false alarm
rate and the number of features by 4–43% and approxi-
mately 31–75%, respectively. Finally, the proposed approach
declined the processing time by approximately 14–22%com-
pared to novel approaches. Zhou et al. [22] concentrated
on high-dimensional network traffic and imbalance dataset
classes and consequently presented amodel based on ameta-
heuristic feature selection algorithm and ML-based IDS. In
the first phase, a heuristic algorithm called CFS-BA5 [23]
was applied to choose the best feature subset based on the
correlation between features and Bat algorithm. In the next
step, ensembled learning technique was used where C4.5
algorithm and random forest were combined. The best per-
formance was achieved through the voting technique. Three
datasets,NSL-KDD,AWID6, andCICIDS,were used to train
and evaluate the purposes. The experimental results were
promisingwith an accuracyof 99.81%with a subset of 10 fea-
tures for the NSL-KDD dataset, and the obtained results for
AWIDprovided an accuracy of 99.52%with a subset contain-
ing8 features. The effect of feature selectionon enhancing the
performance ofmeta-heuristic-based IDS in a cyber-physical
environment was investigated by Quincozes et al. [24]. F1-
Score criteria for meta-heuristic adapted greedy randomized
adaptive search procedure (GRASP)were applied to improve
intrusion detection accuracy through binary, multi-class, and
expert classifiers. The proposed GRASP feature selection
algorithm encompassed solution hybridization, fitness func-
tion selection, proximity structure, and RCL generation.
Binary, multi-class and expert classifiers were applied to

5 Correlation-Based Feature Selection Technique-Bat algorithm.
6 Aegean Wi-Fi Intrusion Dataset.

train classifying algorithms on the datasets (WSN-FS7 and
SWaT8) including benign and illicit traffics.All three training
approaches were capable of good results through an appro-
priate subset selection. Among 51 available features on the
SWaT dataset, GRASP algorithm selected a reduced subset
containing 5 features and applied random tree to evaluate
the dataset. According to the results, 96.97% F1-Score and
99.65%accuracywere reached using the proposed algorithm.
It indicated the usability of GRASP for feature selection and
its capability in providing good results. The highest average
results for WSN-FS dataset were provided by IDS where
blackhole attacks were detected with up to 99.83% F1-Score
and 99.99% accuracy, whereas the average for all attacks
was 93.32% F1-Score and 99.62% accuracy. Ajdani et al.
[12] proposed a hybrid methodology called real-value parti-
cle swarm optimization (RPSO) to adjust the coefficients of
the regression-based model for IDS. In order to evaluate the
performance of the proposed model, VirusTotal dataset was
utilized to forecast the behavior of the intrusion detection
system. As shown in the result, the proposed model obtained
0.0234 and 1.845 for root-mean-square error (RMSE) and
mean absolute percentage error (MAE), respectively. The
experimental results proved that the proposed RPSO-logistic
regression technique outperforms the standard regression and
backpropagation (BP) neural network models. Ajdani et al.
[25] in another research proposed an analytical framework
that is suitable for high-scale data. TheVirusTotal dataset has
been applied including 2.5M scans of 30 months (from 2012
to 2015), which represents a huge amount of data. For feature
extraction and classification, destructive data detection, user
management, and data behavior are organized in parallel in
the pipeline framework architecture (which resulted in more
speed) and the data have been trained in sub-periods. In the
essence, destructive data content is dynamic. So, the authors
applied a modified vector machine algorithm for promoting
SVM. The proposed algorithm checks the changes of labels
at any moment, and so takes into account the possibility of
transforming to destructive data. Three factors are consid-
ered in this regard: time, scalability, and users’ information.
Cross-validation for running labels has resulted in the scala-
bility factor increasing. The method has an accuracy of 97%
that can be fairly accepted.

Otair et al. [26] presented an IDS system in WSNs based
on improved PSO and meta-heuristic GWO algorithms. The
NSL KDD dataset was used to verify the proposed tech-
nique’s functionality. The classification process was done
using k-means and SVM algorithms. Accuracy, intrusion
detection, false alarm rates, the number of features, and exe-
cution time criteria were applied to measure the technique’s
performance. The results demonstrated that using K-means

7 Wireless sensor network-feature selection.
8 Secure Water Treatment.
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Table 2 Comparison of the related work

Studies Preprocess Dataset Feature selection Accuracy (%)

[16] Nominal to numeric NSL-KDD Lion optimization algorithm CNN: 98.2

[18] Yes, but not mentioned NSL-KDD, CICIDS,
UNSW-NS12

Auto-encoder CNN + GA: 95C
NN + GA: 98
CNN + GA: 92

[19] Nominal to numeric,
normalization

NSL-KDD, CICIDS Double PSO DBN: 99.79
DBN: 99.91

[21] Mapping, Transformation
normalization

NSL-KDD, UNSW-NS12 GWO-PSO SVM: 94.74

[22] Filtration, transformation,
normalization

NSL-KDD, CICICDS CFS-BA Ensemble: 99.52
Ensemble: 99.89

[24] Not mentioned WSN-FS, SWaT GRASP Random Tree: 99.99
Random Tree: 99.65

[26] Transformation, normalization NSL-KDD GWO-PSO SVM: 98.97
K-Mean: 74.48

[27] Encoding, normalization NSL-KDD MGWO SVM: 96

[28] Normalization, nominal to
numeric

NSL-KDD Cuckoo search SVM: 95.88

or SVM algorithms, the proposed technique would enhance
GWO algorithm by incorporating PSO. To achieve the main
goal, a quantitative research method was applied, and the
enhancement was reflected in the IDS protection level. The
proposed technique was compared with PSO and GWO to
measure the improvement, separately. The results indicated
that the method could outperform PSO and GWO in terms
of accuracy, the intrusion detection rate, and the number
of features. The best result was achieved in the combined
method using SVM algorithm. The yielded intrusion detec-
tion accuracy was about 98.97% in the dataset containing 20
features. The improved gray wolf algorithm was used in [27]
to search and select the best subset of features in the NSL-
KDD dataset. To evaluate the performance of the proposed
model, SVMalgorithmwas used for intrusion detection, with
3, 5 and 7 wolves being used to find the best number of
wolves. According to the results, the IDS with seven wolves
could overwhelm the other proposed algorithms. The pro-
posed algorithmaimed to increase the intrusion detection rate
and accuracy and lower process time inWSNby reduced false
alarm rates, and the features resulting from IDSs. By increas-
ing the number of wolves and using the multi-objective
function, the overall performance of IDS enhanced. In terms
of detection rates, accuracy, the total number of selected fea-
tures, false alarm rates, and execution time, GWOSVM-IDS
outperformed both original GWOand PSO. TheGWOSVM-
IDS techniquewas alsomore successful in terms of accuracy,
the detection rate, false alarm rate, number of selected fea-
tures, and execution time than GWO and PSO techniques.
Imran et al. [28] presented cuckoo search optimization (CSO)
coupled with SVM for IDS. The research included modules,
such as preprocessing, feature selection, and classification.

To increase the attack detection accuracy, preprocessing was
done using minimum–maximum standardization to remove
lost values and filter plugin specifications from the NSL
KDD dataset. In the next step, the feature selection process
was implemented using CSO algorithm to select the opti-
mal features of NSL KDD cup dataset. Higher accuracy of
(95.88%), recall (80.58%), sensitivity (94.86%), specificity
(95.88%) and precision (98.2629%) were achieved through
the proposed CSO along with SVM algorithm. In Table 2,
a comparison of the related works along with their research
methods and conclusion is provided.

In most of the aforementioned research, the NSL-KDD
dataset, which is an old dataset not generalizable to the mod-
ern network, was employed. On the other hand, these data
were collected using simulation, which cannot be relied upon
in the real environment, and as a result, it is better to use the
latest and comprehensive datasets such as CICIDS. CICIDS
dataset is a new and reliable dataset in which the data are
collected in a real network environment. Based on McAfee’s
2016 report, this dataset could collect commonattacks,which
included different types of DDoS, DoS, Infiltration, Heart-
bleed, and web attacks. Principally, this dataset has 2.8
million data along with 80 network traffic characteristics col-
lected by engineering the traffic characteristics related to the
intrusion detection system [29]. Class imbalance, as the most
significant challenge in CICIDS dataset, has been addressed
utilizing preprocess and sampling techniques. As indicated
in the literature, various methods have been used for feature
selection, among which GWO algorithm was chosen for fea-
ture selection in this research. It was due to easier implemen-
tation, less storage space and calculations, faster convergence
and fewer parameters, as well as stable performance [30].
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Fig. 2 Structure of the proposed framework

Also, the network behavior was converted to an optimization
problem using nonlinear regression, and novel, and robust
HS algorithm was considered for the optimization problem.
To improve the performance of meta-heuristic algorithms, a
combination of aforementioned algorithms was used.

3 The proposedmethod

In this section, the proposed intrusion detection system is
described in detail to achieve the main goal of this research
and solve the above-mentioned challenges. As shown in
Fig. 2, the first stage was the selection of the dataset, which
was used in this research from the CICIDS 2017 bench-
mark dataset. Then, preprocessing operations were applied
to the data to clean, normalize and balance the dataset. After
preparing the data, in the second stage, the wrapper method
consisting of search and evaluation methods was used to
remove irrelevant features and generate the best feature sub-
set. In the next stage, the subset of features was embedded
into the model and the intrusion detection operation was
performed. Finally, the performance of the proposed mecha-
nismwas evaluated using different metrics. The figure below
shows the detailed components of the proposed method in

different parts separately. As shown in Fig. 2, the proposed
method consisted of four main parts:

1. Preprocessing In this step, the features with constant val-
ueswere removed from the dataset and themissing values
were then eliminated in each row because of their small
occurrence rate. In the next step, the min–max normal-
ization was carried out on all columns, and finally, one
of the new resampling methods was used to balance the
classes of the dataset.

2. Feature selection In the feature selection stage, wrapper
algorithm employed GWOGA to generate feature sub-
sets and random forest (RF) algorithm to evaluate feature
subsets.

3. Proposed model In order to consider intrusion detection,
an optimization problem, quadratic nonlinear regression
modeling was utilized and then the parameters of the
model were optimized using hybrid meta-heuristic algo-
rithms (HGSGA).

4. Performance evaluation The trained model in the previ-
ous section was evaluated using test and train accuracy
and false alarm rates, and compared with classical algo-
rithms and state-of-the-art intrusion detection models.
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Table 3 CICIDS 2017 dataset description

Value Description

Total number of
records

2,830,743 About 80%
Benign traffic

Total number of
features

79 Frequency of
each data type
Numerical: 60,
Binary: 18,
Class: 1

Type of attacks Brute Force FTP,
Brute Force SSH,
DoS, Heartbleed,
Web
Attack, Infiltration,
Botnet and DDoS

Number of
instances
Brute Force:
13,835
DoS/DDoS:
294,506
Port Scan:
158,930
Infiltration: 36
Web attack:
2180

3.1 CICIDS dataset

Datasets tend to play an important role in performance evalu-
ation of machine learning and meta-heuristic algorithms. As
a result, in this research, a realistic, updated, and comprehen-
sive dataset was selected to be utilized in the training phase.
CICICDS dataset is a new benchmark dataset that consists
of different types of attacks whose data are collected under
real network scenarios. This dataset was collected in 5 days
by the Canadian Institute for Cyber-security Intrusion Detec-
tion System, able to be used in two formats, PCAP and CSV
[12, 25]. The major instances of the dataset were dedicated
to DDoS attacks, with the lowest distribution to Heartbleed
and SQL injection. Unbalanced distribution of legal traffic
and attacks significantly affect the performance of machine
learning algorithms and meta-heuristics that has not been
considered in most of the recent related research. The details
of this dataset are shown in Table 3.

As already mentioned, of the most important drawbacks
of the utilized dataset is class imbalance and missing data,
being solved in the preprocessing stage of this research. Due
to the limited sample of some classes, Heartbleed, DoS, and
DDoS attacks are categorized in one class, and FTP-Patator
and SSH-Patator attacks are considered Brute Force class
[31].

3.2 Preprocessing

The preliminary step in machine learning and meta-heuristic
approaches is data cleaning and transforming datasets into a
suitable format and performing data for another data process-
ing procedure using preprocessing methods. Preprocessing

is used to solve various problems of real-world data, such
as incompleteness, inconsistency, trend existence, and error
occurrence [32]. The CIC-IDS2017 dataset contains more
than 2,800,000 samples, with a small number of missing and
invalid values. The preprocessing steps were conducted as
follows.

1. In the first preprocessing step, rows containing NaN and
Infinity valueswere removed and then columnswithfixed
values were generally eliminated from the dataset. The
constant features eliminated from the dataset were:
’Bwd PSH Flags’, ’Fwd URG Flags’, ’Bwd URG
Flags’, ’CWE Flag Count’, ’Fwd Avg Bytes/Bulk’, ’Fwd
Avg Packets/Bulk’, ’Fwd Avg Bulk Rate’, ’Bwd Avg
Bytes/Bulk’, ’Bwd Avg Packets/Bulk’, ’Bwd Avg Bulk
Rate’.

2. After redundant data elimination, in order to perform
raw dataset usable for meta-heuristic algorithms and
proposed mathematical model, nominal features were
transformed into numerical data using the one-hot encod-
ing method [26], after which data were rescaled using
the min–max normalization method and mapped to [0,1]
ranges.Normalizationwas themain step in preprocessing
eliminating the discrimination effects of features on the
model by bounding all features between the same range
values. Equation 1 is related to the normalization process,
where v′ is a normalized value and v is the original value
of the feature.

v′ � v − min(F)

max(F) − min(F)
(1)

3. In the last step, due to the dataset being prone to the
issue of high-class imbalance, the resampling method
was carried out to generate a standard and valid dataset.
Resampling could also tackle common problems like
large data sizes and hardware limitations. Principally,
resampling is divided into oversampling and under-
sampling. In the first category, sampling is considered
theminority class and duplicates or creates new synthetic
instances to solve the class imbalance problem. In con-
trast, in oversampling, the instances from the majority
class are deleted or merged. In the oversampling method,
some random samples from the minority class are copied
and no new information is added to the data. On the other
hand, the under-sampling method removes some ran-
dom samples from the majority class, which may discard
potentially useful data [33]. One of the widely used over-
sampling methods is the SMOTE method, which utilizes
the k-nearest neighborhood algorithm to find the near-
est data of the random sample in the minority class and
make synthetic data samples by combining the random
data and k-nearest neighborhood sample [34].Among the
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several versions of SMOTE that have been represented
in various studies, the SMOTE-Tomek link was used
in this research in which two SMOTE and Tomek link
algorithms were combined for oversampling and under-
sampling, respectively. In the under-sampling approach,
the instances with the lowest Euclidean distance in the
majority class were removed from the dataset [35]. The
pseudo-code is described below.

3.3 Feature selection strategy

Feature selection is one of the most frequent and prominent
techniques in data mining, and has become an indispensable
component of the machine learning process. Feature selec-
tion algorithms are assessed to reduce the data volume while
maintaining the quality of the data. This process is conducted
by removing redundant and irrelevant features and obtaining
an optimal feature subset. Therefore, reducing the size of the
original dataset while maintaining performance accuracy is
the primary goal of feature selection algorithms [35]. Fea-
ture selection problem is one of the most challenging tasks
in machine learning, because a dataset with N features has
2N subsets. Since finding the best subset tends to be very
expensive in high-dimensional datasets, various methods for
feature selection have been proposed, many of which suf-
fer from early convergence problems, high complexity, and
high computational cost [36]. One of the most nominated
methods in recent years has been meta-heuristic algorithms
that have overcome the mentioned challenges. Principally,
feature selection methods are divided into three categories:
filter based, wrapper-based, and embedded. Meta-heuristic
approaches are adopted to a subsection ofwrapper algorithms
(Fig. 3).

Meta-heuristic approaches are applied to wrapper algo-
rithms to search and produce feature subsets by converting
the features into a binary format. These subsets are evaluated
using a classification method, and the best subset is selected
[37]. In this research, the binary gray wolf meta-heuristic
algorithm was used as a search method, and random forest
(RF) algorithm was used to evaluate the subset of features to
select the most relevant and salient feature subset. Gray wolf
optimization (GWO) algorithm is a recently proposed swarm
intelligence technique that has gained wide acceptance in the
optimization community. Hunting behavior and dominance
of the gray wolf in nature are imitated by this algorithm
[38]. GWO has been applied to a large extent for various
problems in different domains. Gray wolves live and hunt in
groups with four hierarchical levels: alpha, beta, delta, and
omega. Alpha wolves are the leaders of the pack and make
decisions. Beta wolves act as advisors to the alpha wolves
and help alpha wolves in making decisions. Delta wolves
act as guardians, watchers, and hunters. Delta wolves also
control omega wolves by obeying alpha and beta wolves.
Omega wolves must obey every other wolf. In the gray wolf
modeling, the hunting behavior of the pack of wolves while
surrounding the prey has been formulated as follows [39].

�X (t + 1) � �Xp(t) + �A · �D (2)

�D � | �C · �Xp(t) − X (t)| (3)

�A � 2�a · �r1 − �a (4)

�C � 2 · �r2 (5)

a � 2 − 2 ×
(
Current_i teration

Max_i teration

)
(6)

where A and C are the vectors of coefficients, Xp is the
vector of hunting position, X is the position of wolves in
dth-dimension, and d is the number of features. The vari-
able t is the number of iterations, r1 and r2 are the vector
of random numbers in range of [0,1] and vector a is a con-
vergence factor that decreases linearly from 2 to 0. In this
process, alpha wolves are shown as the best solution, and
the positions of beta and delta wolves are considered addi-
tional knowledge. Therefore, as the three best solutions are
obtained in one iteration, other wolves (e.g., Omega) have
to change their positions in the decision space according
to the best solutions. The above formulas for alpha, beta,
and delta wolves are calculated separately with Eq. 7. Due
to the continuous space of spatial variables, the above for-
mulas are not suitable for feature selection strategy, and by
changing them to a binary form, they can be used for feature
selection, as introduced in [40]. Hybrid learning techniques
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Fig. 3 Feature selection methods
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were inspired in this research, and genetic algorithm oper-
ators were embedded into this algorithm to enhance binary
gray wolf algorithm. One of the main problems of the binary
gray wolf algorithm is using a parameter to create a bal-
ance between exploration and extraction. In this research,
two methods were used to improve this algorithm. In the
classical GWO method, the parameter a has a linear behav-
ior, so it tends to be explored at the beginning of the algorithm
execution, and, during the iterations, it tends to more exploit
than explore. By converting the linear behavior of this vari-
able from linear to nonlinear, an acceptable balance between
exploration and extraction can be created [41]. The following
formula is used to update this variable in each iteration.

a � 2 − 2

(
Current_i teration

Max_i teration

)2

(7)

In the next step, beta wolves participate more in coordi-
nating pals toward the goal. In this way, the genetic algorithm
operators are inferred in selecting parents, and two new
children are produced by alpha and beta using the crossover
operator technique [42]. According to the merit of children
that is calculated using the cost function, they are either
added to the population instead of the worst delta wolves
or do not affect decision making. Indeed, the crossover
operator has donated a second chance to a better position
in the pack. This method accelerates convergence speed and
performs a better search strategy. In this article, due to the
large number of features, a uniform crossover was used to
produce children, being empirically more effective than the
single and multi-point crossover. In uniform crossover, each
feature’s bit was selected with an equal probability between
parents (delta and beta wolf). The proposed GWOGA
pseudo-code is described below.
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Random forest (RF) algorithm was used to evaluate the
feature subset. RF is a user-friendly machine learning algo-
rithm that often obtains very good results without tuning
meta-parameters. RF has been extremely successful as a
general-purpose classification and regression method. This
method includes a group of decision trees that has tuned the
parameters and construct trees using the bagging technique.
The optimization results of this technique directly depend
on the correlation of decision trees, with the error decreasing
with an increase in the correlation of the trees. This technique
has utilized major voting technique for the final classifica-
tion result [5]. RF algorithm is highly prone to overfitting
that makes the model incapable of classifying new or unseen
data as well as the training data. In order to overcome the
overfitting problem, 10-fold Cross-validation is utilized in
the algorithm that divides the data into ten categories, nine
parts are considered for training and one part for testing. This
tactic is repeated ten times so that each category is considered
test data once [43].

3.4 Proposed quadratic nonlinear regressionmodel

In this section, the proposed model for intrusion detection
systems is presented. After cleaning the data and selecting
the most important features, quadratic nonlinear regression
modeling was used to formulate the network behavior and
detect legitimate and attack traffics. Regression methods are
widely used inmachine learning processing, but some simple
versions of regression like linear regression cannot be used
in sophisticated problems like network behavior modeling.
Regression is a technique for investigating and discovering
the relationship between attributes (x) and a dependent vari-
able or class (y). The regression model presented in this
research is shown in Eq. 8. The coefficients of the proposed
model were optimized using a new and prominent meta-
heuristic algorithm.

f (x) �
N∑
i�1

αi x
2
i +

N∑
j�1

N∑
k� j+1

βi j xi x j + ε (8)

G(x) � 1

1 + e− f (x) (9)

Rule :

{
1 ifG(x) >� 0.5
0 ifG(x) < 0.5

where α and β are the coefficients of the model optimized
by the HGS and ε is the momentum term, x is the values of
the selected features, and N is the number of features. After
simplifying the above equation, the total number of gener-

ated coefficients is equal to N +

(
N
2

)
+1 which is optimized

by a meta-heuristic algorithm. In Eq. 9, the sigmoid function

is used to control the output range of the proposed model.
If the value of this function is greater than 0.5, the output
is 1, and if it is less than 0.5, the output value is considered
equal to zero. In the proposed model, hunger games search
(HGS) meta-heuristic algorithm was utilized for solving the
mentioned optimization problem. HGS algorithm was intro-
duced in 2021 as a swarm intelligence algorithm inspired
by the behavior of animals during starvation [44]. Different
researches have proven that hunger is a reliable persuasive
force formovement, learning, and food search, and stimulates
animals to change their existing conditions to a more stable
state. The behavior of organisms according to the concept
of hunger is used to create an adaptive weight, also using
the consequence of hunger in each step of the search pro-
cess to reach the food source. In this way, a higher relative
weight of hunger brings higher survival and food acquisition
probability. Due to the limited food source, food acquisi-
tion among hunger animals is converted to a critical game.
Animals are divided into two categories: cooperative and
non-cooperative, based on their power and starvation level.
According to Eq. 10, when the animals behave cooperatively,
they follow GAME1, and when they are non-cooperative,
they behave according to the other two games. The explo-
ration and extraction process of this algorithm is modeled
using the following equations.
X(t+1)

�

⎧⎪⎨
⎪⎩
Game1 � Xt · (1 + rand(1)) r1 < l
Game2 � W1 · Xbest + R · W2 · |Xbest − Xt | r1 > l, r2 > E
Game3 � W1 · Xbest − R · W2 · |Xbest − Xt | r1 > l, r2 < E

(10)

R � 2 × Shrink × rand − Shrink (11)

E � sech(| f(i) − fbest|) (12)

Shrink � 2 ×
(
1 − Current I teration

Max I teration

)
(13)

Sech(x) � 2

ex + e−x
(14)

in which Xt and Xt+1 are the updated position and the current
position of the animals. rand(1), r1, and r2 are the random
function with normal distribution and random values in the
interval [0,1], respectively. The position Xbest is the best par-
ticle obtained so far, and the variablesR andE are responsible
for controlling the range and variations, which are calculated
using formulas 11 and 12. The variable Shrink decreases
gradually with each iteration and is calculated by Eq. 13,
and the Sech, f (i) and f best demonstrate hyperbolic function,
the value of the objective function of each particle, and the
best value of the objective function so far, respectively. The
adaptive weight values for the hunger power in particles were
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modeled according to Eqs. 15 and 16. The variable N rep-
resents the size of the population of particles, SumHungry is
the sum of the hunger feeling of the particles,UB and LB are
the upper and lower bounds of the particles, f worst is theworst

solution of the objective function so far, and l is a constant
value. According to Eq. 17, when the particle fitness func-
tion is equal to the best fitness function, it is no longer hungry
and takes zero value. Otherwise, a new hunger value (H) is
added to the current hunger level. Therefore, the hunger level
of each particle is different.

w1(i) �
{
hungry_level(i). N

SumHumgry × r4 r3 < l

1 r3 > l
(15)

w2(i) � (1 − exp(−∣∣hungry_level(i) − SumHungry
∣∣)) × r5 × 2

(16)

hungry_level(i) �
{
0 f(i) �� fbest
hungry_level(i) + H f(i)!� fbest

(17)

H �
{
LH × (1 + r ) T H < LH
T H T H >� LH

(18)

T H � f(i) − fbest
fworst − fbest

× r6 × 2 × (ub − lb) (19)

However, HGS tends to get stuck in local optima in
complex optimization problems as a consequence of pre-
mature convergence. In this research, this algorithm was
combined with the genetic algorithm operators (HGSGA)
to improve the performance of HGS algorithm in the explo-
ration and exploitation phases, converge the optimal solu-
tion rapidly, and maintain diversity in the population [45].

Hybrid meta-heuristic algorithms combine the best opera-
tors fromdifferentmeta-heuristic algorithms andcreate a new
advanced algorithm. The crossover andmutation operators in
the genetic algorithm can do this well [46]. The pseudo-code
of the proposed algorithm is shown below.

Generally, the proposed framework focused on hybrid
meta-heuristic algorithms as a solution to intrusion detection
strategy by transforming network behavior into an optimiza-
tion problem. First, the CICIDS 2017 dataset was cleaned,
balanced and normalized in the preprocessing step, and then,
the standard dataset was embedded into wrapper algorithm.
GWOGA algorithm identified the best feature subset with
an ensemble evaluation method called random forest. In the
last step, nonlinear quadratic regression was used to model
the behavior of the network, and the model coefficients were
optimized using one of the newest and most powerful meta-
heuristic algorithms, HGS. To improve the efficiency and
maintain diversity in population, themainGAoperatorswere
embedded into HGS. The presented framework for intru-
sion detection exerted efficient methods and strategies on the
dataset and utilized the latest and most powerful algorithms.
In order to evaluate the performance of the proposed frame-
work, the simulation results are explained in the next section.

4 Simulation results

In this section, the performance of the proposed framework
is investigated based on simulation results. In the simulation,
Python 3.9 and MATLAB R2020b programming language
frameworks were utilized in this research. All of the simu-
lations were run on a 10th-generation i5 CPU and 16 GB of
RAM.
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4.1 Proposedmodel results

The results of the feature selection and detection method are
shown separately for each type of attack. In this research, the
wrappermethodbasedon the hybridGWOGAsearchmethod
and the RF ensemble classifier was utilized for subset evalu-
ation. The main aim of feature selection is to create a subset
with minimal features andmaximum efficiency. The selected
feature subsets were also examined by the decision tree for a
more accurate evaluation of the subset. The proposed model
was trained by the selected features and evaluated to detect
different attacks in the next step. The evaluation metrics in
this researchwere precision, accuracy, recall, and F-measure.
Accuracy measured the model’s capability to recognize the
attack and legal classes correctly, and precisionmeasured the
model’s ability not to detect the legal class as an attack.Recall
indicated all positive values, i.e., how many were predicted
positive, and the F-measure showed the weighted average of
accuracy and recall.

Accuracy � TP + TN

TP + TN + FP + FN
(20)

Precision � TP

TP + FP
(21)

Recall � TP

TP + FN
(22)

F-Measure � 2 × Precision × Recall

Precision + Recall
(23)

The parameters used in Eqs. 20–23 are as follows.

• TP: the number of Attack samples classified as Attack.
• FP: the number of Normal samples classified as Attack.
• TN: the number of Normal samples classified as Normal.
• FN: the number of Attack samples classified as Normal.

4.1.1 Port scan attack

Port scan attack is one of the most prevalent network attacks
in the world. In this attack, open ports are compromised by
intruders with the aim of arbitrary data transferring or infor-
mation sniffing.This attack is considered a backdoor formore
damage to the intruders. Table 4 shows the results of Port scan
attack feature selection. As shown, only 11 features were
selected and evaluated.

After evaluating the subset of features and ensuring
efficiency, the selected features were embedded into the non-
linear regression model and then the training and testing
results were obtained. Figure 4 shows the training trend of the
proposed method that converged to the optimal solution. In
different attacks, right line charts depicted the best answer,

average answer, and worst answer for each iteration. The
chart on the left shows the best solution trend obtained in
training process, which confirming the stability of the pro-
posed algorithm. The mean square error was used as the
objective function to evaluate the algorithm’s performance
(Eq. 24), where n, Y and Ŷ are the number of training data
samples, actual value of the class and Ŷ predicted value,
respectively.

MSE � 1

n

n∑
i�1

(Yi − Ŷi )
2 (24)

4.1.2 Brute force attack

Another attack in the CICIDS dataset is Brute force attack.
This attack tries to access the password, login credentials,
and encryption keys using trial and error to penetrate into
the network as a legitimate user. Brute force attacks on SSH
and FTP protocols were collected in this dataset. The results
obtained for detection of brute force attack are shown inTable
5 and Fig. 5.

4.1.3 DDoS attack

This attack has been one of the most common attacks in
recent years, which disrupts network accessibility to disable
services. In this attack, the intruder usually uses trusted third-
party servers for the attack so that the intruder’s information
remains untraceable [47]. The results obtained for the feature
subset and detection of this attack are shown in Table 6 and
Fig. 6.

4.1.4 Botnet attack

Botnet attacks aim to infect computer systems in the net-
work and turn them into controllable bots under the intruder’s
control. In recent years, attacks such as Mirai and Gafgyt,
which are introduced as botnet attacks, have grown rapidly
and caused irreparable damage to various networks such as
IoT. This attack can be a prerequisite for many other attacks
and intrusions, such as DDoS [48]. Table 7 shows the results
of the selected features for Botnet detection, and Fig. 7 shows
the training of the proposed model to detect this attack.

4.1.5 Infiltration

This attack is amalicious activity that penetrates anddamages
the network andmanipulates the software in the network.One
of the severely imbalanced data was dedicated to this attack.
After using the Smote Tomek method and data preparation,
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Table 4 Feature selection results
for Port scan Feature subset Destination Port, Flow Duration, Fwd packet length min, Bwd

Packet Length Min, Flow Packets/s, Flow IAT Max, Min Packet
Length, Packet Length Std, ACK Flag Count, Fwd Header
Length.1, Subflow Fwd Packets (11 features among 79)

TP rate FP rate Precision Recall F-measure Class

1.00 0.00 1.00 1.00 1.00 0

1.00 0.00 1.00 1.00 1.00 1

Weighted Avg 1.00 0.00 1.00 1.00 1.00

Fig. 4 HGSGA training for port scan attack

Table 5 Feature selection results
for Brute Force Feature subset Destination Port, Bwd Packet Length Min, Fwd IAT Max, Bwd

IAT Mean, Bwd IAT Max, Fwd Packets/s, Bwd Packets/s, SYN
Flag Count, Down/Up Ratio, Init_Win_bytes_backward (10
features among 79)

TP rate FP rate Precision Recall F-measure Class

1.00 0.003 1.00 1.00 1.00 0

0.997 0.000 1.00 0.997 0.999 1

Weighted Avg 1.00 0.003 1.00 1.00 1.00

it entered the feature selection and intrusion detection phase.
The results are shown in Table 8 and Fig. 8.

As mentioned in Sect. 3, after training the model, test
data were prepared for performance evaluation, and then,
the corresponding class of each feature was predicted. To
ensure the stability of the obtained result and random nature
of meta-heuristic algorithms, each part of the algorithm was
executed 5 times, and the results were averaged. One of the
vital criteria in performance evaluation is test accuracy,which
is separately shown for all attacks in Table 9.

As shown in Table 8, the proposed method for different
types of attacks in the CICIDS dataset provided an efficient
performance, and the proposed feature selection method,
selecting the minimum feature, was also able to reach high

accuracy. The high-quality feature subset consisting of min-
imum features could considerably improve the complexity
and time-consuming training process. According to Figs. 4,
5, 6 and 7, the line chart of the training process shows
that the algorithm represented both small movements and
large jumps, confirming suitable exploration and exploita-
tion capabilities of the proposed algorithm. In much recent
research, the class imbalance problem of the dataset has
not been addressed in the preprocessing step, which directly
affects the performance and as a result the obtained results
are not definitively reliable. Here, before the feature selec-
tion phase, Smote Tomek was utilized to make a balance
in classes by combining oversampling and under-sampling
techniques. In order to prove the superiority of the pro-
posed method in term of efficiency and detection accuracy,
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Fig. 5 HGSGA training for Brute force attack

Table 6 Feature selection results
for DDoS/Dos Feature subset Destination port, Bwd Packet length mean, Fwd IAT std, PSH flag

count, Average Packet Size (5 features among 79)

TP rate FP rate Precision Recall F-measure Class

0.999 0.000 1.00 0.999 0.999 0

1.00 0.001 0.999 1.00 1.00 1

Weighted Avg 1.00 0.000 1.00 1.00 1.00

Fig. 6 HGSGA training for DDoS attack

Table 7 Feature selection results
for Botnet Feature subset Destination Port, Flow Duration, Fwd Packet Length std, Flow

Packets/s, Flow IAT std, Fwd IAT Mean, Bwd IAT Std, Fwd
Header Length, Bwd Header Length, Init_win_bytes_forward,
Init_win_bytes_backward (11 features among 79)

TP Rate FP Rate Precision Recall F-measure Class

1.00 0.015 1.00 1.00 1.00 0

0.985 0.000 0.987 0.999 0.986 1

Weighted Avg 1.00 0.015 1.00 1.00 1.00
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Fig. 7 HGSGA training for Botnet attack

Table 8 Feature selection for
Infiltration Feature subset Destination port, Flow Duration, Total length backward packets,

Backward packet length max, Flow Bytes, Flow Packets, Flow IAT
mean, Flow IAT std, Flow IAT max, Flow IAT min, Forward
packet/s, Backward packet/s, Packet length min, RST flag count,
Init_forward_win_bytes, Forward segment size min, idle min (17
features among 79)

TP rate FP rate Precision Recall F-measure Class

0.999 0.000 1.00 0.999 1.0.999 0

1.00 0.001 0.999 1.00 1.00 1

Weighted Avg 1.00 0.000 1.00 1.00 1.00

Fig. 8 HGSGA training for Infiltration attack
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Table 9 Test and train result of
proposed method for different
attacks

Hybrid HGSGA Classical HGS

Train accuracy Test accuracy Train accuracy Test accuracy

DDoS 99.4766 99.039 98.1532 96.8648

Botnet 99.252 98.8654 99.122 98.8482

Brute force 98.5237 98.2679 98.2322 96.5375

Port scan 99.7677 99.7358 98.3956 98.144

Infiltration 99.987 99.9823 92.6772 82.7028

Table 10 The comparative analysis of the proposed method and related works

Dataset Attack type Preprocessing Feature
selection
strategy

Number of
features

Detection
strategy

Results (%)

[25] VirusTotal Destructive
data

Compress data – – SVM approach
of modified
support
vector

0.97

Data
transformation

[20] KDD-cup99 All attack Data
transformation

– – PSO-RF 96.5

UNSW-NB15 96.3

[48] N-BaIoT Botnet – – – Local–Global
best Bat
Algorithm for
Neural
Network

90

[19] CICIDS-2017 1. Multiclass Random
sampling
(10%)

Double PSO 23 Deep belief
network

1. Avg:
95.81

2. Binary Normalization 2. 99.91

[21] 1. NSL-KDD All attack Mapping Grey wolf +
PSO

Avg: 10.2 Decision Tree 1 .99.058

2. UNSW-NB15 Transformation 2. 94.482

Normalization

[16] NSL-KDD DDoS Nominal to
numeric

Lion
optimization
algorithm

20 CNN 96

[27] NSL-KDD All attack Encoding GWO 12 SVM 96

Normalization

[49] CICIDS-2017 Brute force Numeralization – – KNN 99.49

XSS Normalization

SQL injection

Proposed
method

CICIDS-2017 1. DDoS GWOGA +
RF

1. 5 HGSGA +
nonlinear
regression

1. 99.039

2. Infiltration Data cleaning 2. 17 2. 99.9823

3. Brute Force Smote Tomek 3. 10 3. 98.2679

4.Port Scan Normalization 4. 11 4. 99.7358

5. Botnet 5. 11 5. 98.8654

the comparative analysis of the proposed model with recent
related works was conducted, shown in Table 10. The utiliza-
tion of antiquated datasets, low accuracy, unreliable results,
and high-dimensional feature subset could be considered the
main weaknesses of the related research.

5 Conclusion

Nowadays, the expansion of computer networks and their
applications have made Internet attacks more sophisticated.
In addition, commonpreventive strategies such as authentica-
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tion, firewall, and antivirus are not sufficient enough against
complex cyber-attacks. In this respect, artificial intelligence
(AI)-based intrusiondetection systemshavebeen recently the
subject of intense research. However, research has shown the
proposed intrusion detection systems suffer from low accu-
racy and high false alarm rates. Antiquated datasets have
been widely used to evaluate the proposed methods without
considering the class imbalance. Considering the existing
challenges and the complexity of network behavior, pre-
dicting and learning network behavior has turned into an
NP-Hard problem. The present study offered a robust and
efficient system for intrusion detection using meta-heuristic
optimization techniques and quadratic nonlinear regression
modeling. The proposed model was evaluated using the
CICIDS dataset, which was preprocessed before use. In the
preprocessing step, the dataset was cleaned, and the problem
of unbalanced classes was solved using the new SMOTE
Tomek link method. In the next step, redundant features
were removed using the hybrid GWOGA-RF algorithm, and
a subset of features suitable for each attack was selected.
The selected subsets included the smallest number of fea-
tures and the highest efficiency. In the last step, the nonlinear
regression model was trained using a subset of features and
optimized using a newmeta-heuristic algorithm called HGS.
The intersection operator in the genetic algorithm (GA) was
combined with this algorithm to enhance the performance of
HGS algorithm and reach a faster convergence. The results
showed that the proposed system was able to detect differ-
ent attacks with high accuracy and outperform other models
presented in other studies. The results of this research can be
summarized as follows.

• Smote Tomek link method was applied to solve the imbal-
ance problem of the CICIDS dataset.

• The wrapper method was applied, and a feature subset
with a small number of features and high accuracy was
developed. This method benefited from Grey Wolf Opti-
mization (GWO) algorithm to search for the subset and RF
algorithm to evaluate the subsets.

• The improved GWO was combined with GA to enhance
the performance of the search method in Wrapper algo-
rithm. The results showed a very good performance with
an average of 11 function features.

• Turning the problem into an NP-Hard optimization prob-
lem, a quadratic nonlinear regressionmodelwas developed
to model the behavior of the network.

• A new hybrid meta-heuristic algorithm was used for opti-
mization. This algorithm could detect common mentioned
attacks with an average test accuracy of 99.17%.
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