
International Journal of Information Security (2023) 22:497–509
https://doi.org/10.1007/s10207-022-00646-y

REGULAR CONTRIBUT ION

Defense against membership inference attack in graph neural
networks through graph perturbation

Kai Wang1 · Jinxia Wu1 · Tianqing Zhu1 ·Wei Ren1 · Ying Hong2

Published online: 16 December 2022
© The Author(s), under exclusive licence to Springer-Verlag GmbH, DE 2022

Abstract
Graph neural networks have demonstrated remarkable performance in learning node or graph representations for various
graph-related tasks. However, learning with graph data or its embedded representations may induce privacy issues when the
node representations contain sensitive or private user information.Althoughmanymachine learningmodels or techniques have
been proposed for privacy preservation of traditional non-graph structured data, there is limited work to address graph privacy
concerns. In this paper, we investigate the privacy problem of embedding representations of nodes, in which an adversary can
infer the user’s privacy by designing an inference attack algorithm. To address this problem, we develop a defense algorithm
against white-box membership inference attacks, based on perturbation injection on the graph. In particular, we employ
a graph reconstruction model and inject a certain size of noise into the intermediate output of the model, i.e., the latent
representations of the nodes. The experimental results obtained on real-world datasets, along with reasonable usability and
privacy metrics, demonstrate that our proposed approach can effectively resist membership inference attacks. Meanwhile,
based on our method, the trade-off between usability and privacy brought by defense measures can be observed intuitively,
which provides a reference for subsequent research in the field of graph privacy protection.

Keywords Graph neural network · Graph privacy-preserving · Membership inference attack · Perturbation injection

1 Introduction

A large number of real-world relationships can be repre-
sented as graphs, such as online social networks [1, 2],
citation networks [3], financial networks [4], and biomed-
ical datasets [5], which are graph structured data. One of
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the main sources of graph data is social networks [6], where
people/mobile devices are abstracted as nodes and links rep-
resent relationships between nodes. Graph neural networks
(GNNs) [7], which utilize the neural network to combine
graph structure and node feature information together, have
shown state-of-the-art performance on wide range of com-
plex tasks like node classification [3, 8, 9], link prediction [10,
11], graph classification [12], etc. The key pre-processing
step is to design node embedding algorithms [13] which
transform graph structured data from non-Euclidean spaces
to a low-dimension representation for various downstream
tasks. However, in addition to being important for GNN
downstream tasks, node embedding may lead to privacy con-
cerns [14].

In many realistic scenarios and applications, the embed-
ding will be released for further utilization without sufficient
privacy-oriented consideration.While achieving high perfor-
mance, GNN models require significant resources and time
during data collection and training. Therefore, a well-trained
GNN model is of great value. At the same time, to meet the
demand, many AI platforms provide model-related selling
services for model owners. This commercial behavior has
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Fig. 1 An example illustrates privacy issue on GNNs. An adversary can
use certain information derived from the GNNs to determine whether a
person is part of a trainingdataset to infer the person’s physical condition

drawn people’s great attention on model security and graph
data security, especially whenmodels are trained with poten-
tially private and sensitive data [15–19]. In previous work,
node embedding (white-box attacks) combined with clus-
tering algorithms have been used to implement membership
inference attacks(MIA) [14]. In MIA, the adversary aims to
infer whether one node is part of the graph data used to train
the model or not.

This paper presents the use of graph reconstruction tech-
nique to defense against membership inference attack. At
present, researchers have not been able to attach sufficient
importance to the harm that such privacy attacks can pro-
duce, and have not yet proposed a complete corresponding
defense method. Consider a very realistic scenario, which is
the prediction of the spread of the 2019-nCoV.Nodes are used
to represent users, edges represent propagation paths, and
node features represent clinical symptoms. Symptom predic-
tion and propagation prediction are performed, respectively,
through node classification and link prediction. An attacker
can infer the physical condition of a particular user by identi-
fyingwhether the user is part of the training dataset, as shown
in Fig. 1. Although infected people are not contagious after
recovery, the disclosure of their privacy can still bring them
different degrees of negative social impact or trouble.

In the context of machine learning (ML), privacy viola-
tion occurs when an adversary deduces certain information
about the record of a particular user’s data in a training set.
The success of various inference attacks is used to quantify
this information leakage. Privacy risks in graph-based ML
models have not been sufficiently explored and quantified.
Membership inference attack is a common type of machine
learning attack that can infer a specific individual record
with limited background knowledge. Correspondingly, the
defense method for inference attacks is worthy of in-depth
analysis and research.

Our main contributions are summarized as follows:

– We introduce a realistic membership inference attack on
graph neural networks in white-box setting.

– We propose a defense measure against the above-
mentioned attack,which significantly reduces the accuracy
of inference attackwhile preserving the utility of the graph.

– We carry out relevant experiments to prove the availability
and reliability of the defense method.

The paper structure will be organized as follows. Section 2
gives background on GNNs and node embedding algorithm
aswell as common attacks on graph are introduced. Section 3
gives a complete description about our defensemethodology.
Section 4 describes experimental setup. Section 5 gives anal-
ysis of our experiments on utility-privacy trade-off. We will
conclude our work in Sect. 6.

2 Preliminaries

2.1 Notations

We consider the defense algorithm targeting membership
inference attacks on graph neural networks. Given a graph

denoted asG = {V , E}, whereV = {vi }|V |
i=1 andE = {

e j
}|E |
j=1

represent the sets of nodes and edges, respectively. An adja-
cency matrix A ∈ {0, 1}|V |×|V | describes the relationships
between nodes. Here Ai j = 1 means node pair vi and v j

are linked, 0 otherwise. Node features are represented as a
matrix X ∈ R

N×d , where d is the dimension of node feature
and N is the number of nodes(i.e., N = |V|). Thus, the node
features of node vi are described by the i-th row of X and an
attributed graph can be represented as G = {A, X}.

2.2 Graph neural networks

The classical machine learning algorithms and models do
not have a satisfying performance on graph structured data,
which are comfortable with individually represented data,
but are less efficient when dealing with more complex struc-
tured relational data. To resolve this issue, inspired by the
success of Convolutional Neural Networks (CNN) [20, 21], a
new series of deep learning algorithms are proposed, namely
GraphNeuralNetworks (i.e., GNN).GNNgeneralized by the
graph convolutional network (GCN) and its variants extends
the convolution operations to irregular graph data, and has
achieved excellent performance in various tasks and fields
[22, 23]. Generally, GNN contains a few graph convolutional
layers, each of which obtains an initial vector for a particu-
lar node, and aggregates information of node v′s neighbors
at previous layer to learn a hidden state of node v, which
corresponding to the AGGREGATE operation in Equation
(1). GNN models then update the representation of node v
following the nonlinear transformation after each aggrega-
tion step, which corresponding to the UPDATE operation in
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Equation (2). Formally, the aggregation and update function
can be formulated as follows:

zlv = AGGREGATEl
({

hl−1
u , ∀u ∈ N (v)

})
, (1)

hlv = UPDATEl
(
zlv

)
, (2)

whereN (v) is the neighborhood of v (i.e., v itself and the set
of nodes which have an edge connected to v), and l represents
the l-th layer of the GNN. zlu and hlu denote the hidden state
and the representation (embedding) vector of node u at layer
l, respectively. First of all, we initialize v’s feature xv as its
representation as well as the input of layer l0.

Finally, at the last convolutional layer(i.e., L), a softmax
functionwill be applied to the node representations for down-
stream tasks, like node classification, can be formulated as:

yi ← softmax
(
z(L)
i W

)
, (3)

where yi ∈ R
c, c means the number of classes of node set

andW is a learnable weight matrix. yi ( j) corresponds to the
predicted probability that node i belongs to class j.

One of the structures that is commonly used as an update
function, is Multilayer Perceptron (MLP). In the meantime,
different GNNmodels may apply different aggregation func-
tions, and with the development of GNNs, more and more
aggregation functions have been proposed, with considerable
results have been achieved. In this paper, we mainly focus on
GraphSAGE [24]), one of the representative GNN architec-
tures.

2.3 Node embedding algorithm

In order to facilitate space and computational overhead of
graphs’ further processing, graph embedding algorithms pro-
vide an effective method to embed graph structured data
into low-dimensional representation. Specifically, mark an
embedding algorithm as� : V → Rh , where V comes from
graph G. Each node vi in set V can be transformed from
discrete representation to a h-dimension vector which cap-
ture the attributes of the original graph, like the relationship
between each node pair. Deep learning-based node embed-
dings generate low-dimensional representation for each node
with both adjacency matrix A and feature matrix X. With
this technique, designing parallel or distributed algorithms
directly on graph data is no longer a challenge. Meanwhile,
downstream applications such as node classification, link
prediction and clustering can also be performed on standard
ML algorithms. For GNN models, the output of the interme-
diate layer corresponds to the low-dimensional embedding
representation of the node set. As well as graph embedding
algorithms have been researched, which proposed to display

the whole graph with a single vector captures the vital prop-
erties of original one. Our work focus on the application of
node embedding algorithms in this paper, we consider the
defense against membership inference attacks based on the
white-box background that adversary has access to target
model’s node embedding.

2.4 Membership inference attack

In machine learning, there are several representative attacks,
including membership inference [25], attribute inference
[26], model inversion [27] and model stealing [28]. The
target of the first three attacks is the training set of the
model, and model stealing is to refactor the model param-
eters. Researchers have conducted in-depth studies on these
attacks, and the analysis of privacy risks brought by these
attacks against ML model is been gradually proposed [29].

Membership inference attack [15] is one of the secu-
rity threats faced by machine learning algorithms. It is used
to infer whether specific data exists in the training set of
machine learning models, which brings great security risks
to users and challenges the security ofmachine learningmod-
els. In case of MIA on graph structured data, the adversary
aims to infer whether one node is part of the graph data
used to train the model or not. [30] proposed three threat
models for node-level membership inference attacks based
on adversary background knowledge, with classifying the
adversary’s background knowledge to three dimensions, i.e.,
shadow dataset, shadow model, and node topology.

The focus of our research is Membership Inference
Attack(MIA), we propose a reliable method to defense MIA
on graph data, in order to guard the sensitive information on
the basis of obtaining its normal utility.

3 Perturbation defensemethodology
for GNN

The architecture of defense methodology we elaborate in
this paper is shown in Fig. 2. In this figure, (a) illustrates the
membership inference attack, and (b) is our defense strategy.
An adversary who performs a membership inference attack
aims to infer whether a node comes from the model’s train-
ing set. In the white-box setting, the adversary has access to
the intermediate layer’s output of GNN model, which cor-
responds to the embedding vector of each node. The output
predictions and parameters of GNN model are agnostic to
the adversary. The adversary trains an encoder–decoder net-
work tomap embedding vector to a singlemembership value,
which is a regular pre-processing operation. Finally, based
on the distribution difference of membership value between
training nodes and testing nodes, the adversary can deter-
mine whether a node is a member of the training set. The
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(a)

(b)

Fig. 2 Perturbation defense methodology. a depicts the process of
membership inference attack, and b describes the principle of the
perturbation defense method. When the perturbation defense method

generates the adjacency matrix with noise, it is used to replace the
original input adjacency matrix of the graph convolutional network
algorithms to obtain the node embedding with noise

membership inference attack is detailed in Section 3.1. The
implementation of the perturbation defense method is based
on the graph reconstruction model, which mainly consists
of two parts, an encoder and a decoder. In order to reduce
the attack success rate, we limit the prior knowledge of the
attacker to be privacy-free. Sowe first obtain the noisy recon-
structed adjacency matrix by adding perturbations during the
training process of the graph reconstruction model. Then
we replace the original input adjacency matrix of GNNs
with the reconstructed adjacency matrix to obtain the noisy
node embedding representations. If the embedding vectors
mastered by the attacker are noisy (i.e., privacy-free), then
the defense effect can be achieved. Our proposed defense
methodology is detailed in Section 3.2. We also depict the
process of adding perturbations as shown in Fig. 3.

3.1 Membership inference attack on graph

Under the white-box setting [14], the information possessed
by the attacker is the embedding of each node, i.e., the
output of intermediate graph convolutional layer of target
GNN model. This is practical in the real situation. Some
resource-based websites will provide this information for
other scientific researchers to use.Adversarymay take advan-
tage of these resources to infer the privacy information of the
data.

During the attack, the graph convolutional layer is respon-
sible for calculating the low-dimensional embedding repre-
sentation of the input graph data. The parameters of GNNs
are updated in each training iteration and specifically adjusted
for a higher performance of the training data, so as to generate
a distinguishable footprint(i.e., two-dimensional projection)
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Fig. 3 The left side of the plus sign is the original node embedding
representation, and the right side is the perturbed representation. We
randomly sample noise from the Gaussian function with the same
dimension as the node embedding representation, and sum them up
to achieve the perturbation effect. The original embedding vector is
shown in black, the noisy vector is shown in blue, and the final vector
contains two colors indicating that it has been perturbed

between the embedding of the training data points and the
test data points. With the 2D-TSNE algorithm [31], the dis-
tinguishable footprints can be visually illustrated.

The attack method is unsupervised, which means the
adversary does not have a supervised label to form a map-
ping between the intermediate embedding and the node’s
belonging or latent value. Figure 2(a) illustrates this attack’s
methodology. The adversary designs an encoder–decoder
network, which trained in an unsupervised manner to map
the low-dimensional embedding value to a single member-
ship value. Take a node v’s embedding�(v) as input, encoder
generates a latent value(i.e., single membership value). And
next, the latent value is passed to a decoder as its input
for obtaining the reconstruction of embedding �(v). The
encoder–decoder network aims to minimize the reconstruc-
tion loss, formulated as,

‖�(v) − fd( fe(�(v)))‖22, (4)

where we denote the encoder as fe, and decoder as fd .
After the encoder–decoder network is trained, the adver-

sary canobtain the singlemembership value corresponding to
the embeddedvalue of the target graphnode.According to the
previous analysis,we could know that themembership values
of the training node and the test node will show two clus-
ter distributions. Therefore, the clustering algorithms can be
used to classify themembership values into two clusters, such
as K-Means. At the same time, considering that the adver-
sary does not have the ability to distinguish between the two
clusters which represents the training set node. Therefore,
the adversary needs to know the prior distribution character-
istics of a small number of members and non-members in
advance. After that, for any new nodes, the adversary clas-
sifies them into clusters and can directly determine whether
they are members or not.

We utilizeGraphSAGEas the targetmodel fromwhich the
adversary get the node embedding representation of the target
graph to mount MIA. GraphSAGE [24]) is the first to extend

the original graph convolutional network to an inductive set-
ting with a redesigned aggregation function. On account of
the number of neighbors of a node can be a wide range of
values, it is inefficient to obtain complete node neighbors.
GraphSAGE makes use of a sampling method to obtain a
fixed number of neighbors for each node. In this paper, we
follow GraphSAGE’s way to perform graph convolutions,
which can be defined as follows:

hkN (v) ← AGGREGATEk

({
hk−1
u , ∀u ∈ N (v)

})
, (5)

hkv ← σ
(
Wk · CONCAT

(
hk−1

v , hkN (v)

))
, (6)

where CONCAT is the concatenation operation and the
aggregation function should keep the arrangement of the
node ordering unchanged, such as the mean, sum, or maxi-
mum function.

3.2 Perturbation defensemethod

According to what we learned in the previous section, the
adversary has obtained the node embedding vector of the
target graph data, so that it can launch membership inference
attacks. In this paper, wemodify the node embedding vectors
in an indirect way. We take advantage of a graph recon-
struction algorithm, to add subtle perturbation to graph’s
representation of the hidden space during the graph recon-
struction process. In other words, we add perturbation to
the embedding output of the encoder in the graph recon-
struction model, and then input that noisy embedding to
the decoder, resulting in a noisy graph reconstruction adja-
cency matrix. This noisy adjacency matrix is then put into
a regular graph convolutional network to get the output of
its first convolutional layer, and release it to the public or
platform. As a result, the adversary gets the perturbed knowl-
edge and this method achieves the corresponding defense
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effect. The reconstruction algorithm we select is graph auto-
encoder(GAE) [32], and we achieve subtle perturbation by
adding Gaussian noise. We present the training process of
defense method we proposed in Algorithm 1.

GAE, based on the variational auto-encoder(VAE) [33],
works as a framework for unsupervised learning on graph
structured data. Themodel uses latent variables and can learn
interpretable latent representations of undirected graphs.
This model is implemented by a graph convolutional net-
work (GCN) encoder and a simple decoder for inner product.
The encoder of GAE is made up of two graph convolutional
layers, which is defined as,

Z = enc(X, A) = conv( f (conv(A, X; W1)); W2), (7)

where Z denotes the representation matrix of a graph in
latent space, f () is activation function, and W is the weight
matrix. The decoder of GAE is designed to decode the node
relationship information from their latent matrix through
reconstructing adjacency matrix of the graph, which takes
the form,

Â = dec(zv , zu) = σ
(
zTv zu

)
, (8)

where zv is the latent vector of node v, and σ() denotes the
activation function. GAE is trained by minimizing the nega-
tive cross entropy between the original adjacency matrix A
and corresponding reconstructed adjacency matrix Â.

In the process of training the encoder–decoder, in each
epoch, we add a certain amount of Gaussian noise to the
latent vector of each node. Compare to differential privacy
technique [34–36], which also make use of random noise,
but from the same data distribution (i.e., using the same set
of parameters), we propose to observe the trade-off between
graph privacy and usability caused by the noise from dif-
ferent data distributions. Therefore, we design multiple sets
of parameters to randomly sample noise from Gaussian
functions without applying differential privacy. For the sub-
sequent analysis, we need to observe the correlated effects
of the gradual increase in noise on the privacy and usability
of the graphical data. The size of the added Gaussian noise
needs to be finely controlled to make a trade-off between pri-
vacy and utility, where themean remains unchanged at 0, and
the variance range is [0, 0.3] and takes a value per 0.05. On
the premise of ensuring the availability of the reconstructed
graph, it can also cause a certain defensive effect on themem-
bership inference attacks. After acquiring the reconstruction
graph, we put the reconstruction one into the GNN model,
extract the output of the intermediate layer of it after the train-
ing process completed, and release the node embeddings to
the public that harbors the adversary finally.

There is another graph reconstruction model, VGAE [32],
which is a variational version of GAE. VGAE utilizes Kull-
back–Leibler divergence to learn the data distribution and
complete the optimization of the reconstructed adjacency
matrix, formulated as following,

L = Eq(Z|X,A)[log p(A | Z)] − KL[q(Z | X, A)‖p(Z)],
(9)

where Z denotes the representationmatrix of a graph in latent
space and p() is the Gaussian prior distribution and q() is the
empirical distribution.

4 Experiments

4.1 Datasets

We consider three standard datasets: Pubmed [37], Citeseer
[38], and Cora [38]. The statistics of the above datasets are
shown in Table 1.

– Pubmed The Pubmed Diabetes dataset contains 19, 717
scientific publications related to diabetes from the Pubmed
database, which can be divided into three classes. The cita-
tion network consists of 44, 338 links. Each publication in
this dataset is described, by a TF/IDF weighted word vec-
tor from a dictionary of 500 unique words. The dataset is
used in the form of 60 training samples, 500 validation
samples, and 500 test samples.

– Citeseer The CiteSeer dataset contains 3312 scientific
publications, which can be divided into six classes. The
citation network consists of 4732 links. The Citeseer
dataset contains a dictionary of 3703 unique words, there-
fore features are 3703 dimensions, with 0 and 1 describing
whether each word exists in the paper. It is assigned into
120 training samples, 500 validation samples, and 1000
test samples.

– Cora Cora dataset consists of 2708 machine learning
papers and is divided into seven classes, which is a popular
dataset for graph deep learning in recent years. The citation
network consists of 5429 links. The Cora dataset contains
a dictionary of 1433 unique words, therefore features are
1433 dimensions, with 0 and 1 describing whether each
word exists in the paper. It is assigned into 140 training
samples, 300 validation samples, and 1000 test samples.

It is required to note that the above allocation of the three
datasets is for GraphSAGE. The defense method proposed
in this paper allocates datasets in two proportions, 6 : 1 : 3 and
3 : 1 : 6, in which the validation set accounts for 10 percent,
and the training set and test set account for 30 percent or 60
percent, respectively.
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Table 1 Dataset statistics
Dataset Nodes Edges Classes Features Train./Val./Test

Pubmed 19,717 44,338 3 500 60/500/1000

Citeseer 3,327 4,732 6 3,703 120/500/1000

Cora 2,708 5,429 7 1,433 140/500/1000

4.2 Metrics

Considering the large visual difference between graph struc-
tured data and imagedata, it is difficult for us to use traditional
machine learning metrics to measure graph privacy and util-
ity, in order to evaluate our proposed method. Hence, the
followings are to elaborate on privacy and utility metrics in
this paper.

– Utility These models are not trained on the full version of
these datasets, and some of the edges have been deleted,
but all the node features are retained. From the previ-
ously deleted edges, we construct validation sets and test
sets, in which the same number of unconnected node pairs
were randomly sampled. We report AP (average preci-
sion) scores and AUC (area under the ROC curve) to
evaluate the utility of reconstructed graphs. Average pre-
cision computes the ratio of true positives and calculates
the percentage of predicted samples actually exist in the
original graph. The ROC curve plots the false positive rate
and true positive rate on the x-axis and y-axis, respec-
tively. The AUC score calculates the area under the ROC
curve, where the larger the area, the greater the graph has
been reconstructed. For the binary classification problem
of the adjacency matrix obtained by the graph reconstruc-
tion model, the accuracy of random guess is 50%, and
any higher accuracy indicates that the target graph recon-
structed by the model has certain reliability.

– Privacy The membership inference attack is a binary clas-
sification problem: the attacker needs to determinewhether
a node is part of the training set of the target model or
not. As a result, when inference accuracy gets any higher
than random guess method, it indicates that a privacy leak-
age of target model’s sensitive training data has happened.
The goal of our proposed defense is to reduce the accu-
racy of membership inference attacks as more as possible.
Once our defense has achieved some reduction in original
inference accuracy, it succeeds in protecting the privacy
of graph training data. The more the inference accuracy
drops, the greater the protection of privacy.While the avail-
ability of graph data needs to be fully considered at the
same time. Therefore, it is necessary to make a suitable
trade-off between privacy and utility.

4.3 Models

In our experiment, we consider that the node embeddings
obtained by the attacker comes from the case where the tar-
get model is a two-layer graph convolutional network (that
is, GraphSAGE [24]). The node embeddings are the output
of the first layer of the target model with a dimension of 16.
After acquiring the node embeddings, the adversary inputs
the node embedding into the encoder to obtain the member-
ship value of dimension 1. The perturbation we add to the
graph reconstruction process is sampled in a Gaussian dis-
tribution, where the mean remains unchanged at 0, and the
variance range is [0, 0.3] and takes a value per 0.05. We
keep the mean constant and adjust only the variance to be
better able to control the noise size. Considering the embed-
ding nature of the latent vector, excessive noise will lead to
great deviation of the reconstructed adjacencymatrix. There-
fore, we initially tried to set the variance as 0.05, and found
that this level of noise could largely preserve the availabil-
ity of the reconstructed adjacency matrix and play a certain
defense effect. We then chose 0.05 as the minimum variance
and increased it at intervals of 0.05 until it reached 0.3.When
the variance is 0.3, the availability of the reconstructed adja-
cency matrix continues to decrease, but the attack effect is
little improved. We use the Adam optimizer with a learning
rate of 0.01 and training epochs of 500.

4.4 Evaluation

We first show the impact of the added perturbations on the
utility of the reconstructed adjacency matrix for the case of
graph reconstruction modeled as GAE as depicted in Fig. 4.
At this point, we reconstruct the adjacency matrix with 60
percent of the input from the original. We can observe that
pubmed has the highest reconstruction success rate in all
three datasets, both in terms of ROC and average preci-
sion. While citeseer and cora have similar reconstruction
performance. As the Gaussian perturbation increases, the
reconstruction availability of the three datasets shows a slow
and linear decrease while maintaining the ranking.

Figure 5 illustrates the success rate of membership infer-
ence attacks against node embeddings obtained from the
original adjacencymatrix and those obtained from the recon-
structed adjacency matrix. We can notice that the success
rate of the MIA is intimately related to the availability of the
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(a)

(b)

Fig. 4 Utility. We use area under the ROC curve (AUC) and average
precision (AP) scores for each dataset to illustrate the utility of recon-
structed adjacency matrix

reconstructed adjacency matrix. Pubmed, consistently has
the highest reconstruction availability in all three datasets
(even with the injection of perturbation), and correspond-
ingly, the success rate of MIA shows a near-linear decrease
with as the noise gradually increases.

Further, for citeseer and cora, we can note that MIA has a
relatively high success ratewhen only the adjacencymatrix is
reconstructedwithout perturbation injection. However, when
only Gaussian noise with a variance value of 0.05 is injected
during the reconstruction process of the adjacencymatrix, the
success rate ofMIA shows a dramatic decrease. Andwith the
progressive increase in noise, the attack effect ofMIAonboth
datasets stays above and below 55%, accompanied by a very
slight fluctuation. This can, to a certain extent, indicate that
adding additional perturbations even though slight, citeseer,
and cora make a large degree of damage to their adjacency

Fig. 5 Privacy. We use the membership inference attack accuracy to
measure the privacy-preserving effect of our defense method

matrix structure in the case of relatively lowavailability of the
originally reconstructed adjacency matrix. Thus, the success
rate of MIA is not much different from random guess.

For the sake of experimental completeness, and given
the somewhat random nature of the noise sampled from the
Gaussian distribution, for each dimension of the noise and
for each of the three datasets, we generate five samples of
the reconstructed adjacency matrix accordingly. The conse-
quences seen so far, for both usability and privacy measures,
are handled by averaging (i.e., summing and dividing by 5).

Due to the fact that the reconstruction of the adjacency
matrix does not require the entire adjacency matrix to be
input into the graph reconstruction model, we experiment for
the ratio of data utilized in the model accordingly, as shown
in Fig. 6. It is conceivable that the higher the percentage of
data put into the graph reconstruction model, the stronger
the usability of the reconstruction. Also, the dataset pubmed
has the relatively highest reconstruction availability under
the same conditions even if only 30% of the data is used.
Compared to using 60% of the data, there is a relatively close
usability (difference of nomore than 4%). In terms of privacy
protection, the dataset pubmed reconstructed using 60% of
the data generally has a higher success rate of MIA attacks
on it than the one reconstructed with 30% data, regardless
of the size of perturbation. The reason for this is that those
reconstructedwith 60%data containmore available sensitive
information. For cora and citeseer, it still presents small fluc-
tuations with no obvious regularity because of the originally
low availability of reconstruction for these two datasets, and
also, the relatively strong influence of the injected noise on
the reconstructed data.

We also validate the reliability of our proposed defense
method further using another graph reconstruction model,
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(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Fig. 6 Utility and Privacywith training data ratio 30% and 60% on three
datasets. We use the membership inference attack accuracy to measure
the privacy-preserving effect, and the same AUC and AP to measure the

availability of the reconstructed adjacencymatrix. The two neighboring
bars indicate training data ratio 30% and 60%, respectively, and show
the experimental effects on the three datasets

VGAE, as shown in Fig. 7. VGAE andGAEhave slightly dif-
ferent performance ondifferent datasets. In termsof usability,
GAE reconstructs the pubmed outperforms VGAE, but per-
forms the opposite on the other two datasets. On the other
hand, in terms of privacy, VGAE and GAE have roughly the
same defense effect for MIA, with only slight differences in
performance. In the meantime, we can find that the perfor-
mance of VGAE and GAE in data utility gradually converge
with the gradual increase in noise.

5 Discussion

Utility With the evaluation metrics provided by the graph
reconstruction models GAE and VGAE [32], we can find
that the perturbation defense strategy proposed in this paper
maintains the utility of the reconstructed graphs. And with
the increase in defense strength, the graph availability shows
a slow decrease close to linearity, which is acceptable and
empirical. As themodel usesmore training data, the usability
of the reconstructed graph increases while being less affected
by the perturbation defense strategy.
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(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Fig. 7 Utility and Privacy with different graph reconstruction models
on three datasets. We use the membership inference attack accuracy to
measure the privacy-preserving effect, and the same AUC and AP to

measure the availability of the reconstructed adjacency matrix. The two
neighboring bars indicate model GAE and VGAE, respectively, and
show the experimental effects on the three datasets

PrivacyWhen enough private information is available, the
adversary can carry out an attack with a high success rate.
Perturbation defense strategy reduces the private component
of the information held by the attacker, thus reducing the suc-
cess rate ofmember inference attacks.Different datasets have
different tolerance for perturbations, such as pubmed, which
retains more usable information even after perturbations are
added to a certain amount, and then cora and citeseer, which
are more affected even if the perturbations are controlled to
a smaller range.

Computational complexity In the proposed defensemodel,
the critical node embedding representation is obtained by
aggregating the neighborhood features of the node. In other

words, the computational complexity depends on the number
of edges and can be expressed as O(|E |d), where |E | is the
number of edges and d is the feature dimension. Because the
number of edges is linear, the computational complexity is
also linear.

Discussion on other defense Considering the privacy pro-
tection of graph data, defenders can make some changes to
its node embedding vector before releasing it to the public.
Commonly used modification methods can be classified into
two categories: direct methods and indirect methods. Direct-
ness means that after obtaining the intermediate layer output
from the GNN model, some modifications are made directly
on the output. Indirectness refers to somemodifications to the
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input of the GNN model, such as modifications to the adja-
cency matrix or node feature matrix. With these modified
data input to the GNN model, the perturbed model middle
layer representation or output is then provided to the adver-
sary. The defense method we propose in this paper achieves
the defense effect from an indirect manner. From an intuitive
point of view, the defense effect can be achieved by referring
to the approach mentioned in [39]. Adding noise directly to
the output [40] of the model is a common defense mecha-
nism against inferential attacks. [39] chooses to inject noise
directly to the embedded representation of the graph as it is
oriented to graph-level tasks. The idea can also be applied to
node-level tasks by adding noise to the node embedding and
inference attacks in black-box manner by adding noise to the
output of GNN models.

6 Related work

6.1 Previous attacks on graph

Research on privacy issues for graph neural networks is just
in its infancy. It takes the first step toward a link stealing
attack. Specifically, given black-box access to the targetGNN
model, [41] aims to predict whether a link exists between
any pair of nodes in the training graph. [14] quantifies pri-
vacy leakage in node embedding for the first time through
three major inference attacks targeting graph neural net-
works: membership inference attack, graph reconstruction
attack, and attribute inference attack. Similarly, for the pri-
vacy discussion of graph embedding, [39] has recently done
the relevant work. It has systematically studied the informa-
tion leakage problemof graph embeddings by three inference
attacks, namely, property inference attack, subgraph infer-
ence attack, and graph reconstruction attack. [42] proposes
a model inversion attack on graphs, which reconstructs the
structure of the graph from known information in order to
steal the privacy of the training data in a white-box setting.
[43] takes the first step to propose membership inference
attacks for various graph-level target model. Not only two
types of attacks, training-based and threshold-based, are
developed, but also compared with attacks on node-level
GNN. [44] conducts a comprehensive study of model extrac-
tion attacks against GNN models, which aim to construct a
surrogate model behaves like the target one. This paper sys-
tematically classify the attack scenarios into seven categories
based on the background knowledge of the adversary. Further
advancing the work, [45] proposes a model extraction attack
against inductive graph neural networks. This implicates that
only a set of query graph is needed to successfully execute the
attack even if it comes from a different domain than the target
graph. These papers above, are more generalized proposed
the basic attack method, which can be seen, more elaborate

attack on graph privacy need to be further research.Currently,
there are still relatively few defense methods for graph pri-
vacy, and there is an enormous amount of work to be carried
out.

6.2 Previous defenses on graph

The following progress has been made to protect the pri-
vacy of the graph, which still remains a great deal of work to
be done. [46] presents a training framework, APGE, which
combines disentangling and purging mechanisms. Because
by learning the node representation, the adversary can infer
sensitive information that the user originally did not intend
to reveal. Therefore, APGE tries to remove the user’s pri-
vate information from the learned node representation by
this framework. [47] takes into account the scenario where
cloud servers use private user data to trainmodels. Therefore,
the LDP mechanism that can interfere with its features with
minimal communication overhead is proposed to protect the
privacy of node features.After this, the datawith noisewill be
collected by the server.Moreover, it provides an aggregation-
based denoising mechanism, which is inserted into GNNs as
a separate but simple layer. [48] also proposes a vertically
federated GNN learning paradigm motivated by the existing
work on split-learning [49, 50], which is dedicated to pro-
tecting private information in node classification tasks. [39]
presents a discussion of the corresponding defense methods
after proposingmembership inference attacks for graph-level
GNN. It takes the form of adding noise to the target graph
embedding and does the evaluation accordingly.

7 Conclusions

This work provides a defense against white-box membership
inference attacks (i.e., requiring node embedding) via pertur-
bation injection. Specifically, we inject a certain amount of
noise in the latent space of the adjacency matrix to achieve
the corresponding defense effect in an indirect way. This
defensemethod achieves privacy protectionwhile guarantee-
ing the availability of the reconstructed adjacency matrix. By
designing to sample noise from Gaussian function with dif-
ferent data distributions,we canvisually observe the trade-off
between privacy and usability based on our proposed defense
method in this paper. We apply two reconstruction models
and three evaluation metrics to illustrate the reasonable per-
formance of this defense method. Current defense methods
against these three attacks have not been proposed in large
numbers.

There are several representative types of privacy attacks
on privacy leakage for graph neural networks, namely mem-
bership inference, model inversion, attribute inference, and
model stealing. There are not yet a large number of defense
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methods proposed for these attacks, which indicates that pri-
vacy protection of graphs has not yet received the attention it
deserves. Simultaneously, the measurement of graph usabil-
ity has not been well defined due to the visualization nature
of graphs unlike pictures. All of them are worth exploring
and studying in depth in the future. On the other hand, the
generality of the defense method is also a key concern. We
will also enhance the generality of this defense method in
our future work.
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