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Abstract
Background  White light (WL) and weak-magnifying (WM) endoscopy are both important methods for diagnosing gastric 
neoplasms. This study constructed a deep-learning system named ENDOANGEL-MM (multi-modal) aimed at real-time 
diagnosing gastric neoplasms using WL and WM data.
Methods  WL and WM images of a same lesion were combined into image-pairs. A total of 4201 images, 7436 image-pairs, 
and 162 videos were used for model construction and validation. Models 1–5 including two single-modal models (WL, 
WM) and three multi-modal models (data fusion on task-level, feature-level, and input-level) were constructed. The models 
were tested on three levels including images, videos, and prospective patients. The best model was selected for constructing 
ENDOANGEL-MM. We compared the performance between the models and endoscopists and conducted a diagnostic study 
to explore the ENDOANGEL-MM’s assistance ability.
Results  Model 4 (ENDOANGEL-MM) showed the best performance among five models. Model 2 performed better in single-
modal models. The accuracy of ENDOANGEL-MM was higher than that of Model 2 in still images, real-time videos, and 
prospective patients. (86.54 vs 78.85%, P = 0.134; 90.00 vs 85.00%, P = 0.179; 93.55 vs 70.97%, P < 0.001). Model 2 and 
ENDOANGEL-MM outperformed endoscopists on WM data (85.00 vs 71.67%, P = 0.002) and multi-modal data (90.00 vs 
76.17%, P = 0.002), significantly. With the assistance of ENDOANGEL-MM, the accuracy of non-experts improved sig-
nificantly (85.75 vs 70.75%, P = 0.020), and performed no significant difference from experts (85.75 vs 89.00%, P = 0.159).
Conclusions  The multi-modal model constructed by feature-level fusion showed the best performance. ENDOANGEL-MM 
identified gastric neoplasms with good accuracy and has a potential role in real-clinic.
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Introduction

Gastric cancer (GC) ranks fifth in the incidence of malig-
nant tumors worldwide, with 770,000 related deaths in 2020 
globally [1]. GC is symptomless at an early stage and most 
individuals are not diagnosed until the disease has pro-
gressed [2]. The five-year survival rate was less than 40% 
for advanced GC, but greater than 90% for GC detected at 
an early stage [3]. Early diagnosis is essential for patients’ 
welfare and contributes to mitigating the economic burden 
on the health care system [4].

Digestive endoscopy is the first-line method to detect 
early gastric cancer (EGC) [5–7]. White light endoscopy 
is most commonly used to identify general features of sus-
pected lesions, whereas it is difficult to distinguish the subtle 

Hongliu Du, Zehua Dong and Lianlian Wu have contributed equally 
to this work.

 *	 Honggang Yu 
	 yuhonggang1968@163.com

1	 Department of Gastroenterology, Renmin Hospital of Wuhan 
University, Wuhan, China

2	 Hubei Provincial Clinical Research Center for Digestive 
Disease Minimally Invasive Incision, Renmin Hospital 
of Wuhan University, Wuhan, China

3	 Key Laboratory of Hubei Province for Digestive System 
Disease, Renmin Hospital of Wuhan University, Wuhan, 
China

http://orcid.org/0000-0002-1882-7060
http://crossmark.crossref.org/dialog/?doi=10.1007/s10120-022-01358-x&domain=pdf


276	 H. Du et al.

1 3

changes of the mucosa and its sensitivity and specificity of 
EGC are 0.48 (95% CI 0.39–0.57) and 0.67 (0.62–0.71) 
[8, 9]. Dye-based chromoendoscopy could be effective in 
detecting lesions and is also recommended by the guideline 
to recognize high-risk lesions, but the technique is time-
consuming and its uptake is limited [10]. Image-enhanced 
endoscopy (IEE) uses narrow-band spectrum or blue laser 
imaging to enhance the structural features of blood vessels 
and glands of gastric mucosa, which improves diagnostic 
accuracy [11]. Magnifying-IEE (M-IEE) has satisfied diag-
nostic ability for gastric neoplasms, however, its high cost of 
equipment and strict training requirements for endoscopists 
limit its popularity [12]. Weak magnifying-IEE (WM-IEE) 
achieves better performance than WL, with wide utility 
and relatively lower cost than M-IEE, provides a signifi-
cant option for diagnosis of high-risk lesions such as gastric 
neoplasms [13].

Deep learning (DL) had showed great potential in medi-
cal image analysis and was reported to effectively assist phy-
sicians in disease diagnosis and treatment. In recent years, 
various studies had used deep learning to identify EGC 
and gastric neoplasms, but most of them focused on WL or 
magnifying endoscopy (ME)-IEE, while little concentrated 
on WM-IEE [14–16]. In addition, previous studies focused 
on single-modal data rather than multi-modal data, which 
may lead to incomplete identification of lesions and neglect 
of modality-specific information among different imaging 
modalities [17]. In actual clinical practice, guidelines also 
recommend the use of multi-modal light sources with chro-
moendoscopy and white light endoscopy instead of single 
light source [18].

In the present study, we developed three DL models 
using multi-modal fusion methods (WL incorporated with 
WM) for diagnosing gastric neoplasms and compared them 
with single-modal models (WL only and WM only). The 
five DL models were tested on three test levels including 
image, video, and prospective patients. The best model was 
selected to construct ENDOANGEL-MM (Multi-modal). 
We compared the performance between the models and 
endoscopists and conducted a diagnostic study to explore 
the ENDOANGEL-MM’s effectiveness on improving the 
endoscopists’ ability (Fig. 1). To our best knowledge, this is 
the first study to develop a deep-learning based system for 
diagnosing gastric neoplasms using WM and WL integrated 
data and to explore the optimal method of multi-modal data 
fusion.

Methods

Four datasets were used for training, validation, and testing 
the models, including training and validating set (Dataset 
1), image test set (Dataset 2), video test set (Dataset 3), and 

prospective test set (Dataset 4). The detailed information of 
four dataset were presented in the supplementary materials.

Inclusion criteria: the lesions were viewed at WL and 
WM mode. Exclusion criteria: the lesions were hard to eval-
uate because of poor-quality views, resulting from active 
bleeding, thick white coats, blurs, defocus, mucus, and so 
on.

Two senior endoscopists were involved in labeling 
images, selecting and editing videos, both of whom had an 
experience of EGD over 5 years.

The equipment used in this study included standard gas-
troscopes [(EG-L590ZW; Fujifilm, Tokyo, Japan), (GIF-
HQ290, GIF-H260Z, GIF-H290Z; Olympus Medical Sys-
tems, Tokyo, Japan)] and video systems [(ELUXEO 7000, 
LASEREO7000 and VP-4450HD; Fujifilm, Tokyo, Japan), 
(EVIS LUCERA CV-260/CLV-260 and EVIS LUCERA 
ELITE CV-290/CLV-290SL; Olympus Medical Systems, 
Tokyo, Japan)].

Development of five models

WM mode, such as the Near Focus mode of Olympus, is 
under a magnification of about 45x. Figure 2 shows repre-
sentative images captured under WM mode.

To test and compare the diagnostic performance of WL 
only, WM only, WL and WM multi-modal fusion on task-
level, feature-level, and input-level, Model 1, Model 2, 
Model 3, Model 4, and Model 5 were constructed, respec-
tively (Fig. 3).

Model 1 and Model 2 were constructed to independently 
diagnose gastric neoplasms under WL and WM mode. 1176 
WL images and 2273 WM images from dataset 1 were used 
to train and validate Model 1 and Model 2, respectively.

Model 3 (Multi-modal fusion on task-level): Here we 
regarded the diagnosis process of WL and WM model as 
“tasks”. This data-fusion method followed the diagnosis 
logic of endoscopists in clinical practice. We combine WL 
and WM models in a tandem way. One lesion judged as 
neoplasm by Model 1 will be further judged by Model 2, and 
the result of Model 2 will be taken as the final answer of this 
lesion. If the lesion was regarded as non-neoplasm by Model 
1, the lesion would not be sent to Model 2 and the answer of 
Model 1 will be taken as the final answer.

Model 4 (Multi-modal fusion on feature-level): The work-
flow of CNN (conventional neural network)-based AI mod-
els can be disassembled as the following steps: data input, 
feature extraction, classification and prediction output. Here, 
the WL and WM images of a same lesion were combined 
into image-pairs, and the data-fusion process was achieved 
at the feature-extraction step: the WL image and WM image 
were separately inputted in two independent CNN models 
for feature extraction; then, the features extracted from the 
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two types of images were combined and used for further 
learning and classification.

Model 5 (Multi-modal fusion on input-level): As afore-
mentioned, the basic workflow of CNN begins with data 

input and ends with prediction output. Here the data-fusion 
process was achieved at the data-input step. Similarly, the 
WL and WM images of a same lesion were combined into 
image-pairs. However, they were integrated and inputted to 

Fig. 1   Flow chart of Endoangel-MM (multi-modal). a Original data. 
b Data preprocessing. c Model construction. Two single-modal mod-
els and three multi-modal models were constructed. Model 1, white 
light (WL) single-modal. Model 2, weak magnification (WM) single-
modal. Model 3, multi-modal fusion on task level. Model 4, multi-
modal fusion on feature level. Model 5, multi-modal fusion on input 

level. d Tests of models. The five models were tested on three data 
levels including image, image pairs, and lesions, and three test lev-
els including image, video, and prospective patients. A man–machine 
comparison and a case-reading study were conducted. The best model 
was selected for constructing Endoangel-MM and used in diagnostic 
case-reading study
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the CNN model as a whole (spliced image pair), and the 
feature-extraction process was done based on the spliced 
image pair.

The details of model training and constructing methods 
were presented in the supplementary materials.

Image test

Dataset 2 was used to test the performance of Model 1–5 in 
diagnosing gastric neoplasms in still images.

Model 1 makes a diagnosis in WL mode while Model 
2 is in WM mode; both give a diagnosis at the image level 
and the lesion level. For Model 1 & 2, each lesion would 
be judged as neoplastic when at least one image is judged 
to be neoplastic; otherwise, the lesion will be judged as 
nonneoplastic.

Model 3, Model 4 and Model 5 judge the neoplasms 
based on image-pairs of lesions and thus could diagnose at 
both image-pair level and lesion level.

Video test

Dataset 3 and Dataset 4 were used to test the performance 
of Models 1–5 in diagnosing gastric neoplasms in raw vid-
eos. Each video clip is captured as a set of 7 frames per 
second, and each Model gives a diagnosis at the level of 

the lesions, with the same diagnostic logic as mentioned. 
During the WL clip, Model 4 and Model 5 won’t make 
diagnosis but only store WL images. When the video clip 
shifts to the WM clip, Model 4 and Model 5 will store WM 
images and those WM images were made into imagepairs 
with stored WL images. Then the diagnostic result of each 
image-pair and each lesion will be output.

Comparing the performance of different models 
and endoscopists

Six endoscopists with at least 2 years of EGD experience 
(including 2 experts with more than 5 years of EGD expe-
rience, 2 seniors with 3~5 years of EGD experience, and 
2 juniors with 1~2 years of EGD experience) were invited 
to participate in a man–machine competition using dataset 
3. In the first round of testing (WM single-modal test), 
only WM videos were provided to endoscopists. The diag-
nostic performance of endoscopists was compared to WM 
single-modal model (Model 2). The second round of test-
ing (multi-modal test) was performed 3 weeks later, and 
both WM and WL videos were provided to endoscopists. 
The diagnostic performance of endoscopists was compared 
to the best performing model among multi-modal models 
(Model 4).

Fig. 2   Representative images of weak magnification mode. To 
increase the applicability, we incorporated the image data of mag-
nifying narrow band imaging (M-NBI) and magnifying blue laser 
imaging (M-BLI) with the same magnification range as NF mode 

(45 × optical magnification) to construct the weak magnification data-
set. a–d represent weak magnification images captured by near-focus 
mode. e, f represent weak magnification images viewed by M-NBI. g, 
h represent weak magnification images viewed by M-BLI
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Fig. 3   Construction of Models. Model 1 diagnoses gastric neoplasms 
under white light (WL). Model 2 diagnoses gastric neoplasms under 
weak magnification (WM). Model 3 is an integration of Model 1 and 
Model 2 on task level, only the images/lesions diagnosed as neo-
plasms by Model 1 will be sent to Model 2 for further judgment. 
Model 4 is an integration of WL data and WM data on feature level, 
which makes decisions on image-pairs and lesions’ level. The WL 

image and WM image were separately inputted in two independent 
CNN models for feature extraction. Model 5 is a fusion of WL data 
and WM data on input level. The WL and WM images of a same 
lesion were combined into image-pairs and inputted to the CNN 
model as a whole (spliced image pair), and the feature-extraction pro-
cess was done based on the spliced image pair
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Comparing the performance 
with and without ENDOANGEL‑MM’s assistance

A diagnostic study was conducted. Another 3 weeks after 
the second round of man–machine comparison, the diag-
nostic results of the ENDOANGEL-MM. Another 3 weeks 
after the second round of man-machine comparison, the best 
model among Model 1-5 will be selected as ENDOANEL-
MM, and will be used for assistance in the following 
dignostic study. The endoscopists were allowed to read WL 
videos, WM videos, and the judgment of ENDOANGEL-
MM, finally making a comprehensive diagnosis. Then the 
diagnostic performance of endoscopists in the second round 
(without ENDOANGEL-MM assistance) and third round 
(with ENDOANGEL-MM assistance) was compared.

Subgroup analysis

As advanced gastric cancer is easier to detect because of its 
typical characteristics, we conducted a sub-analysis stratified 
by excluding advanced gastric cancer in dataset 2, 3, and 4.

Outcomes

The objectives of this study were to evaluate the capabili-
ties of ENDOANGEL-MM to diagnose gastric neoplastic 
lesions, the assistance of AI in improving the diagnostic 
performance of endoscopists, and the performance of multi-
modal model and single-modal model.

To evaluate the capabilities of ENDOANGEL-MM and 
endoscopists, the accuracy, sensitivity, and specificity for 
diagnosing gastric neoplasms were calculated as follows: 
Accuracy = true predictions/total number of cases, sensi-
tivity = true positive/positive, specificity = true negative/
negative.

Ethics

This study was approved by the Ethics Committee of 
RHWU. Informed consent was exempted by the institutional 
review board for the retrospective data.

Statistical analysis

As for the prospective video test, the accuracy of ENDOAN-
GEL-MM was estimated at 90%. The sample size was calcu-
lated as 62 with an alpha of 0.05 and a power of 0.80 using 
the Tests for One Proportion procedure. (PASS 2021).

To evaluate the capabilities of ENDOANGEL-MM and 
the endoscopists, accuracy, sensitivity, and specificity for 
diagnosing gastric neoplasms were calculated for all the 
tests mentioned. The McNemar test was used to compare 
the accuracy, sensitivity, and specificity of Models. The 

Mann–Whitney U test was used to compare the accuracy of 
endoscopists and Models. P < 0.05 was considered statisti-
cally significant.

Role of the funding source

The funder had no role in study design, data collection, data 
analysis, data interpretation, or writing of the report. The 
corresponding author had full access to all the data in the 
study and had final responsibility for the decision to submit 
for publication.

Results

Image test by images and image‑pairs

The diagnosis of Models 1 & 2 are based on images, while 
Models 3, 4 & 5 are on image pairs.

In dataset 2, the overall accuracy of Model 1, which 
performs diagnosis under WL, was 68.82% [95% CI 
63.16–73.97%], with a sensitivity of 72.80% [95% 
CI 64.00–80.13%] and specificity of 66.06% [95% CI 
58.54–72.85%]. The diagnosis of Model 2 is based on 
WM data, and its accuracy is significantly higher than that 
of Model 1 (78.44% [95% CI 74.51–81.91%] vs 68.81%, 
P < 0.001), but the advantage is mainly in specificity 
(90.78% [95% CI 86.83–93.63%] vs 66.06%, P < 0.001) 
rather than sensitivity (60.20% [95% CI 53.13–66.88%] vs 
72.80%).

When integrated Model 1 and Model 2 at the task level, 
Model 3 mildly improved in diagnostic accuracy 79.03% 
[95% CI 76.79–81.11%], with a sensitivity of 83.24% 
[95% CI 80.26–85.85%] and specificity of 74.78% [95% CI 
71.38–77.90%]. While the Model 4 achieved the best per-
formance, slightly better than Model 3 in accuracy (82.11% 
[95% CI 79.99–84.05%] vs 79.03%), sensitivity (85.67% 
[95% CI 82.90–88.05%] vs 83.24%), and specificity (78.22% 
[95% CI 74.89–81.22%] vs 74.78%). The overall accuracy, 
sensitivity and specificity of Model 5 are 79.33% [95% CI 
77.10–81.40%], 76.97% [95% CI 73.67–79.97%] and 81.71% 
[95% CI 78.62–84.44%].

Image test by lesions

As for lesions level, the results are consistent with those at 
the images and image-pairs. Models1 & 2 determine that a 
lesion is neoplastic when at least one image of the lesion is 
neoplastic. Similarly, Model 3 judges a lesion as neoplas-
tic when at least one WM image and one WL image are 
simultaneously determined to be neoplastic. Models 4 & 5 
identify neoplastic lesions by integrating the results of all 
image pairs.
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The accuracy, sensitivity and specificity of Model 1 
are 58.65% [95% CI 49.04–67.64%], 82.76% [95% CI 
65.45–92.40%] and 49.33% [95% CI 38.33–60.40%], while 
those of Model 2 are better than Model 1 (78.85% [95% 
CI 70.05–85.60%], 86.21% [95% CI 69.44–94.50%] and  
76.00% [95% CI 65.22–84.25%]) (P = 0.0053). The accu-
racy and specificity of Model 3 were slightly higher than 
that of Model 2 (82.69% [95% CI 74.29–88.76%] vs 78.85% 
[95% CI 70.05–85.60%]; 82.67% [95% CI 72.57–89.58%] 
vs 76.00% [95% CI 65.22–84.25%]), but the sensitivity is 
slightly lower (82.76% [95% CI 65.45–92.40%] vs 86.21% 
[95% CI 69.44–94.50%]). Model 5 outperformed Model 3 
in accuracy (84.62% [95% CI 76.47–90.31%] vs 82.69% 
[95% CI 74.29–88.76%]) and specificity (85.33% [95% 
CI 75.61–91.61%] vs 82.67% [95% CI 72.57–89.58%]), 
while achieved the same sensitivity (82.76% [95% CI 
65.45–92.40%]). Model 4 remains best performance with the 
accuracy of 86.54% [95% CI 78.67–91.81%], sensitivity of 
89.66% [95% CI 73.62–96.42%], and specificity of 85.33% 
[95% CI 75.61–91.61%].

Given the above, the diagnostic ability at the lesion level 
is similar to those at the images & image-pairs level. Either 
at the images & image-pairs level or lesions level, integra-
tion at the feature layer (Model 4) achieved the best perfor-
mance among models (Table 1).

Retrospective video test

For single-modal data, Model 2 performed significantly bet-
ter than Model 1 in accuracy and specificity (85.00% [95% 
CI 76.72–90.69%] vs 45.00% [95% CI 35.61–54.76%], 
P < 0.001; 85.71% [95% CI 76.20–91.83%] vs 32.47% 
[95% CI 23.06–43.54%], P < 0.001), with a slightly lower 
sensitivity (82.61% [95% CI 62.86–93.02%] vs 86.96% 
[95% CI 67.88–95.46%]). For multi-modal data, Model 
4 exceeds Model 3 and Model 5 in accuracy (90.00 vs 
79.00%, 83.00%), sensitivity (95.65 vs 91.30%, 91.30%) and 

specificity (88.31 vs 75.32%, 80.52%), and exceeds the per-
formance of single-modal models (vs Model 1: P < 0.001, vs 
Model 2: P = 0.180). These suggest that multi-modal mod-
els could achieve better diagnostic performance than single-
modal models in both image and retrospective video tests.

Additionally, Model 1, Model 3, and Model 5 reached 
higher sensitivity in the retrospective video test than in the 
image test with the expense of some specificity reduction, 
while Model 4 improves both sensitivity and specificity at 
the same time. Integration at the feature level seems to pro-
vide greater robustness of the model.

Prospective video test

Performance of Models in prospective video test is similar to 
those in retrospective video test. Model 1 reached a satisfac-
tory sensitivity of 93.75% [95% CI 71.67–98.89%], but the 
specificity and accuracy were unsatisfactory (23.91% [95% 
CI 13.91–37.93%], 41.94% [95% CI 30.48–54.34%]). The 
sensitivity, specificity and accuracy of Model 2 were 93.75% 
[95% CI 71.67–98.89%], 63.04% [95% CI 48.60–75.47%] 
and 70.97% [95% CI 58.71–80.78%]. For multi-modal data, 
Model 4 achieved the best performance as before, with a 
sensitivity of 93.75% [95% CI 71.67–98.89%], specificity 
of 93.48% [95% CI 82.50–97.76%] and accuracy of 93.55% 
[95% CI 84.55–97.46%], while those of Model 3 and Model 
5 were 93.75% [95% CI 71.67–98.89%], 71.74% [95% CI 
57.45–82.68%], 77.42% [95% CI 65.60–86.05%] and 93.75% 
[95% CI 71.67–98.89%], 91.30% [95% CI 76.96–95.27%], 
91.94% [95% CI 82.48–96.51%] (Table 2).

Man–machine comparison

We conducted a man–machine contest among Model 2, 
Model 3, Model 4, Model 5, and 6 endoscopists on video 
test set. For WM single-modal data, the sensitivity and 
specificity of Model 2 in the video test set were 82.61% 

Table 1   Performance comparison among Models on image testset (Dataset 2)

Model 1: White light (WL) images & lesions, Model 2: Weak magnification (WM) images & lesions, Model 3: task-level integration of WL and 
WM image-pairs & lesions, Model 4: feature-level integration of WL and WM image-pairs & lesions, Model 5: input-level integration of WL 
and WM image-pairs & lesions

Model 1 Model 2 Model 3 Model 4 Model 5

Images Image-Pairs
Sensitivity (95% CI), % 72.80 (64.00–80.13) 60.20 (53.13–66.88) 83.24 (80.26–85.85) 85.67 (82.90–88.05) 76.97 (73.67–79.97)
Specificity (95% CI), % 66.06 (58.54–72.85) 90.78 (86.83–93.63) 74.78 (71.38–77.90) 78.22 (74.89–81.22) 81.71 (78.62–84.44)
Accuracy (95% CI), % 68.82 (63.16–73.97) 78.44 (74.51–81.91) 79.03 (76.79–81.11) 82.11 (79.99–84.05) 79.33 (77.10–81.40)

Lesions
 Sensitivity (95% CI), % 82.76 (65.45–92.40) 86.21 (69.44–94.50) 82.76 (65.45–92.40) 89.66 (73.62–96.42) 82.76 (65.45–92.40)
 Specificity (95% CI), % 49.33 (38.33–60.40) 76.00 (65.22–84.25) 82.67 (72.57–89.58) 85.33 (75.61–91.61) 85.33 (75.61–91.61)
 Accuracy (95% CI), % 58.65 (49.04–67.64) 78.85 (70.05–85.60) 82.69 (74.29–88.76) 86.54 (78.67–91.81) 84.62 (76.47–90.31)
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[95% CI 62.86–93.02%], 85.71% [95% CI 76.20–91.83%], 
better than the average of six endoscopists (66.67% [95% CI 
58.45–73.99%], P = 0.107; 73.17% [95% CI 68.94–77.00%], 
P = 0.007).

For multi-modal data, Model 3 performed better than 
the average of endoscopists in accuracy (79.00% [95% CI 
70.02–85.83%] vs 76.17% [95% CI 72.60–79.41%]) and 
sensitivity (91.30% [95% CI 73.20–97.58%] vs 75.36% 
[95% CI 67.55–81.80%]), with a slightly lower speci-
ficity (75.32% [95% CI 64.64–83.59%] vs 76.41% [95% 
CI 72.33–80.05%]). Model 4 outperformed the average 
of endoscopist significantly in accuracy, sensitivity and 
specificity (90.00% [95% CI 82.56–94.48%] vs 76.17% 
[95% CI 72.60–79.41%], P = 0.002; 95.65% [95% CI 

79.01–99.23%] vs 75.36% [95% CI 67.55–81.80%], P 
= 0.002; 88.31% [95% CI 79.25–93.73%] vs 76.41% 
[95% CI 72.33–80.05%], P = 0.040), exceeding the 
performance of expert endoscopists (87.00% [95% CI 
81.63–90.97%], 80.44% [95% CI 66.82–89.35%], 88.97% 
[95% CI 83.03–92.99%]). Model 5 made fusion at the 
input layer and achieved the sensitivity and specificity 
of 91.30% [95% CI 73.20–97.58%] and 80.52% [95% CI 
70.32–87.82%].

Either endoscopists or machine performs better when 
multi-modal data were available. AI achieves better results 
than endoscopists in both single-modal and multi-modal 
modes (Table 3).

Table 2   Performance comparison among Models on retrospective and prospective video testset (Dataset 3 and Dataset 4)

Model 1: White light (WL) images & lesions, Model 2: Weak magnification (WM) images & lesions, Model 3: task-level integration of WL and 
WM image-pairs & lesions, Model 4: feature-level integration of WL and WM image-pairs & lesions, Model 5: input-level integration of WL 
and WM image-pairs & lesions

Model 1 Model 2 Model 3 Model 4 Model 5

Dataset 3 (retrospective)
 Sensitivity (95% CI), % 86.96 (67.88–95.46) 82.61 (62.86–93.02) 91.30 (73.20–97.58) 95.65 (79.01–99.23) 91.30 (73.20–97.58)
 Specificity (95% CI), % 32.47 (23.06–43.54) 85.71 (76.20–91.83) 75.32 (64.64–83.59) 88.31 (79.25–93.73) 80.52 (70.32–87.82)
 Accuracy (95% CI), % 45.00 (35.61–54.76) 85.00 (76.72–90.69) 79.00 (70.02–85.83) 90.00 (82.56–94.48) 83.00 (74.45–89.11)

Dataset 4 (prospective)
 Sensitivity (95% CI), % 93.75 (71.67–98.89) 93.75 (71.67–98.89) 93.75 (71.67–98.89) 93.75 (71.67–98.89) 93.75 (71.67–98.89)
 Specificity (95% CI), % 23.91 (13.91–37.93) 63.04 (48.60–75.47) 71.74 (57.45–82.68) 93.48 (82.50–97.76) 91.30 (76.96–95.27)
 Accuracy (95% CI), % 41.94 (30.48–54.34) 70.97 (58.71–80.78) 77.42 (65.60–86.05) 93.55 (84.55–97.46) 91.94 (82.48–96.51)

Table 3   Diagnostic ability of models compared with endoscopists’ performance with and without AI’s assistance

WM weak magnification, WL white light
*Compared with Model 2, ^compared with Model 4, #compared with endoscopists’ performance without AI’s assistance
*/^/# Significant at 5% level. **/^^/## Significant at 1% level. ***/^^^/### Significant at 0.1% level

WM single-modal data WM &WL multi-modal data Endoscopists’ performance
with AI's assistence

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

Model 2 85.00 82.61 85.71 – – – – – –
Model 4 – – – 90.00 95.65 88.31 – – –
Expert
 Expert 1 84.00 86.96 83.17 89.00 73.91 93.51 91.00 86.95 92.20
 Expert 2 81.00 69.57 84.41 85.00 86.96 84.42 87.00 95.65 84.42
 Average of expert 82.50 78.27 83.79 87.00 80.44 88.97 89.00 91.30 88.31

Non-expert
 Senior 1 79.00 56.52 85.71 81.00 69.57 84.42 88.00 69.57 93.51
 Senior 2 65.00 82.61 59.74 75.00 78.26 74.03 86.00 95.65 83.17
 Junior 1 62.00 52.17 64.94 69.00 60.86 71.42 86.00 82.61 87.01

Junior 2 59.00 52.17 61.03 58.00 82.60 50.64 83.00 91.30 80.52
 Average of non-expert 66.25* 60.80* 67.86* 70.75^ 72.82^ 70.13^ 85.75# 84.78 86.05

Average of total 71.67** 66.67 73.17** 76.17^^ 75.36^^ 76.41^ 86.83 86.96 86.81
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The performance of endoscopists 
with and without ENDOANGEL‑MM’s assistance

Since Model 4 has better results than Model 3 and Model 
5 in both image tests and video tests, the results of Model 
4 are provided to endoscopists for assistance diagnosis. 
With the assistance of the ENDOANGEL-MM (Model 
4), the endoscopists' accuracy improved (86.83% [95% 
CI 78.82–91.22%] vs 76.17% [95% CI 61.64–79.13%], 
P = 0.054). Junior endoscopists perform comparable to 
experts with the support of the ENDOANGEL-MM (84.50% 
[95% CI 76.15–90.30%] vs 89.00% [95% CI 81.37–93.75%], 
P = 0.121). With the aid of the ENDOANGEL-MM, the time 
taken by endoscopists to make a diagnosis can be effectively 
reduced (30.67 vs 65.17 min, P < 0.05) (Table 3).

Subgroup analysis

When data of the advanced gastric cancer were excluded, 
Model 4 remains the best on image test, retrospetive and 
prospective video test. In the man–machine compari-
son, Model 2 outperformed endoscopists on WM single-
modal data (84.04% [95% CI 75.32–90.08%] vs 69.86% 
[95% CI 65.95–73.50%], P = 0.002) and Model 4 outper-
formed endoscopists on multi-modal data (89.36% [95% 
CI 81.51–94.12%] vs 74.64% [95% CI 70.90–78.07%], 
P = 0.002) significantly. With the assistance of the 
ENDOANGEL-MM (Model 4), the endoscopists' accuracy 
improved (86.83% [95% CI 82.88–88.61%] vs 74.64% [95% 
CI 70.90–78.07%], P = 0.054). Junior endoscopists perform 
comparable to experts with the support of the ENDOAN-
GEL-MM (83.51% [95% CI 77.55–88.13%] vs 88.30% [95% 
CI 82.92–92.15%], P = 0.121). (Tables S2, S3, S4).

Discussion

Early diagnosis of gastric neoplasms under endoscope is 
crucial but remains challenging. In this study, an artificial 
intelligence model was developed for identifying gastric 
neoplasms under WL and WM dual-modal modes and was 
validated in image test set, retrospective video test, prospec-
tive patients, man–machine comparison, and assisted diag-
nosing test. The system achieved well diagnostic efficacy 
and performed similar to experts (P = 0.102).

WL and ME have long been used for the diagnosis of 
gastric neoplasms (high-risk gastric lesions), and the advent 
of the ‘near-focus (NF)’ mode of Olympus provides a good 
opportunity for weak magnification mode to become a 
stand-alone diagnostic module. Under the NF mode, the 
endoscopists are able to observe capillaries and tissue struc-
tures, and can obtain high-quality images. The NF mode 
introduces visibility in the routine inspection, therefore it is 

widely applied in mucosal lesions diagnosing [13]. Not only 
NF mode, but also the blue laser imaging (BLI) mode of Fuji  
contains a certain magnification interval. To increase the 
applicability, we incorporated the image data of magnifying 
narrow band imaging (M-NBI) and magnifying blue laser 
imaging (M-BLI) with the same magnification range as NF 
mode to construct the weak magnification dataset.

Previous studies have been paying much attention to 
the diagnosis of early gastric cancer and gastric neoplasms 
using artificial intelligence. Yoon et al. developed a system 
to optimize early gastric cancer detection and depth predic-
tion, which achieved a sensitivity of 91.0% and a specific-
ity of 97.60% [19]. Ueyama et al. constructed a system to 
diagnose early gastric cancer under magnifying endoscopy 
and achieved an accuracy of 98.7% [20]. However, previ-
ous studies have mainly used WL or ME single-mode data, 
and the use of WM mode has not been explored. Diagnoses 
based on single-modal data may result in the omission of 
focal features. The guidelines also recommended the use of 
multi-modal light source combined with high definition WL 
endoscopy to diagnose gastric neoplasms [18]. One recent 
research confirmed that AI combining WL and IEE together 
achieved better performance in diagnosing invasion depth of 
colorectal cancer, compared with WL and IEE solely [21]. 
There were few studies reporting multi-modal-based AI 
systems, and the diagnostic ability of different multi-modal 
models has not been explored yet either. In this study, we 
first developed various models based on single-modal or 
multi-modal data,  validated the diagnosing ability of the 
Models at different levels, and compared the performance 
of different multi-modal models.

When considering whether the diagnostic results of AI 
could replace biopsy, we hold the view that AI would not 
replace biopsy but could assist in it and potentially reduce 
unnecessary biopsy. A guideline revealed that endoscopic 
characterization with IEE avoids unnecessary biopsies for 
upper GI superficial lesions [22]. In this study, the AI sys-
tems outperformed human in diagnosing early gastric can-
cer, which indicated that the unnecessary biopsies could be 
potentially reduced with the assistance of AI.

The other strength of our system is the  ability to process 
videos and give predictions in real time, which was essen-
tial for an AI system. Endoscopic examination is dynamic 
and real-time in clinical practice. Receiving feedback 
from AI during real-time operation could improve inter-
action between endoscopists and machine. High-quality 
human–machine interaction may prevent endoscopists’ indi-
vidual pitfalls and improve patients outcome [23]. In assisted 
diagnosing test, the performance of junior endoscopists was 
inferior to that of experts without AI assistance (82.50 vs 
60.50%), while comparable to that of experts with AI assis-
tance (84.50 vs 89.00%). Notably, the performance of jun-
ior endoscopists and experts improved with AI assistance. 
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These findings implied that ENDOANGEL-MM could help 
effectively in the detection of gastric neoplasms.

When assisted with an AI system, the endoscopists’ deci-
sion on their final diagnosis may be influenced by multi-
ple factors. Relevant study revealed that age (P = 0.013), 
professional title (P = 0.001), and the duration of using AI 
(P = 0.000) influence endoscopists' acceptance of AI signifi-
catly, and may affect the decision of endoscopists [24]. In 
this study, before the assisted diagnosing test, we informed 
endoscopists that they could make diagnosis based on their 
own experience and the results of AI. The results of assisted 
diagnosing test showed that even if the final performances 
of juniors and experts are comparable, all of the wrong 
diagnoses made by the juniors were also made by the AI 
(20/20), while some of the wrong diagnoses of experts were 
made by themselves (12/20). This implies that, when faced 
with contradictions in diagnostic judgment with AI, junior 
endoscopists appear to be more receptive to AI's results, 
while experts are more likely to trust on their own, which 
is consistant with previous study. Study proved that AI can 
assist endoscopists detect more positive lesions meanwhile 
preventing unnecessary biopsies [25]. Therefore, for AI sys-
tems that have already proven good effect in clinical trials, 
the endoscopists may take the AI recommendations into con-
sideration. Sometimes AI may make mistakes due to noises. 
However, obvious false positive and false negative predic-
tions of AI can be easily identified and be compensated for 
by an autonomous diagnosis by the endoscopist.

Generally, the advanced gastric cancer is easier to 
detect because of its typical characteristics, and it is worth 
dicussing whether advanced cancers should be included in 
the develepment of AI systems. We hold the view that if 
advanced gastric cancer was excluded, the AI model may 
not judge advanced gastric cancer as high-risk in clinical 
practice, which may limit the applicability of AI system and 
reduce human trust. A study also stated that when only cases 
of high-grade dysplasia or early cancer are included, the 
system may miss an advanced cancer [23]. Therefore, in con-
sideration to avoid spectrum bias, we included the advanced 
cancer in our study. Notably, we made sub-analysis of the 
testing process by excluding the advanced gastric cancer 
from the test sets to fully evaluate the models’ performance 
and superiority on early gastric neoplasms. The results 
showed that AI was superior to human in diagnosing gastric 
neoplasms regardless of whether advanced gastric cancer 
was included, and the model with multi-modal fusion on fea-
ture level was still the best model among AI models, which 
were consistent with the conclusions of the main analysis.

There are several limitations to our approach. First, only 
single-center data from the Renmin Hospital of Wuhan Uni-
versity were used in this study, which may increase the risk 
of bias, so we will enhance and test the system using multi-
center data in the future. Second, although the performance 

of the ENDOANGEL-MM was fully tested in images, vid-
eos and prospective patients, clinical trials evaluating its 
clinical effect should be further conducted.

In conclusion, this study is the first to investigate the 
ability of a multi-modal AI system to diagnose gastric neo-
plasms in WL combined with WM mode. The ENDOAN-
GEL-MM could effectively assist endoscopists in detecting 
gastric neoplasms and provide new ideas for the construction 
of subsequent artificial intelligence systems.
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