
Knowledge and Information Systems
https://doi.org/10.1007/s10115-024-02113-7

REGULAR PAPER

Semantic features analysis for biomedical lexical answer type
prediction using ensemble learning approach

Fiza Gulzar Hussain1 ·Muhammad Wasim1 · Sehrish Munawar Cheema2 ·
Ivan Miguel Pires3

Received: 6 April 2023 / Revised: 29 January 2024 / Accepted: 27 March 2024
© The Author(s) 2024

Abstract
Lexical answer type prediction is integral to biomedical question–answering systems. LAT
prediction aims to predict the expected answer’s semantic type of a factoid or list-type biomed-
ical question. It also aids in the answer processing stage of a QA system to assign a high
score to the most relevant answers. Although considerable research efforts exist for LAT
prediction in diverse domains, it remains a challenging biomedical problem. LAT prediction
for the biomedical field is a multi-label classification problem, as one biomedical question
might have more than one expected answer type. Achieving high performance on this task
is challenging as biomedical questions have limited lexical features. One biomedical ques-
tion must be assigned multiple labels given these limited lexical features. In this paper, we
develop a novel feature set (lexical, noun concepts, verb concepts, protein–protein interac-
tions, and biomedical entities) from these lexical features. Using ensemble learning with
bagging, we use the label power set transformation technique to classify multi-label. We
evaluate the integrity of our proposed methodology on the publicly available multi-label
biomedical questions dataset (MLBioMedLAT) and compare it with twelve state-of-the-art
multi-label classification algorithms. Our proposed method attains a micro-F1 score of 77%,
outperforming the baseline model by 25.5%.
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1 Introduction

Biomedical knowledge acquisition is an essential task in information retrieval and knowl-
edgemanagement. Professionals and the general public acquire effective assistance to access,
understand, and consume complex biomedical concepts [1]. The traditional biomedical
question–answering system comprises three components: a question-processing component,
a document-processing component, and an answering-processing module, as depicted in Fig.
1. Tremendous developments have been made in biomedical question answering (BQA) in
the last two decades, which can be classified into five distinctive approaches: knowledge
base, information retrieval, classic, machine reading comprehension, and question entail-
ment [2, 3]. However, despite tremendous growth, BQA still needs to mature and faces many
challenges, such as corpora scaling, annotation, lexical answer type prediction, and complex
terminology [2, 3].

Lexical answer type (LAT) prediction is a task that aims to predict the type of answer that
is best suited for a given question. This helps the question–answering system determine the
most appropriate answer based on the LAT. In the open domain, the lexical answer type can
be classified as fine-grained or coarse-grained [4], and only one is used for each question. For
instance, “When was Barack Obama born?" has only one LAT, which is date. On the other
hand, in the biomedical domain, theLATprediction is amulti-label text classification (MLTC)
problem, wherein a single biomedical question can have multiple lexical answer types [5, 6].
For example, the lexical answer type for the biomedical question “Which trinucleotide repeat
disorders are affecting the nervous system?" can be disease or syndrome. The development of
an effective biomedical question–answering system requires efficient approaches for MLTC
to predict multiple lexical answer types for a biomedical question.

MLTC is a supervised machine learning technique in which one document belongs to one
or more classes. The previous studies are based on three techniques: problem transformation,
adapted algorithms, and ensemble approach [7], as depicted in Fig. 2. Problem transformation
approaches include binary relevance, classifier chain, and label power set. The adapted system
directly solves the MLTC problems. In this case, multi-label algorithms are used on the
data, and no data transformation is required. Finally, ensemble approaches contain a set of
multi-label classifiers, such as a classifier chain, to handle multi-label data [8]. Although
MLTC has been widely applied in many applications, such as sentiment analysis [9–12],
topic recognition [13, 14], text categorization [15–18], image classification [19–23], and tag
recommendation [7, 8, 24, 25], the work on MLTC for lexical answer type prediction in the
biomedical domain remains limited with a low performance affecting the performance of
overall question answering system [6, 26].

In this study, we propose a new feature set, inspired by previous research work [6, 26–28],
to enhance the performance of biomedical lexical answer type prediction in multi-label text
classification (MLTC). These features are used in our proposed method, which is based on a
label power setwith ensemble learning formulti-label classification. In addition, the proposed
methodology is rigorously evaluated with other methods for multi-label text classification
using a benchmark dataset (MLBioMedLAT [6]). Our study’s primary contributions are
summarized as follows:
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Fig. 1 The general architecture of the traditional biomedical question–answering system

Fig. 2 Broad categories of multi-label classification approaches (problem transformation, adapted algorithms,
ensemble approaches)

1. The study introduces discriminative features extracted from the biomedical questions to
enhance the MLTC performance.

2. The study proposes a data transformation approach—label power set—with an ensem-
ble learning classifier (Random Forest) for biomedical question’s lexical answer type
prediction.

3. The proposedmethodology is rigorously analyzed, and a comparisonwith twelve state-of-
the-art models on the benchmark dataset reveals the efficacy of the proposedmethodology.

2 Related work

This section presents the work on multi-label text classification (MLTC) in the open and
biomedical domains. In the open domain, many previous studies have used multi-label clas-
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sification techniques on different genres of data, such asmovies, legal documents, andmedical
records [18, 29–36]. The multi-label classification for biomedical questions is a particularly
challenging research area because of nature of data [13, 26, 35, 37]. We first briefly present
the work in the open domain, followed by the multi-label biomedical question classification
work.

2.1 Open-domainMLTC

MLTC techniques have been applied in different domains, includingmovie genre, law, books,
and toxic comments classification [18, 29–36]. For example, Kumar et al. [29] proposed
a multi-label classification framework for movie genre classification. They implemented
differentmulti-label classification techniques, including binary relevance and label power set,
achieving an 86% F1 score. Similarly, Huang et al. [30] proposed a multi-label classification
of users on social media (Twitter) using the KNN algorithm. They proposed an algorithm
for multi-label user classification with heterogeneous network and community detection
(MLUCHNCD). As a result, MLTC techniques were effective for classification problems,
scoring 59% F1 score on the Twitter dataset.

The nature of diverse datasets was also evaluated, and MLTC methods were introduced
according to the adaptability of these datasets. A popular method, multi-relation message
passing (MrMP), was proposed by Ozmenn et al. [34] for four datasets (Bibtex, Bookmarks,
Delicious, and Reuters). This model combined two previously developed models, LaMP and
CompGCN,usingpulling andpushing relations. Thedata imbalance problemwas also studied
by Yang [37] using web pages and newswire articles. They proposed a new model named
Hybrid-Siamese convolutional neural network (HSCNN) to address this issue. The proposed
model HSCNNoutperformed the state-of-the-art systems 77%micro-F1 on entire categories.
Another study on the newswire dataset was conducted by Ma [18], who proposed a new
architecture named Label Specific Dual Graph Network (LSDG). This model comprised two
components: specific document representation and neural network (dual graph) and achieved
97.12% precision on the RCV1 dataset.

Multi-label classification has also been studied for legal documents. Chakidis [38] con-
ducted a study on multi-label classification for the legal domain. The authors released a new
dataset consisting of 57k legislative documents. Another research on multi-label classifica-
tion for books was conducted by Aly [39], proposing a capsule network. Three algorithms,
SVM, CNN, and LSTM, were applied to the BGC dataset. Lastly, Pal et al. [40] worked
on multi-label text classification for toxic comment dataset. They proposed a new model,
MAGNET, based on attendance. This model comprised graph attention network (GAN),
correlation matrix, Bi-LSTM, and BERT embedding. The open-domain multilabel text clas-
sification literature review indicates that deep learning models such as CNNs, LSTMs, and
transformers have shown promising results. In the next section, we briefly cover MLTC for
the biomedical domain.

2.2 Biomedical MLTC

In this section, we will primarily focus on text classification in the biomedical domain.
Biomedical text can take many forms, including scientific articles, clinical notes, and ques-
tions posed by both laypersons and biomedical experts on online forums. Research onMLTC
was conducted using benchmark datasets related to COVID-19. Two different approaches
were proposed by researchers. Lin et al. [31] utilized a BERT-based ensemble learning model
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for the COVID benchmark dataset. Themodel comprised the input layer, multi-head attention
layer, and output layer. On the other hand, Chen et al. [33] focused on amulti-label framework
for biomedical documents related to COVID-19, specifically using the LitCOVID database
on PubMed. They utilized the transformer model named LITMC-BERT and observed the
significance of pre-trained deep architectures in achieving better results. Machine learning
techniques have been applied to various areas such as clinical notes, biomedical text index-
ing, and international coding classification (ICD). In a recent study, four machine learning
models, including SVM, XGboost, KNN, Random Forest, and a deep learning model called
Bi-LSTM, were used to apply multi-label techniques on clinical notes [36]. Another study
proposed an end-to-end model namedML-Net [41], which consisted of three modules: docu-
ment encoding network, label prediction network, and label count prediction network. These
models have been applied in biomedical text indexing using MLTC models named CSS and
Labelglosses [42]. Multi-label learning has also been used for international coding classifi-
cation (ICD) using the MIMIC-III dataset [32]. The proposed model achieved a 72.8% F1
score on the MIMIC-III dataset by using 50 candidate clinical notes with prompt-based fine-
tuning. The multi-label classification of questions posed by a layman or biomedical experts
is essential for effective biomedical question–answering systems [6, 26, 35]. In this regard,
one recent study developed a CADEC dataset for multi-label classification of medical forum
questions [35] showing their proposed MedBERT superior performance with a macro-F1
score of 0.71. Furthermore, a multi-label biomedical question classification corpus named
MLBioMedLATwasdevelopedbasedon abenchmarkquestion–answeringdataset (BioASQ)
[6]. In this study, the researchers extracted eight features using the wrapper-based feature
selection method. They transformed the multi-label data using copy transformation and label
power set transformation and classified the questions using logistic regression, outperform-
ing with a 50% F1 score. Another research on the same benchmark dataset was conducted
by Peng et al. [26]. The authors used principal component analysis (PCA) to decrease the
dimensionality of features. They achieved a 51.5% F1. However, both these studies have
a lower F1 score on the benchmark dataset. A comparison of previous studies in the open
and biomedical domain is shown in Table 1. Although there are considerable studies in the
medical domain, the work in the biomedical domain for multi-label question classification
is limited. Furthermore, there is only one dataset (MLBioMedLAT) which the researchers
have used previously to evaluate the performance of their models. The next section presents
our proposed multi-label biomedical question classification methodology.

3 Proposedmethodology

In this section, we provide details about the proposed methodology. Firstly, a brief introduc-
tion to the MLBioMedLAT benchmark dataset is presented. Secondly, we provide details on
the preprocessing and feature extraction process. Five features (lexical, noun concepts, verb
concepts, biomedical named entity, and protein–protein interaction) were extracted from the
questions. The data transformation with the label power set and an ensemble learning-based
multi-label classification is presented next. Lastly, we present the proposed methodology
evaluation process. The complete process is depicted in Fig. 3.
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Fig. 3 Proposed methodology for feature extraction and multi-label classification of biomedical questions

3.1 MLBioMedLAT: the benchmark dataset

In this study, we use the multi-label Biomedical Lexical Answer Type (MLBioMedLAT)
corpus [6]. The corpus contains 780 questions from the fifth year of the BioASQ training
dataset [45]. The dataset was annotated with 85 lexical answer types. These types include
UMLS semantic types, tmtool, and two additional answer types (choice and quantity) in the
BioASQ dataset. The lexical answer type with the most annotated questions (213) from
UMLS semantic types is aapp: AminoAcid, Peptide, or Protein. On the other hand, only
one question was annotated with the lexical answer type of Protein Mutation. The complete
dataset statistics, annotation process, and guidelines are available in the previous study [6].

3.2 Preprocessing and feature extraction

The first step in our methodology is preprocessing the biomedical questions. We remove stop
words andpunctuationmarks frombiomedical questions using the neattext1 library. Secondly,
we analyzed the work on previous studies for MLTC on biomedical question classification
[6, 26–28] and selected the best-performing features for our proposed methodology. These
features include lexical, protein–protein interaction, noun concepts, biomedical entities, and
verb concepts. The details of each feature are presented in subsequent sections.

3.2.1 Lexical features

Lexical features are the unigrams from the biomedical questions. These features are extracted
after removing the stopwords and punctuationmarks [6, 26]. For example, the lexical features
for the question List signaling molecules (ligands) that interact with the receptor EGF are
List, signaling, molecules, ligands, interact, receptor, and EGF.

3.2.2 Protein–protein interaction

The protein–protein Interaction feature is used to find a binary value of either 0 or 1 in
biomedical questions [27, 28]. If the question contains protein information, its value is one;
otherwise, it is 0. This feature is extracted using GeniaTagger.2 For example, the question
Which histone modifications are associated with Polycomb group (PcG) protein? contains

1 https://pypi.org/project/neattext.
2 http://www.nactem.ac.uk/GENIA/tagger/.
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protein information, so its value will be one. This feature has a significant impact on biomed-
ical text classification.

3.2.3 Noun concepts

There is a strong correlation between noun phrases and biomedical text classification [6,
27]. Therefore, we use noun phrases of biomedical questions to extract the UMLS specialist
lexicon. First, we take the noun phrases from biomedical questions using biomedical Geni-
aTagger. Then, these phrases are passed toMetaMapAPI3 to get noun concepts. For example,
the noun concepts of the question: List protein gel staining methods visualizing the entire
protein. The noun concepts from the Metamap API are [inpr], [sbst], [chem], [aapp,rcpt],
and [aapp, rcpt]. So, five noun concepts are extracted from this question.

3.2.4 Biomedical entities

Biomedical questions have biomedical entities such as genes, chemicals, viruses, and proteins
[6, 27].We use the biomedical ScispacyLibrary to extract entities fromquestions. This library
extracts entities of type, such as protein, gene, or simple chemical. For example, biomedical
entities pulled from the question:Which thyroid hormone transporter is implicated in thyroid
hormone resistance syndrome? The biomedical entities from Scispacy4 are: thyroid hormone
transporter and thyroid hormone resistance syndrome.

3.2.5 Verb concepts

Verb phrases contribute significantly to the classification of text [6, 27]. We extracted verb
phrases from biomedical questions. Again, we used MetaMap API to get verb phrase con-
cepts. For example, the verb concept of the questionWhichmiRNAs could be used as potential
biomarkers for epithelial ovarian cancer?The verb concept from theMetamapAPI is [fndg].

3.3 Label power set data transformation

Label power set is a problem transformation technique for MLTC tasks. It converts MLTC
to multi-class problems. It transforms data with all unique label groups in the dataset. As a
result, it also captures the label dependency and correlation in the dataset. The transformation
procedure in the Label power set is described below. Table 2 shows a small subset of the
dataset to explain this transformation.

From Table 3, we can see that example 1,3 and example 2,4 have the same set of labels.
Label power set transforms the dataset into a single multi-class classification problem. Table
4 shows this transformation.

3.4 Ensemble learning

Ensemble learning is generally aMeta approach to machine learning that seeks better predic-
tive performance by aggregating the predictions from multiple models. Bagging, boosting,

3 https://github.com/lhncbc/skr_web_python_api.
4 https://allenai.github.io/scispacy/.
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Table 2 Sample multi-label dataset of biomedical questions

Examples Questions Labels

1 List signaling molecules (ligands) that interact with the receptor
EGF

umls:aapp

2 Which miRNAs could be used as potential biomarkers for
epithelial ovarian cancer?

umls:nusq, umls:gngm

3 Which fusion protein is involved in the development of Ewing
sarcoma?

umls:aapp

4 Which micro-RNAs have been associated with the pathogenesis
of Rheumatoid Arthritis?

umls:nusq, umls:gngm

Table 3 Sample dataset with all unique labels

Examples Question umls: aapp umls: nusq umls:gngm

1 List signaling molecules (ligands) that interact
with the receptor EGF?

1 0 0

2 Which miRNAs could be used as potential
biomarkers for epithelial ovarian cancer?

0 1 1

3 Which fusion protein is involved in the
development of Ewing sarcoma?

1 0 0

4 Which micro-RNAs have been associated with
the pathogenesis of Rheumatoid Arthritis?

0 1 1

Table 4 Sample biomedical
questions after label power set
transformation

Examples Questions Class

1 List signaling molecules (ligands) that
interact with the receptor EGF

1

2 Which miRNAs could be used as
potential biomarkers for epithelial
ovarian cancer?

2

3 Which fusion protein is involved in the
development of Ewing sarcoma?

1

4 Which micro-RNAs have been
associated with the pathogenesis of
Rheumatoid Arthritis?

2

and stacking are themost dominant in the ensemble learningfield.We investigated and applied
different multi-label classifiers to examine their effect on the predictive performance of the
proposed model. One of the ensemble learning methods for classification, regression, and the
tasks that acquire a multitude of decision trees for the training time of the dataset is random
forests or random decision forests. For multi-label text classification, we applied the random
forest model with bagging as the ensemble method and the decision tree as the individual
model. We selected the number of rows for random subsets from the training dataset. One
hundred decision trees were trained, and one random subset was used to train one decision
tree. Each tree predicts the instances in the test dataset independently. The final prediction is
made by combining the individual predictions by majority voting for each candidate in the
test set. The multi-label classification process is presented in Algorithm 1.
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Algorithm 1 Feature extraction and data transformation algorithm
Input: MLBioMedLATDataset (D)
Output: transformedDataset
Initialization of featureExtraction function
foreach question qi in D do

lexicalFeatures ← preprocess(qi )
nounConcepts ← getNounConcepts(qi )
verbConcept ← getVerbConcept(qi )
biomedicalEntities ← getBiomedicalEntities(qi )
p-pInteraction ← getP-Pinteraction(qi )
TFIDFFeatures ← TFIDFVectorizer(lexicalFeatures, nounConcepts ,verbConcepts, biomedicalEntities,
p-pInteraction )
countVectorizerFeatures ← countVectorizor(lexicalFeatures, nounConcepts ,verbConcepts, biomedi-
calEntities, p-pInteraction)
combinedFeatures ← stackFeatures(TFIDFFeatures, countVectorizerFeatures)

end
return combinedFeatures

initialization of dataTransformation function
uniqueLabels ← getUniqueLabelCombination(D)
transformedDataset ← getMultiClassData(uniqueLabels)
return transformedDataset

3.5 Performance evaluation

We used example-based evaluation measures for the MLTC task [?]. These measures include
Micro-F1 and hamming loss. Micro-F1 is used to measure the aggregated contribution of all
classes. The formula of micro-F1 is:

MicroF1 = 2 ∗ (Micro − Precision ∗ Micro − Recall)

(Micro − Precision + Micro − Recall)
(1)

Hamming loss is the average number of errors found in the instance-label pairs, aver-
aged over all the instances, and a lower hamming loss value represents better classification
performance. It can be defined as:

HammingLoss = 1

N

N∑

i=1

|yi� ŷi |
L

(2)

Where N is the total number of instances in the dataset, |yi� ŷi | is the size of the symmetric
difference between the true labels and predicted labels, and L is the number of unique labels
in the dataset.

4 Results and discussion

This section presents the experimental results of multi-label biomedical question classifica-
tion. We used Python’s multi-learn5 to experiment with different multi-label algorithms for
the MLTC task on the MLBioMedLAT corpus. First, we extracted lexical features, nouns,
verbs, biomedical entities, and protein–protein interactions from the biomedical questions.
Secondly, we used three transformation techniques: Label power set, Binary Relevance,
and Classifier chain. Furthermore, we implemented one adapted algorithm, MLKNN, and

5 http://scikit.ml/.
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Table 5 Experimental results of
biomedical multi-label
classification

Classification algorithms Micro-F1 Score

Binary relevance Random Forest 73.7

Binary relevance AdaBoost 74.7

Classifier chain Random Forest 74.6

Classifier chain AdaBoost 75.4

ClinicalBERT 57.9

RoBERTa 61.3

Label power set AdaBoost 66.7

RAKEL Random Forest 76.5

RAKEL AdaBoost 71.3

MLKNN 74.2

Multinomial Naïve Bayes 74.7

Logistic regression 76.4

Label power set Random Forest (Proposed) 77.0

Table 6 Performance results of proposed methodology of label power set with random forest classifier on
feature set

Features Micro-F1 score

Lexical 75.3

Lexical + Noun Concepts 76.8

Lexical+ Noun+ Verb 76.5

Lexical+ Noun+ Verb + Named entity 76.8

Lexical+ Noun+ Verb + Named entity + Protein–Protein Interaction 76.7

an ensemble learning approach, RAKEL. We also compared our methodology with other
multi-label classification approaches, includingmultinomialNaïveBayes, logistic regression,
and deep learning models ClinicalBERT and RoBERTa on the MLBioMedLAT benchmark
dataset as shown in Table 5. The experimental results suggest that the Label power set
transformation technique with random forest handles the benchmark multi-label data most
effectively, achieving amicro-F1 score of 77%. TheClinicalBERTmodel achieved the lowest
score 57.9%Micro-F1. The reason for its low performancewas the nature of biomedical ques-
tions, which have limited context, thus making it challenging for the deep learning models
to perform well.

Table 6 shows the results of our label power set with random forest on different combi-
nations of features. We incrementally add features and observe the effect of each feature on
performance metrics. First, we combine lexical features with all other features and only keep
the best combination with lexical features. This way, we incrementally added features and
keep only the best ones. The table demonstrates that combining all features has the highest
micro-F1. The table shows that the micro-F1 score is 75.3% on lexical features. The features
of noun and verb concepts increase the evaluation results.

On the other hand, the feature of the biomedical entity had no impact on the results.
Furthermore, the feature protein–protein interaction decreases the evaluation performance.
Figure 4 describes the performance results of the proposed methodology. Label power set
with random forest classifier shows the highest evaluation results in micro-F1.
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Fig. 4 Evaluation results of proposed methodology of biomedical questions

Fig. 5 Hamming Loss of all features combined with different Multi-label Algorithms

Hamming loss for classifying biomedical questions by multi-labels is shown in Fig. 5.
Label power set with random forest classifier has minimum hamming loss score [6, 26]. As
illustrated in Table 7, our proposed methodology is compared to a state-of-the-art biomedical
multi-label question classification model.

Our multi-label classification of biomedical questions uses a combination of different fea-
tures compared with the previous work. These semantic features improved the performance
of the LAT prediction task. We also compared the contribution of individual features in the
LAT prediction task. Figure 6 shows that the noun concept feature is vital in improving the
model’s performance.

Our work outperforms with a margin of 25.5%, as shown in Table 7. Previously, there was
a 51.5% micro-F1 score on the MLBioMedLAT corpus. We improved the micro-F1 score to
77%.

5 Conclusion

In this paper, we proposed a multi-label lexical answer type (LAT) prediction method using
novel semantic features and a label power set transformation approach. Furthermore, we used
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Table 7 Comparison of proposed methodology with state-of-the-art multi-label biomedical classification
models on the MLBioMedLAT dataset

Reference Features Classification techniques F1

[26] Lexical, Focus, Quantity, Choice,
Concept type

Random forest 51.5%

[6] Lexical, Focus, Quantity, Choice,
Concept type, Question type,
Semantic dependency, Semantic
head dependency

Restricted Boltzmann machine,
Structured SVM, Label power set
with logistic regression

50%

Our proposed
methodology

Lexical, Noun concept, Verb concept,
Biomedical Named Entity,
Protein–Protein interaction

Label power set with Random Forest 77%

Fig. 6 Feature Importance of Proposed Methodology of Multi-label Biomedical Question Classification (B-
Entity: Biomedical named entity, P-P: Protein-protein)

bagging for ensemble learning as a classification approach. The previous work onmulti-label
biomedical question classification had deficient performance (51.5% micro-f1 score) on this
task. We proposed novel semantic features for biomedical questions, which included lexical,
noun concepts, verb concepts, protein–protein interaction, and named entities. Furthermore,
we investigated the impact of different types of features on the performance of the LAT
prediction task. To evaluate the performance of our proposed methodology, we used a bench-
mark corpus (MLBioMedLAT). Our proposed method overshadowed the performance of
twelve state-of-the-art multi-label classification datasets on the benchmark dataset. Finally,
we compared our proposed methodology with the baseline study, and it outperformed the
previous research by a margin of 25.5%, attaining a micro-F1 score of 77%. We plan to
explore more advanced feature engineering methods and automatic feature representation
techniques in the future.
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