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Abstract
Streaming data services, such as video-on-demand, are getting increasingly more popular,
and they are expected to account for more than 80% of all Internet traffic in 2020. In this
context, it is important for streaming service providers to detect deviations in service requests
due to issues or changing end-user behaviors in order to ensure that end-users experience
high quality in the provided service. Therefore, in this study we investigate to what extent
sequence-based Markov models can be used for anomaly detection by means of the end-
users’ control sequences in the video streams, i.e., event sequences such as play, pause,
resume and stop. This anomaly detection approach is further investigated over three different
temporal resolutions in the data, more specifically: 1 h, 1 day and 3 days. The proposed
anomaly detection approach supports anomaly detection in ongoing streaming sessions as it
recalculates the probability for a specific session to be anomalous for each new streaming
control event that is received. Two experiments are used for measuring the potential of the
approach, which gives promising results in terms of precision, recall, F1-score and Jaccard
index when compared to k-means clustering of the sessions.
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1 Introduction

As streaming data services, such as video-on-demand (VoD), are increasing in popularity, the
streaming data service providers are in need of methods to detect issues in the service in order
to provide quality service to its customers [12,14–16,28]. Each stream, or session, consists of
a sequence of data over time [20], and content of streams vary with the type of streaming data.
However, in a VoD context each stream consists of both content and control data, where the
latter can be considered a sequence of control events, e.g., start, stop or re-buffering requests.
As such, the control sequence is indicative of end-user viewing behaviors, which also reflects
problems that the end-users experience in the streaming service, e.g., quality degradation in
the data stream. One example is that large numbers of client video re-buffering requests could
indicate some issue related to the image quality. As such, the control sequences from VoD
clients represent an interesting means of detecting deviations from normal viewing behaviors
among the customers, which could be used to highlight for instance quality degradation issues
in the service. This problem at hand matches an anomaly detection approach well [4,9].

Anomaly detection in this setting refers to the process of identifying end-users’ event
sequences that do not conform to the notion of normal behavior. We use Grubbs’ definition
of an anomaly (or outlier) as an event sequence that is inconsistent to other event sequences
in the data sample [10]. By learning from the probability of different control sequences as
well as for each individual event in control sequences, it is possible to model normal behavior
for VoD sessions [20,26]. Deviant control sequences are thus regarded as anomalous in the
stream [7,18].

Various types of Markov models are suitable for classifying sequential data [17,25]. Such
models are clearly useful for learning end-user behaviors based on the probabilities of indi-
vidual events (or states) in event sequences [22], where the probability of any event depends
on the previous event in the sequence due to the Markov property. In its simplest form, the
Markov property declares that any event is determined by the previous event only, and the
first event is determined by each events’ prior probability. If one wants to take more than one
prior event into account for determining the probability of the next event, then a higher-order
Markov model should be used. For instance, to take the previous 3 events into account a
Markov model of order 3 should be used.

In the present study, a particular type of Markov models called Markov chains are used,
which operate on sequential time-discrete sequences of events. Markov chains can be used to
calculate the probability of a future event based on previous events that have been recorded
in an ongoing and incomplete sequence. Thus, by using Markov chains in the context of VoD
streams it is possible to model normal end-user behavior and then detect anomalies from
the normal behavior, which could assist domain experts in identifying problems in the video
streaming service [20,26].

This study investigates the use of Markov chains for detecting anomalies in control
sequences related to VoD streams. Further, we intend to investigate anomaly detection over
multiple temporal resolutions since an anomaly within one timespan (e.g., one hour) might
be considered normal behavior when instead viewed within another timespan (e.g., 24h). So,
the goal with this study is to investigate the use of Markov chains over multiple temporal
timespans in order to investigate how anomalies in end-users’ video streaming behaviors
disperse over time.

The remainder of this study is organized as follows. In the next subsections, related work
as well as the aim and scope of the study are presented. Then, in the next section the data and
its representation are presented, followed by a description of the proposed anomaly detection
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approach in Sect. 3. Then, the experiment design is presented in Sect. 4, which is followed
by the results in Sect. 5. Finally, the results are discussed in Sect. 6 and concluded in Sect. 7,
which also suggests avenues for future work.

1.1 Related work

Padhraic Smyth investigated clustering of event sequences using the transition matrices of
hidden Markov models [25]. He further presented a method based on cross-validated likeli-
hoods from the hiddenMarkovmodels to determine the number of true clusters in a sequence
dataset. Chandola et al. presented an in-depth survey of anomaly detection approaches and
the various assumptions that they are based on [4]. The authors presented definitions of
anomalies, different approaches to anomaly detection, as well as examples of applications.

The studybyAhmedet al. included an in-depth surveyof various clustering-based anomaly
detection techniques and a discussion of the limited availability of real-world data and strate-
gies for mitigating this [3]. Emmott et al. presented a meta-analysis of anomaly detection
algorithms together with benchmark corpuses that could be used for evaluation and com-
parison of anomaly detection algorithms [7]. Further, they also evaluated different anomaly
detection algorithms using these benchmark corpuses which resulted in that isolation forest
was the best performing algorithm in general.

Mori et al. presented a method for behavior patterns extraction and anomaly detection in
room sensory data in an elderly smart home context [20]. They used hidden Markov models
followed by k-means clustering on the resulting likelihood matrices. The models were able
to learn patterns of daily life routines among the elderly persons and could detect anomalies
in these routines when mapped to temporal 7x24 matrices representing day-in-the-month by
hour-in-the-day. Unfortunately, the authors did not include any internal or external evaluation
metrics regarding the accuracy of the models. Related, Hamid et al. discussed anomaly
detection in videos using bag-of-events n-grams [11]. The approach allowed detection of
anomalies in video surveillance and different sub-classes of behavior.

Event sequences, e.g., network events or clickstreams, have been investigated in a few
domains. Chandola et al. provided an extensive survey of anomaly detection for discrete
sequences [5]. The authors presented differences between various approaches and the algo-
rithms most often used per approach, as well as their strength and weaknesses. Further, the
authors suggested how approaches could be adapted for similar problems. Anomaly detection
has been applied by, e.g., Aguiar et al. [1] andMeng et al. [19]. The former was able to predict
early exits of users in a video services, based on the clickstream sequences [1]. This provides
deeper understanding of the user-base, e.g., when a user is likely to stop watching specific
videos. Meng et al. modeled network event sequences as Markov chains in order to build
network profiles for different services (e.g., Wifi sessions) [19]. The initial Markov chains
were created using clean data, and by then creating new Markov chains for new datasets and
comparing them to the clean Markov chains, possible anomalies could be detected as well
as their features.

Ahmad and Purdy investigated a method for time-series anomaly detection named hier-
archical temporal memory [2]. The model computed the anomaly likelihood based on how
different the actual value at a specific position is from the predicted value. The anomaly
likelihood is different from a threshold in that it checks if the value belongs to the same
distribution as the values within a certain time window. As such, the approach is capable of
handling changes in the data over time. This, however, requires a time series longer than the
time window.
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Balasingam et al. presented a VoD anomaly detection approach. The authors suggested
using principal component analysis (PCA) to detect groups of features that correspond to
normal behavior and anomalous behavior. The data were clustered into a number of groups
based on the PCA, and multivariate Gaussian modeling for each cluster. The steps were then
repeated as required by changes in the data. Based on this, an online anomaly detection
framework was constructed. However, while the approach allowed multiple anomalies to be
detected, the interpreting PCA output was often manual. Further, the approach for detecting
anomalies could possibly be more efficiently implemented using hidden Markov models.

Based on the existing research summarized above,we have identified a research gap related
to the analysis of event sequences using Markov chains over multiple temporal resolutions.

1.2 Motivation for the study

The motivation for investigating the effect of anomaly detection over multiple temporal res-
olutions is twofold: first, in order to decrease the dependability of the anomaly detection
capability on the data internals. That is to make the anomaly detection more resistant against
various seasonality aspects in the data by detecting anomalies at different temporal reso-
lutions. The second is to use the different temporal resolutions as a means for decreasing
the number of false positives returned to the domain expert(s) using the anomaly detection
solution.

1.3 Aims & scope of study

The aim of the present study is to investigate to what extent Markov chains can be used
to learn the probability of control sequences over different temporal resolutions, and then
classify control sequences in order to detect anomalous behavior. VoD streaming data for
a random month from a European streaming service provider are used in this study. In the
study, batch detection of anomalies is investigated rather than early detection in sessions.
However, as stated earlier the latter is supported by the technique.

1.4 Assumptions

This study uses a cluster-based outlier detection method for the initial labeling of anomalies
[13]. However, this clustering is not a contribution of the paper. Multiple approaches for
using clustering to detect anomalies exists, e.g., outliers within clusters. Consequently, the
initial labeling might be preexisting or be done using the most suitable approach.

2 Data & data representation

In this section, the data and how it has been represented are presented. Further, the temporal
resolutions used when representing the data are described in more detailed, as are possi-
ble privacy concerns of end-users. The dataset constructed, using the data representation
described in Sect. 2.1, is later used to fit Markov chain models to the data, as described in
Sect. 3.3.

The data consist of complete VoD control streams, where each control stream is regarded
as an instance. Each instance also consists of a set of sparse features: session id, event type and
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time stamps are present in all instances. Further, instances can also contain OS information,
client id, as well as multiple other features. Of these data, a subsample has been extracted
consisting of instances related to a randomVoD streaming channel collected during a random
month’s time in 2017. In total, 104,135 instances were included in this study.

2.1 Data representation

The data were grouped by the session such that an instance contains the complete control
sequences related to a specific VoD streaming session. The features available in each instance
are session id, event labels, time stamps for the events, and OS information. There are a total
of 28 unique event labels (e.g., play, bit rate change, re-buffering, etc.) that control sequences
consist of. Instances usually start with some initialization events managing access control of
the content and setup of a video stream, which then are followed by various events that adjust
the bit rate or video resolution, pauses or fast forwards the video stream, etc. Instances stop
with either a playback completed event, or an abort or error event.

Event labels were originally in string format, but were transformed into numeric values
(each value corresponding to a unique event label). After the transformation, each instance
had the following format:

SessionId, OS, [EventId0 . . .EventIdn], [T imestamp0 . . . Timestampn]
The list of EventIds as such can be considered an event sequence. The event sequence is highly
related to the concept of clickstreams, that is, a record of how end-users have interacted with
a service [1]. In this case, the interaction is not limited to the explicit actions by the end-user,
but also includes interactions initiated by clients’ applications. However, interactions initiated
by clients’ applications can be regarded as implicit end-user behavior. As an example, say
an end-user selects a too high video resolution given the available bandwidth. Then, the
application as a result will request a bit rate change. Thus, the application’s interaction to
change the bit rate can be seen as an implicit action caused by the end-user’s choice of a too
high resolution.

2.2 Temporal resolutions

The choice of temporal resolution is a balance between including fine-grained resolutions
(e.g., one hour) in order to detect anomalies more quickly on one hand, and detecting more
stable anomalies in the data by including lower resolutions (e.g., 3days). Also, more fine-
grained temporal resolutions typically also result in limited amount of data for the models,
which negatively affects the capability of learning users’ behaviors.

Three temporal resolutions, or time windows, are used in this study. They are described
as t − h, where t is the point in time that is considered current, and h is the number of prior
hours that constitutes the time window that is interesting in the specific resolution. h is, in
this study defined as h ∈ {1, 24, 72}, i.e., the time windows of interest are 1h, 1day, and
3days. The specific temporal resolutions can be adjusted for domain-specific requirements,
and in this study, the three temporal resolutions were chosen after discussions with domain
experts working with VoD streaming.

In this study, 30 datasets (10 for each of the three temporal resolutions) were created as a
function of t , where the different temporal resolutions per t result in subsets of each other, i.e.,
dt,1 ∈ dt,24 ∈ dt,72. This was done by first randomly sampling 10 3-day datasets that each
consists of three sequential days, i.e., 10 datasets where the sessions started within 72 hours
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Table 1 Descriptive statistics for the datasets consisting of minimum, median, inter-quartile range (IQR) that
is the difference between the 3rd and 1st quartiles, and finally the maximum size

No. datasets Min Median IQR Max

Hour datasets 10 332 399 106 797

1-day datasets 10 13,819 14,989 1834 16,806

3-day datasets 10 16,807 60,694 3537 62,818

from t . Next, from each dt,72, the dt,24 and dt,1 were created. This resulted in 10 datasets
with a temporal resolution h = 24 and 10 datasets with a temporal resolution h = 1. So,
to summarize there are 30 unique datasets, but all of them could be divided into groups of
three where any one-hour dataset is a subset of one of the one-day datasets, which in turn is
a subset of one of the three-day datasets.

As shown in Table 1, all three temporal resolutions contain 10 datasets each. The median
size for the 3-day datasets is 60,694 instances with an inter-quartile range (IQR) spread of
3537. For the one-day and hour datasets, the median sizes are 14,989 and 399, with IQR
spreads of 1834 and 106, respectively.

2.3 End-user privacy concerns

Although the SessionIds within instances could be used to map a session to end-users’
accounts, there were no such data available during the present study. Nor were any attempts
made in order to map VoD sessions to individual end-users. However, preserving the possi-
bility to do such session to end-user mappings is important for the VoD streaming service
provider. Without such possibility, it would not be possible to mitigate identified anomalies
by applying targeted actions within the streaming service.

3 Proposed anomaly detection approach

This section presents the proposed anomaly detection approach, the assumptions that it rests
on, and how the resulting anomalies can be ranked based on their relative importance.

3.1 Setting the scene

For each instance, a 28 × 28 transition matrix is created that consists of the transition prob-
abilities of going from each event that exists in a sequence to any other in the given event
alphabet. Transitions between two events that never occur in an instance have a probability
of 0, while all other transitions have probabilities greater than 0. The transition matrix is
a stochastic matrix, which means that the entries in rows related to events that exist in an
instance add up to exactly 1.0. This is because they represent a probability distribution for
going from one specific event to any other event.

3.2 Initial labeling

Since there exist no labels in the dataset, an initial labeling is necessary to identify anomalous
instances. The proposed approach relies on clustering the instances and then using cluster
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labels as end states in the Markov chains as explained later in this subsection. The first
step is to cluster the instances per dataset using their transition matrices with a cluster-
based outlier detection method. As mentioned previously the k-means clustering algorithm
is used in this study [8]. The reason for choosing the k-means algorithm is twofold. First,
it has been used in previous studies in similar problem domains, e.g., Yasami et al. [29],
Muniyandi et al. [21] and Mori et al. [20]. Secondly, k-means is well suited for the problem
at hand [5] and has commonly available implementations [23,27]. It should, however, be
noted that the anomaly detection approach presented in the present study is technologically
independent from the k-means clustering algorithm. Thus, k-means could be replaced with
another clustering algorithm if that would be preferable, e.g., given other domain or data
specific requirements.

For each dataset, the k-means algorithm divides the instances into distinct clusters based
on their internal event sequence similarities represented by the probabilities in the transi-
tion matrices. The number of clusters, i.e., k, was in the interval [2, 20] (inclusive). The
lower bound for this interval was chosen because the proposed approach requires at least a
rudimentary division of the data, i.e., two clusters, while the upper limit should reflect the
available hardware configuration available as it limits for how long the clustering process
is executing in worst case. The outcome from this step is that all instances in each dataset
belong to exactly one of the clusters associated with each particular dataset.

After the clusters are established, a cluster label is added as an end state (also known as
an absorbing state) in each instance’s event sequence. This means that all instances in the
same cluster have the same end state in the event sequence. As an example, all instances in
the first cluster will have end state “Cluster1,” while all instances in the n:th cluster have
end state “Clustern .” Next, the prior probabilities for instances to belong to a particular
cluster are calculated as the fraction of instances that are included in each individual cluster
divided by the total number of instances in that particular dataset. Finally, the instances in
the smallest cluster, i.e., the cluster with fewest instances, are suggested to be regarded as
anomalies within the current dataset, similarly to the approach used by He et al. [13].

3.3 FittingMarkov chains to the data

A Markov chain essentially is a transition matrix that holds the transition probabilities for
going from one event to any other event in the alphabet. As such, a key aspect when creating
a Markov chain is to learn the transition probabilities from some historical data, or to fit the
Markov chain to the data. In this study, we fit one Markov chain per dataset, i.e., we learn the
transition probabilities for changing from one state to any other state in the alphabet from all
instances in a specific dataset. The result from this is that there is exactly one Markov chain,
each with its own transition probability matrix, associated with each dataset.

3.4 Anomaly detection of event sequences

There exists a subset of Markov chains called absorbingMarkov chains [17] that apart from
ordinary Markov chains have absorbing states. The absorbing states can be reached from
any other state, but once reached, they can never be left. In the proposed anomaly detection
approach, the cluster labels that were appended to all event sequences are used as absorbing
states. The absorbing states enable the Markov chains to calculate the probability that a
particular sequence will end in a particular of the clusters of that dataset, e.g., the anomaly
cluster. so, based on the intricate patterns of events in an instance’s event sequence a Markov
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chain can calculate the probabilities for that instance to belong to each of the clusters related
to that dataset.

Once a Markov chain has been fitted to instances in a dataset, it can also be used to carry
out anomaly detection for each active/ongoing event sequences that are not complete. In the
VoD setting, this means that the probability for an ongoingVoD session being an anomaly can
be recalculated for each new VoD event that is received. This also allows domain experts to
specify at which probability thresholds they want to be notified about the anomalous session.

3.5 Analysis of anomalies in various temporal resolutions

The last part of the proposed anomaly detection approach involves the investigation of which
anomalies that exist in each of the different temporal resolutions. If all instances identified as
anomalies in any of the temporal resolutions are considered, there will be quite a few number
of instances. By instead considering instances that are identified in two different temporal
resolutions, it is possible to reduce the number of identified anomalies. Further, by only
considering those instance identified as anomalies in all temporal resolutions it is possible
to reduce the number even further, as shown in Results section. Thus, by choosing which
temporal resolutions that are considered it is possible to significantly decrease the number
of anomalies that are interesting for domain experts to analyze further.

Finally, it is also possible to rank the instances highlighted as anomalies. One possibility
could be to rank instances identified as anomalies in all temporal resolutions with the highest
rank, while instances identified as anomalies in all but one temporal resolution are ranked
with a lower rank, and instances identified as an anomaly in only one temporal resolution
are ranked with the lowest rank. However, the exact ranking strategy is dependent of the
application, and thus, it needs to be adjusted to the problem that is investigated. For example,
there might be cases where anomalies detected in the 1-h resolution are indicative of novel
behavior, and as such should be considered.

4 Method

This section describes the method used with regard to metrics, experiment design and statis-
tical tests used for the evaluation of the investigated anomaly detection approach.

4.1 Evaluationmetrics

In this study, the positive condition (P) represents anomalies and the negative condition (N ) is
normal behavior. Instances that are correctly classified as anomalies are true positives (TP) or
hits, while correctly classified normal instances are true negatives (TN) or misses. Similarly,
incorrectly classified normal instances as anomalies are false positives (FP) or false hits,
while incorrectly classified anomalies as normal instances are false negatives (FN) or false
misses [8]. These four measures allow the calculation of precision and recall, F1-score and
accuracy [8,27], where F1-score is the primary metric used in this study. Precision is defined
as TP

TP+FP . It is a measurement of how dispersed the positives are. Recall is defined as TP
TP+FN ,

and it shows howmany of the positives are actually classified as TP. F1-score is the harmonic
mean between the precision and recall and is calculated as 2∗TP

2∗TP+FP+FN . Accuracy is defined

as TP+TN
TP+FP+TN+FN , i.e., the fraction of correctly classified instances over all instances.
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In addition to the fourmetrics described above, the Jaccard index is also used for comparing
the number of instances classified as anomalies over the three different temporal resolutions.
The Jaccard index is calculated as A∩B

A∪B , where a high Jaccard index indicates that a large
portion of instances overlap between the temporal resolutions, while a lower Jaccard index
indicates that fewer instances overlap.

4.2 Experiment setup

This study consists of two experiments that are described individually below. The first exper-
iment investigates the Markov chain models ability to pick up anomalous event sequences,
while the second experiment investigates the overlap of anomalies between the three temporal
resolutions.

4.2.1 Experiment 1: anomaly detection per temporal resolution

This experiment aims to investigate the classification performance of the proposed approach
trained on the collected data. In the first experiment, the instances in each dataset were divided
into train and test data using random stratified sampling with a 70/30 split [24,27], i.e., 70%
of the instances were used for training themodel and the remaining 30%were used for testing
it. This was repeated 10 times for each temporal resolution. As a result, there were 30 training
and 30 corresponding test datasets, i.e., 10 for each temporal resolution described in Sect. 2.2.
Then, each training dataset was used for fitting 30 Markov chains as described in Sect. 3.
Next, theMarkov chains were used for classifying the instances within the corresponding test
datasets. This included identifying instances in the minority cluster as anomalies for each of
the three temporal resolutions investigated. Finally, the evaluation metrics described above
were used to measure the anomaly classification performance for each of the 30 models. To
summarize, the independent variable of the experiment has three levels (the three temporal
resolutions) and the four evaluation metrics constitute the dependent variables, with F1-score
as primary.

4.2.2 Experiment 2: anomalies in temporal resolution overlaps

In the second experiment, the overlap of anomalies between the three temporal resolutions
were measured. This is interesting to investigate as the anomalies could be ranked based
on how many temporal resolutions the are identified in. The experiment was conducted on
the classifications from experiment 1 using the following four comparisons: 1 day versus
1 h, 3 days versus 1 day, 3 days versus 1 h and finally a comparison between all three
temporal resolutions. For each comparison, the Jaccard index was used as the evaluation
metric. Thus, the independent variable in this experiment was the three temporal resolutions
and the dependent variable was the Jaccard index.

4.3 Statistical approach

All results are described using conventional descriptive statistics such as mean with standard
deviation within parentheses. Results are either presented in tables or visualized using box
plots that show the spread of the data by quartiles. Cohen’s d is used as the measure of effect
size where differences between results need to be quantified [6]. It calculates the difference
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Table 2 Mean evaluation metrics per temporal resolution with standard deviations within parentheses

3 days 1 day 1h Overall

Precision 0.5737 (0.21) 0.6267 (0.10) 0.5760 (0.08) 0.5921 (0.14)

Recall 0.9507 (0.16) 1.0000 (0.00) 0.9498 (0.16) 0.9668 (0.13)

F1-score 0.7018 (0.20) 0.7659 (0.08) 0.7114 (0.09) 0.7264 (0.14)

Accuracy 0.6046 (0.16) 0.6267 (0.10) 0.5759 (0.08) 0.6024 (0.12)

between data points from two groups by dividing the difference in groupmeans by the pooled
standard deviation of both groups. Cohen’s rules of thumb suggest that d = 0.2 is a small
effect size, while d = 0.5 and d = 0.8 are medium and large effect sizes, respectively. So,
if two groups differ by d < 0.2, the difference is trivial, even if it is statistically significant.

4.4 Tools and environment

Experiments, statistical analysis and visualization were managed in R,1 a free soft-
ware environment for statistical computing and graphics. Important packages used were
Clickstream, ClusterR and Ggplot2. All experiments were executed in Linux
Debian, while data pre-processing was handled in a SPARC environment using Python.

5 Results

This section presents the results for the two experiments described in the previous section.

5.1 Experiment 1: anomaly detection per temporal resolution

Experiment 1 investigated the classification performance of the proposed approach. Table 2
shows the mean and standard deviation for the four evaluation metrics for the instances in
the three temporal resolutions, as well as for all instances in each dataset. Precision ranges
between 0.574 and 0.627 with the best performance for the one-day temporal resolution.
The difference between the worst and best performing temporal resolution was according
to Cohen’s d was 0.322, which translates to a small difference. The recall metric ranges
between 0.950 and 1.000 with the best performance also for the one-day temporal resolution.
The difference according to Cohen’s d was 0.443 which also is a small difference. When
both precision and recall are averaged using the harmonicmean, the resulting F1-score ranges
0.702–0.766with a Cohen’s d of 0.420. Finally, the accuracy ranges 0.605–0.627with a small
difference of 0.164 according to Cohen’s d .

As can be seen inTable 2, the averageF1-score over all temporal resolutions is 0.726 (0.14).
Although not an excellent F1-score, this indicates that the proposed approach is indeed able
to pick up interesting patterns in the data over all investigated temporal resolutions.

All four metrics are consistently highest for the one-day temporal resolution, which indi-
cates that the Markov chains trained at the one-day temporal resolution are best suited for
learning the event sequences in the unseen test instances.

1 R version 3.4.3. URL: https://www.r-project.org.
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Fig. 1 Box plot showing the number of anomalies that overlap the various temporal resolutions

5.2 Experiment 2: anomalies in temporal resolution overlaps

Experiment 2 investigates the overlap of the classifications from Experiment 1 between the
different temporal resolutions.

The box plot in Fig. 1 visualizes the number of overlapping anomalies between the three
temporal resolutions, which each contain 10 datasets. As shown, these 10 datasets are rep-
resented as dots in the box plot, and the mean number of overlapping anomalies between
the one-day and one-hour resolutions is 13. That is, for half out of the 10 datasets there are
less than 21 overlapping anomalies, which is a fair number possible for domain experts to
analyze manually. Similarly, the median number of anomalies that overlap the three-day and
one-hour datasets is 22. However, between the three-day and one-day datasets, the median
number of anomalies is instead 1942, which is harder to analyze manually. The number of
anomalies that overlap all three temporal resolutions is also shown in Fig. 1 with a median of
11 anomalies, i.e., also a fair number that could be highlighted to domain experts for further
analysis given by the low Jaccard index values.

Finally, the Jaccard index is calculated for quantifying the overlap of anomalies between
different temporal resolutions. As shown in Fig. 2, only a small fraction of the suggested
anomalies overlaps two or more temporal resolutions, which is also shown by the overall
low Jaccard index of 5.236 × 10−5. The exception is the comparison between the three-day
and one-day temporal resolutions, which result in four Jaccard measures around 0.2 and a
single value at 0.998. To summarize, the low Jaccard indices suggest that only a fraction of
all suggested anomalies are consistently predicted to be anomalies over different temporal
resolutions.

6 Discussion

Anomalous event sequences could be the result of new or updated software, disruptions in
the networks, highly popular video streams, etc. So, identifying such anomalies is important
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Fig. 2 Box plot showing the Jaccard index between the various temporal resolutions

Table 3 Anomaly cases based on
prediction for different temporal
resolutions

1-h 1-day 3-days Weight

Normal behavior –

Anomaly, case 1 * Weak

Anomaly, case 2 * Weak

Anomaly, case 3 * Weak

Anomaly, case 4 * * Medium

Anomaly, case 5 * * Medium

Anomaly, case 6 * * Medium

Anomaly, case 7 * * * Strong

*Instances classified as an anomaly within the specific temporal resolu-
tion

for the service providers in order to maintain a high quality of service. Identifying anomalous
event sequences allows service providers to respond by various means, e.g., using roll-back
software for faulty updates. The impact fromsuchproblemsmight not be large enough tomake
a noticeable difference on the service quality for individual end-users, but might have large
aggregated negative effects on the service provider. Therefore, more user-oriented detection
methods, e.g., end-user surveys and feedback comments, might not be ideal although such
methods could be used in parallel to the proposed approach.

The proposed approach investigates to what extent Markov chains trained for specific
temporal resolutions classify anomalies differently, e.g., what is considered an anomaly for
the one-hour temporal resolution might be different for the three-day temporal resolution.
Detecting anomalies over different temporal resolutions results in different cases depending
on which resolution an anomaly is identified in. Three temporal resolutions result in the eight
(23) different cases enumerated in Table 3.

Case 1–3 represent anomalies detected in only one temporal resolution. These anomalies
are susceptible to seasonality, in the sense that they are dependent on the data used to train the
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Table 4 Five VoD streaming sessions (labeled S1–S5) showing their first five streaming events and whether
the Markov chains (from left to right the 1-h, 1-day, and 3-day models, respectively) regard them as normal
(N ) or anomalies (A) after each new event that arrives sequentially in each session

Event 1 Event 2 Event 3 Event 4 Event 5 . . .

S1 Granted PlayCreated Handshake InitComplete PlayStarted

{N,N,N} {N,N,N} {N,N,N} {N,N,N} {N,N,N} . . .

S2 Granted PlayReady PlayCreated BuffStart Handshake

{N,N,N} {N,N,N} {N,N,N} {N,N,N} {N,N,A} . . .

S3 Granted Resume PlayCreated BitrateChange InitComplete

{N,N,N} {A,N,A} {A,A,A} {A,A,A} {A,A,A} . . .

S4 Heartbeat Heartbeat Paused Aborted Completed

{N,A,A} {N,A,A} {N,A,A} {N,A,A} {A,A,A} . . .

S5 BuffStart BuffStop ScrubTo Heartbeat ScrubTo

{A,A,N} {A,A,N} {A,A,A} {A,A,A} {A,A,A} . . .

Markov chain for the specific temporal resolution. The existing anomaly detection research
has analyzed anomalies in single temporal resolutions, which this study aims to extend.
Case 4–6 concern anomalies that have been classified as such in more than one temporal
resolution, i.e., it is less likely that seasonality has affected the classification. Case 7 concerns
the strongest classification, in the sense that instances must be identified as an anomaly in all
three temporal resolutions. This means that the event patterns in those anomalous instances
in the 1-h, 1-day and 3-days datasets all are distinctly different to the other instances in these
datasets, respectively. A more concrete example is discussed in relation to Table 4 below.
It should be noted that case 7 therefore indicates a stronger anomaly, as all Markov chain
models trained on different temporal resolutions agree on the classification.

In the same sense, the anomalies in case 1–3 can be considered weaker. However, the
anomalies in case 1–3might still be important depending on the underlying problems that are
investigated (e.g., novel anomalies). Further, when a higher agreement is required between
the Markov chains, the risk for true negatives also increase. As such, depending on the
problem this proposed anomaly detection approach could be used to alleviate the level of
agreement should be considered carefully. Furthermore, the higher agreement required the
fewer anomalies will be detected (as can be seen in Fig. 1).

As mentioned previously, the Markov chains are capable of predicting the probability for
a session to be an anomaly for each event that arrives in ongoing sessions. Table 4 shows
a sample of five sessions and whether three Markov chain models from each of the three
different temporal resolutions regard the sessions as normal or anomalies based on the first
five events in each session. A sample of anomalies, such as those in Table 4, were shown
to domain experts, and they regarded the detected event sequences at the different temporal
resolutions to be very interesting. As these types of identified patterns could help detect
potential problems related to the use of the service.

For instance, in the top row the first five events of a normal session (labeled S1) are as
follows: (1) granted access to video content, (2) playback session created, (3) handshake
performed, (4) initialization complete, and (5) video playback started. Sessions S2–S5 in
Table 4 are regarded as anomalies at various degrees by the Markov chains. Session S2 is
probably regarded as an anomaly because of a misplaced handshake event, but this is only
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Fig. 3 A subset of a graph representation of one of the Markov chain models, where nodes represent session
events and directed edges between them represent transition probabilities

detected by the Markov chains trained on 3 days’ worth of data while the 1 h and 1 day do
not regard the session as an anomaly.

Session S3 is regarded an anomaly by both the 1-h and 3-daymodels due to that the second
event is a resume playback event, which is not proceeded by session creation and initialization
events. However, the 1-day Markov chain does not regard that as an anomaly. Thus, it can
be concluded that resume playback events that are proceeded by grant access events are less
common in both the 1-h and 3-day temporal resolutions, while such event-pairs are more
common during the 1-day resolution and therefore not detected as anomalies by the 1-day
model.

Finally, sessions S4 and S5 are both detected as anomalies by all three models after 5 and
3 events, respectively, and before that a majority of the three models regard the sessions as
anomalies as well. Both sessions are probably regarded as anomalies in the first event because
they lack an initial access-granted event. However, the fact that the 1-hMarkov chain does not
regard S4 as an anomaly indicates that there are an increased number such sessions without
access-granted event, when compared to the 1-day and 3-day temporal resolutions. Session
S5 shows a somewhat similar pattern but with the 3-day model differing from the other two
models.

Identifying these kinds of session anomalies in the data and highlighting them to domain
experts are useful for various reasons, for instance, as a way to detect non-obvious event
sequences, and their occurrence in different temporal resolutions, that aid domain experts in
detecting strange behavior in the streaming service. Thus, detecting such anomalous sessions
could give the domain experts better insight, which in turn can lead to better service quality
due to the detection of strange behaviors such as misconfigurations and misuse.
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Finally, Fig. 3 depicts a graph representation of one of the Markov chain models. Even
though the graph is a subset of the whole graph (only 16 out of the total 28 events) that
contains probability edges with values higher than 0.05, it is still quite complex with many
interchanging edges. However, the graph still shows how the internal working of Markov
chain models can be represented in an appealing fashion that allow domain experts to under-
stand their inner decision logic. Other representations of models’ inner decision logics are
also possible, one example being heat maps based on the Markov chains’ transition tables.

7 Conclusion & future work

This paper presents an anomaly detection method for time-discrete event sequences based
on Markov chain models that analyze the existing sequence data using different temporal
resolutions. Two experiments show interesting results for the Markov chains when compared
to an initial k-means clustering as the F1-score ranges 0.701 and 0.766 for the investigated
temporal resolutions. Further, by focusing on anomalies identified in two, or all three, tem-
poral resolutions it is possible to reduce the number of anomalies that are highlighted to the
domain experts for further analysis. The Markov chains for the three temporal resolutions
also reveal how anomalies disperse in time given these temporal resolutions.

As future work, it would be interesting to investigate longer temporal intervals for the
sake of capturing seasonality in the data, e.g., a week, month and year. Further, it would be
interesting to study additional strategies for determining which clusters are anomalies, e.g.,
by measuring the mean distance between instances and the centroid. Finally, it would be
interesting to evaluate the method on synthetic data as well as collect labeled data by means
of domain experts in order to detect which sessions they regard as most interesting in their
field of work.
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