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Abstract
An obstacle to effective teaming between humans and AI is the agent’s "black box" design. AI explanations have proven 
benefits, but few studies have explored the effects that explanations can have in a teaming environment with AI agents oper-
ating at heightened levels of autonomy. We conducted two complementary studies, an experiment and participatory design 
sessions, investigating the effect that varying levels of AI explainability and AI autonomy have on the participants’ perceived 
trust and competence of an AI teammate to address this research gap. The results of the experiment were counter-intuitive, 
where the participants actually perceived the lower explainability agent as both more trustworthy and more competent. The 
participatory design sessions further revealed how a team’s need to know influences when and what teammates need explained 
from AI teammates. Based on these findings, several design recommendations were developed for the HCI community to 
guide how AI teammates should share decision information with their human counterparts considering the careful balance 
between trust and competence in human-AI teams.
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1  Introduction

Modern advances in artificial intelligence (AI) continue 
to enable the creation of AI agents that can operate with 
increasingly higher levels of autonomy (LOA) (Chen et al. 
2022). These higher LOA center around agents capable of 
performing tasks from start to finish with minimal human 
input and direct control (O’Neill et al. 2020; Parasuraman 
et al. 2000a), which enable AI agents to fulfill independent 
roles in a variety of teams, organizations, and task environ-
ments (McNeese et al. 2018; Wilson and Daugherty 2018). 

Consequentially, AI agents, in many situations, have become 
more than tools used by the team, but rather part of the 
team (O’Neill et al. 2020; McNeese et al. 2018). These new 
human-AI teams are able to leverage the technical strengths 
of AI and present humans and organizations with the ability 
to overcome existing struggles with all-human teams, such 
as operating in data-intensive and geographically distant 
contexts (Nyre-Yu et al. 2019; Chen 2023). While the unique 
information processing capabilities of AI make the prospect 
of these teammates new and exciting, their use also comes 
with unique challenges for teams.

AI agents capable of taking on independent team roles 
can operate with less human monitoring and control. Still, 
in complex environments involving elevated levels of uncer-
tainty and risk, this lack of human oversight can lead to 
disastrous outcomes (Pedreschi et al. 2019; Suzanne Barber 
et al. 2000). This is because as systems execute decisions 
more independently, human situational awareness of the sys-
tem’s decisions decreases (Wickens et al. 2010). This issue is 
exacerbated by human distrust of AI systems that make deci-
sions within a "black box" algorithm, which hides what and 
how the AI is processing information to make its decisions 
(Castelvecchi 2016). In response to this, methods for AI to 
provide explanations for their decisions have been developed 
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as one way to reduce the mystery of highly autonomous AI’s 
"black box" decision-making nature (Shin 2021a; Weitz 
et al. 2019). However, there is a trade-off between too much 
and too little explanation (Dhanorkar et al. 2021). While 
explanations provide teammates with detailed information to 
better understand the rationale and intention behind the AI’s 
decision, sometimes too much information can lead to cogni-
tive overload and an inability for humans to focus on their 
own tasks, which can significantly frustrate a team’s ability 
to work interdependently (Wang et al. 2019). Additionally, 
AI agent explanations must fit the communication needs of 
their human teammates (Stowers et al. 2021), which vary 
based explicitly on the team’s working environment (Jarrahi 
et al. 2022). This means that the specific information that an 
AI agent communicates in its explanations is also extremely 
important to consider.

Previous research on AI autonomy has found that it would 
be beneficial if AI teammates were capable of operating at 
multiple levels of autonomy, based on changing tasks and 
environments (Hauptman et al. 2022; Zieba et al. 2010). The 
established benefits of dynamic autonomy levels raise the 
question of whether AI teammates should also possess dif-
ferent levels of explainability. There is already evidence to 
support the idea that explainability should not be a static 
feature, as human-computer interaction (HCI) research has 
found that AI needs to explain itself differently based upon 
what and to whom it is communicating (Dhanorkar et al. 
2021). This is especially important for human-AI teams 
(HATs) because humans want the AI to adapt its interaction 
behaviors to be as helpful as it can be while keeping humans 
knowledgeable of essential information (Liao et al. 2020). In 
fact, research shows just the perception of AI as adaptive can 
increase human performance (Kosch et al. 2023). Despite 
robust research into how to make AI algorithms more trans-
parent and explainable to the user (Larsson and Heintz 2020; 
Waltl and Vogl 2018; Hussain et al. 2021), there have been 
increased calls for more research into the content and fre-
quency of explanations that humans need while interacting 
with an AI agent (Weber et al. 2015; Schoenherr et al. 2023).

Explainability and autonomy levels substantially con-
tribute to trust development and growth in human-AI 
teams. The ability to understand an AI agent’s capabili-
ties and decisions is fundamental to a human’s notion of its 
trustworthiness (Jacovi et al. 2021; Caldwell et al. 2022). 
This is because it allows them to predict the AI’s future 
behavior (Jacovi et al. 2021). In fact, research into explain-
able agents in human–machine teaming has shown that 
explanations can substantially increase human teammate 
trust in the robot’s decisions (Wang et al. 2016). Previous 
research on information needs shows that human inter-
actions with technology affect the information they will 

perceive, accept, and trust from that technology, particu-
larly in teams (Huvila et al. 2022). However, individuals’ 
information needs may not be static and constant as they 
interact with technology. For instance, increasing famili-
arity with a specific technology eliminates the need to 
understand every detail of how it works (Hauptman et al. 
2022). Additionally, the degree to which a human is "in 
the loop" of AI’s decision-making process may fundamen-
tally change how much and what information humans need 
to know and, in turn, change how they interact with and 
perceive the AI (Abbass 2019). Despite research into how 
AI explainability affects human behaviors, little is known 
with respect to the relationship between how much an AI 
teammate explains with how much autonomy it exhibits in 
executing its tasks. Lower autonomy systems must gener-
ally communicate more with humans due to the require-
ment for human input in their decisions. Thus, AI that 
provides a high or low level of explainability may also 
be perceived by a human teammate as even more or less 
autonomous. In order to investigate this relationship, this 
study explores the following research questions:

RQ1: How does teaming with an AI agent with a high 
or low level of explainability affect the human teammates’ 
perceived trust and competence of the AI at both a low and 
high level of autonomy?

RQ2: How should the content of AI explanations 
change as the AI teammate’s autonomy level changes?

Given the complex and context-dependent nature of 
teaming and explainability requirements, this research 
takes a mixed methods approach, utilizing two studies to 
answer the above research questions. In the first study, 
we conducted a 2x2 (LOA x Explainability Level) online 
networking experiment to examine the effects of differ-
ent LOAs and AI explainability levels on participants’ 
perceived trust and competency of their AI teammates. 
Then, in the second study, we held participatory design 
sessions with twelve of those participants in order to fur-
ther understand the explainability needs and desires of 
human teammates for AI agents with varying LOAs. The 
identified dimensions of the dynamic relationship between 
the levels of autonomy and explainability of AI teammates 
are heavily grounded in both the participants’ professional 
experiences and interactions with the AI in these studies. 
The resulting discussion and design recommendations pro-
vide an empirical starting point for the HCI community to 
model and understand the optimal explainability levels for 
AI teammates operating with different autonomy levels. 
This greatly contributes to the body of human-AI teaming 
literature as the community seeks to envision and design 
artificial agents that can work closely with and support 
humans in complex team environments.
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2 � Related work

In this section, we will lay the groundwork for our studies, 
beginning with the need for and types of AI explanations, 
followed by levels of AI autonomy. Finally, we will articu-
late the research gaps that motivate our research.

2.1 � AI explanations

Previously, AI models have often been described as a black 
box into which information is simply input; the box “does 
its magic” and produces some form of output (Xu et al. 
2019). Research has shown that these black-box models 
can have significant negative impacts when AI is used in 
complex situations (Cohen et al. 2021), such as the ina-
bility to track where something went wrong (Yu and Alì 
2019). Some within the AI community have indicated a 
distinct lack of work into the ethics surrounding AI design 
(Slota et al. 2022). Cohen and colleagues found that minor 
mistakes in the training phase often led to severe issues 
with the model that could be relatively difficult to find 
and understand because of the model’s lack of explanation 
(Cohen et al. 2021). Additionally, evaluations of medi-
cal AI technologies have demonstrated that black-box AI 
agents hinder their use and effectiveness due to ethical 
concerns (Duan et al. 2019). Opaque AI can have major 
negative implications for the humans with whom it inter-
acts. For instance, research on AI-enabled recommender 
systems showed that opaque recommendations could 
decrease user self-confidence (Shin 2021a). In response 
to these challenges, a quickly growing area of research is 
ways to design AI to explain better reasoning and actions 
to humans (Xu et al. 2019; de Lemos and Grześ 2019; 
Pokam et al. 2019). User-centered explanation solutions 
attempt to alleviate these issues by developing AI that 
explains not only what it did but also why it did it in ways 
a human would understand (Wang et al. 2019). In regards 
to the what, the AI’s output must be readable by the human 
audience, a concept often referred to as interpretability 
(Lipton 2018). Research shows that this interpretability 
encourages user trust in AI algorithms (Shin 2021b). As a 
function of that interpretability, the audience must be able 
to grasp what the output means, referred to as the agent’s 
understandability (Joyce et al. 2023). Both of these aspects 
contribute to the delivery of an effective AI explanation 
(Marcinkevičs and Vogt 2020).

The research on explainable systems is exploding 
at such a rate that multiple reviews in the HCI (Speith 
2022; Mueller et al. 2019) and computer science (Vilone 
and Longo 2020; Das and Rad 2020) communities have 
recently proposed new methods for organizing the subject. 

While these reviews focus widely on how the AI itself 
should be designed, they lack a human-centered approach 
to AI explanations. A recent study on the role of informa-
tion exchange in designing explainable systems argued that 
the current trend towards using AI techniques to explain 
AI is insufficient, and the explanation recipients need to 
be more involved in how AI explanations are created and 
given (Xie et al. 2022). There are various reasons for this 
need, including the importance of effective human-cen-
tered AI explanations in building trust in AI algorithms 
and overcoming gaps in AI transparency (Shin 2021a). 
User-centered explanation solutions attempt to allevi-
ate these issues by developing AI that explains not only 
what it did but also why it did it in ways a human would 
understand (Wang et al. 2019). In regards to the what, the 
AI must provide its output in a readable manner, a con-
cept often referred to as interpretability (Lipton 2018). 
Research shows that this interpretability encourages user 
trust in AI algorithms (Shin 2021b). As a function of that 
interpretability, the audience must be able to grasp what 
the output means, referred to as the agent’s understand-
ability (Joyce et al. 2023). While these terms often over-
lap, interpretability refers to the AI’s ability to explain an 
abstract concept, while understandability refers to the AI’s 
ability to make it understandable to an end-user (Vilone 
and Longo 2020). Both of these aspects contribute to the 
delivery of an effective AI explanation (Marcinkevičs and 
Vogt 2020). This gap in considering how the explanations 
provided by an AI teammate are received by a human 
teammate is a driving motivation behind this research. 
This is why the AI explanations in the high explainability 
condition in the first study include what information the 
AI considered in accomplishing its task.

Explainability exists on a spectrum regarding the type 
and amount of explanations that the AI can provide. 
For instance, Dazeley and colleagues organized Levels 
of AI Explanation into a pyramid based on human psy-
chological needs (Dazeley et al. 2021). Other research-
ers have classified an AI’s level of explainability based 
upon the AI’s algorithms and capabilities (Arrieta et al. 
2020), (Sokol and Flach 2020). Most of these descrip-
tions can fall into two main categories, low-level vs. 
high-level explainability models. Low-level XAI gives 
basic information about its decision, potentially display-
ing the algorithm(s) behind it or giving a brief descrip-
tion of what it is supposed to do or the results it found. 
High-level XAI gives more detailed explanations of the 
entire process, including their decision logic (Sanneman 
and Shah 2020; Miller 2019). This is arguably an essen-
tial step for an AI teammate because the degree to which 
humans understand an AI agent can greatly affect their 
acceptance and trust of it (Xu et al. 2019; Bansal et al. 
2021). Some explainability research has articulated this as 
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the stakeholder variable, a concept stating that, because 
the goal of explanations is to satisfy the expectations and 
goals of a stakeholder, that stakeholder’s perceptions of 
the explanations are important (Langer et al. 2021).

Explanations are only as valuable as they are under-
stood and accepted by the persons receiving them (Daze-
ley et al. 2021). In approaching what may be considered 
a "low" vs. a "high" level of explainability, we turn to 
the point of view of research done by Lombrozo and col-
leagues, which suggests that humans perceive the level 
of explainability to be higher when the explanations 
communicate more events in the most coherent manner 
(Lombrozo 2006). This follows the research of Dazeley 
and colleagues, who found the more contextual informa-
tion the explanations include, the higher value it is to the 
persons receiving the explanation (Dazeley et al. 2021). 
It also reflects human-AI research that shows increased 
acceptance of AI-generated communications that appear 
more human-like (Shin 2022). This implies that very 
high-level explanations from an AI teammate should be 
frequent, human-readable, and provided within the con-
text of the team activity. This study utilizes those princi-
ples in designing high-level explanations for the AI team-
mate in the experiment.

The introduction of AI explanations directly addresses 
a variety of the damaging pitfalls brought about by the 
black-box nature of AI agents. Some of these pitfalls, as 
discussed above, lead directly to decreased trust in and 
acceptance of AI decisions (Zhou and Chen 2019). This 
is why understanding the effects and design implications 
of explainability in HATs is so important, as trust in AI’s 
explanations is a key part of its acceptance by the humans 
with whom it interacts (Ehsan and Riedl 2019). Still, we 
cannot assume that increasing the level of explainabil-
ity from a low-level to a high-level model will directly 
lead to increased trust and performance. In a study of 
human-agent teaming in Minecraft, Paleja and colleagues 
found that while AI teammate explainability led to greater 
situational awareness and increased performance for nov-
ices, it did not equate directly to increased performance 
for more experienced individuals (Paleja et al. 2021). In 
fact, when the AI’s explanations evolved to include a full 
decision tree, the novice participants experienced cogni-
tive overload (Paleja et al. 2021). The literature clearly 
shows a need to strike the right balance between an AI 
teammate’s explanations and its human teammates’ cog-
nitive capabilities in order to promote intra-team trust 
and performance in HATs (Nakahashi and Yamada 2021), 
particularly in complex and high-risk environments (Ha 
et al. 2020).

2.2 � Levels of autonomy

Addressing the various levels of autonomy (LOA) for AI 
in human-AI teaming is the final concept necessary to 
motivate the current research, as it coincides directly with 
the need for XAI. Artificial agents can be programmed 
to operate with different levels of autonomous behavior. 
In order to categorize these levels, autonomy researchers 
have adapted the LOA (Parasuraman et al. 2000b) into 
three categories of autonomy: no autonomy, partial agent 
autonomy, and high agent autonomy (O’Neill et al. 2020). 
AI that requires human input to perform any decision or 
action is not, actually, autonomy, according to the litera-
ture, as it performs no independent role (O’Neill et al. 
2020). Agents with partial and high LOAs are capable 
of taking on independent functions that not only define 
their autonomous behavior but also make them capable 
of taking on independent team roles (O’Neill et al. 2020), 
making them inherently more integral to the team than a 
simple tool.

Teams operate in dynamic, complex environments 
that change over time, and AI teammates need to be able 
to change their behavior and capabilities to match such 
changes (Suzanne Barber et al. 2000). This might mean 
that AI teammates may need to change their LOA over 
time, a concept known as adaptive autonomy (McGee and 
McGregor 2016). Furthermore, teammates not only need 
to adapt to their environments but also to their human 
teammates (McNeese et  al. 2018; Richards and Sted-
mon 2017). This concept heavily motivates these studies’ 
inquiries into the intersection of autonomy and explain-
ability. If AI teammates need to adapt their autonomy lev-
els in order to fulfill their team role while simultaneously 
adapting to the needs of their human teammates, then the 
explanations they provide to those human teammates may 
need likewise to adapt as their autonomy levels change.

Our review of the existing literature on autonomy and 
explainability levels in human-AI teaming presents a cou-
ple of intriguing research gaps. Previous work indicates 
that the black-box design of AI agents frustrates the human 
ability to understand and trust in an AI teammate’s deci-
sions (von Eschenbach 2021), but to what degree that 
frustration varies as AI autonomy varies is uncertain. 
Additionally, despite this recorded frustration, there is 
also evidence that higher-level explainability models also 
come with negative consequences and do not always lead 
to increased trust and performance (Paleja et al. 2021). To 
address these gaps, we designed two complementary stud-
ies that jointly provide a systematic understanding of the 
relationship between humans’ nuanced needs for explain-
ability and their AI teammate’s level of autonomy.
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3 � Study 1

3.1 � Methods

The experiment conducted for Study 1 specifically explores 
the effect of AI autonomy level and explainability on 
humans’ perceptions of competence and trust in their AI 
teammates. Study 1 utilized a mixed 2 (AI Autonomy Level: 
Low, High) x 2 (AI Explainability Level: Low, High) exper-
imental design, with the autonomy level of the AI agent 
manipulated between-subjects and the AI explainability 
level manipulated within-subjects. Participants teamed up 
with a single AI teammate to complete the Cisco network 
simulation program Packet Tracer. These human-AI team 
dyads completed two iterations of the Packet Tracer activity 
(described below). In the following section, we will over-
view the procedures for developing and implementing the 
experimental platform and performing the experiment with 
the participants.

3.1.1 � Networking task

Study 1 used Cisco’s educational networking simulation 
program, Packet Tracer, one of the most widely used visual 
learning methods for computer networking (Janitor et al. 
2010). This program permits users to simulate the physical 
cabling of networking devices and the software configura-
tion of the devices, making it ideal for the current study, as it 

allows for multiple networking tasks that could be performed 
by both the human and the AI team members simultane-
ously. It also showcased a very realistic human-AI teaming 
scenario, where an AI agent can quickly execute computer 
commands while a human accomplishes the physical tasks 
of which an AI agent is incapable. All four conditions of 
the task were selected for beginner-level participants, such 
that they would all be equally challenging and time-con-
suming for participants. Packet Tracer is also a lightweight 
program, meaning we could place the program on a virtual 
machine that our participants could log into from anywhere 
in the world. Screenshots of the virtual platform participants 
engaged with are shown in Fig. 1.

All four tasks focused on the setup and configuration of 
a small-scale local network. During the experiment, partici-
pants played the part of the Physical Network Tech, respon-
sible for powering the devices and moving physical cables, 
which in Packet Tracer equates to the participant dragging 
and dropping the cables between the correct devices. Mean-
while, the AI agent played the role of Software Tech, respon-
sible for all the actual device configurations. This job role 
also helped minimize the effect of lower experience levels, 
as the tasks participants needed to perform were relatively 
simple and easy to learn through a short practice exercise. 
Pilot sessions for this study showed that a practice exer-
cise prior to the start of the actual experiment was indeed 
extremely helpful to inexperienced participants, and so all 
participants did a practice exercise with the first author at 

Fig. 1   Screenshot of the experi-
ment platform. Participants 
are presented with the proper 
network devices and cables and 
are responsible for selecting and 
moving the blue console cable 
between devices for the AI to 
access the right device
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the start of their virtual session to ensure they understood 
their tasks and how to communicate with their AI teammate.

3.1.2 � AI teammate

The AI teammate implemented in Study 1 utilized the Wiz-
ard of Oz methodology (WoZ), a common technique within 
the HCI community (Kelley 2018). This technique enables 
researchers to simulate more advanced design features like 
AI teammate communication to garner insights regarding 
AI teammates of the future. The virtual platform further 
supported this technique, as the participants did not know 
that the chats they had with the AI were actually being con-
ducted by a confederate researcher following a pre-made 
script developed throughout several piloting sessions to 
ensure accuracy and applicability. All communication with 
the participants from the researchers occurred using a sepa-
rate chat to maintain the script.

Between-subjects manipulation: autonomy level Exit 
interviews from the pilot sessions showed that because the 
AI exists only as a chat agent, an explicit permission phrase 
was the best option to effectively delineate autonomy levels 
to participants. Specifically, in the "Low Autonomy" condi-
tion, the AI teammate had the confederate ask permission 
for all actions taken during the exercises and could not move 
forward in the task without the participant granting that per-
mission. Alternatively, in the "High Autonomy" condition, 
the AI teammate had the confederate inform the participant 
what the AI would do but did not ask or require their permis-
sion to perform the action. For both conditions, the confed-
erate had a set of predetermined responses to any questions 
posed to the agent by a participant that was in line with the 
AI agent’s supposed autonomy level.

Within-subjects manipulation: explainability Finally, the 
pilot sessions also informed the design of the AI explain-
ability manipulations by tying it to the Packet Tracer task. 
In particular, pilot participants wanted the explanations to 
be contextually tied to the interface. As such, the "High 
Explainability" AI teammate was defined by the AI opening 
the console with the commands it used to program the net-
working device and explaining why it used the commands. 
Whereas the "Low Explainability" AI was distinguished by 
the AI simply telling the participant when it was starting 
and completing a task. These are apparent changes in the 
amount of information that the AI teammate was providing 
to the participant in terms of both content and frequency, 
which was deemed necessary after exit interviews from the 
pilot sessions that indicated the need for additional informa-
tion in the "High Explainability" condition in the form of 
the console display being included for these participants to 
perceive the manipulation as expected. This visual form of 
explanation has been shown to allow participants to better 
calibrate trust in AI (Liu et al. 2023).

3.1.3 � Participants

Following approval from the Clemson University Institu-
tional Review Board, the current study recruited 44 partici-
pants, with 19 identifying as women and the rest identifying 
as men. The average age of participants was 34.63 (for addi-
tional demographic information, see Table 1). Based on an 
a priori power analysis with an effect size of 0.13, in order 
to meet power, this experiment required a minimum sample 
size of 42 total participants, which was achieved. Partici-
pants were recruited using email solicitation and snowball 
sampling of individuals with experience in information tech-
nology and/or computer science disciplines. This inclusion 
criterion was implemented to help control for the potential 
confound of subject matter expertise by recruiting partici-
pants with generally equal levels of knowledge and aptitude 
for the Packet Tracer task, which was achieved as shown in 
Table 1. However, significant experience in networking work 
was not an explicit inclusion criterion, as the Packet Tracer 
task included training on the specific topics necessary to 
complete the task successfully and was designed for begin-
ner knowledge levels.

3.1.4 � Procedure

When participants agreed to participate in the experiment, 
they received an email with the task and descriptions of the 
exercises they would perform. They also received instruc-
tions for logging into the virtual machine using Chrome 
Remote Desktop. In case the participant was not familiar 
with the Packet Tracer program, a tutorial video was also 
included. Five minutes before their designated time, they 
received the access code for the machine and the link to the 
survey. Prior to beginning the experiment, participants com-
pleted the pre-task survey, which covered informed consent 
and demographic information.

After completing the pre-task survey, participants went on 
to complete a training period. The training period included 
written instructions with illustrations that described the task 

Table 1   Participant demographic information

Participants: 44 ( MAge = 34.63)
Men Women Non-binary/

Third gender
Other

25 19 0 0
Caucasian Black/African-

American
American-

Indian/
Alaska 
Native

Asian Other

31 4 1 6 2
At least some information technology/Networking experience
37
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and how to complete it with their AI teammate, defining the 
two roles and their interdependencies. This written training 
period was followed up with a live training phase where 
participants engaged in a live practice round of the task with 
their AI teammate and the ability to ask questions with the 
researcher should they have any. Once the training session 
was completed, the participants were randomly assigned to 
one of the two between-subjects conditions of either low or 
high AI teammate autonomy. All participants performed two 
exercises, one with an AI agent with High Explainability 
and one with an agent with Low Explainability. Half of the 
participants received the High Explainability condition first, 
and half received the Low Explainability condition first. This 
counter-balancing minimized the effect of participants hav-
ing increased comfort and understanding with the exercises 
in the second condition they received and helped mitigate 
any potential spill-over effects between within-subjects 
conditions.

Following this exercise, participants began interfacing 
with their AI teammate for the first exercise. Upon the com-
pletion of the first exercise, participants were prompted to 
complete the next part of the survey, which measured their 
perceptions of the agent as trustworthy and competent for 
that exercise. Once complete, they conducted the second 
exercise, followed by the remaining portions of the survey. 
Once the survey was complete, the remote session was ter-
minated. Participants received a debrief message following 
the completion of the survey explaining the intent of the 
exercise, the use of the WoZ setup, and thanking them for 
their time.

3.1.5 � Measures

Human-AI interaction research has shown that the percep-
tions that users have of an AI agent are vital to the design of 
explainable systems, as these perceptions directly affect the 
user’s acceptance and trust in the agent (Shin 2020). Thus, 
the main measures utilized in this study were self-reported 
perceptions of the participants on 5-item Likert scales, as 
described in the following paragraphs.

Trust in the agent Human trust in their AI teammates is 
integral to both their acceptance of the AI and the team’s 
overall performance (Costa et al. 2018; Centeio Jorge et al. 
2022). For this reason, trust was measured in the post-task 
survey after each interaction exercise with the AI agent 
using a 3-item 5-point Likert scale (1=strongly disagree, 
5=strongly agree). Items included “The autonomous agent 
I worked with was trustworthy,” “The autonomous agent 
I worked with could be trusted to complete the assigned 
tasks,” and "I did not feel the need to monitor the autono-
mous agent’s actions" and had a reliability of � = .80 . These 
questions were based on the outcomes of trust defined by 

Lumineau (Lumineau 2017) and adapted from previous use 
in human-AI teaming research (Schelble et al. 2022a, b).

Perceived competency of the agent Perceived Compe-
tency was measured in the post-task survey after each inter-
action exercise with the AI agent using a 3-item 5-point Lik-
ert scale (1=strongly disagree, 5=strongly agree) adapted 
by the authors based on similar perception of competence 
scales utilized in AI research Gieselmann and Sassenberg 
(2023). Items included “The autonomous agent I worked 
with was competent at its role," “The autonomous agent I 
worked with was capable of completing its assigned tasks,” 
“The autonomous agent I worked with was capable of joint 
problem solving” and had a reliability of � = .79.

Perceived awareness of the AI’s actions Situation aware-
ness is an important human factor for human-centered AI 
design (Chignell et al. 2023) and needed to be included in 
some fashion. We based this perceptual awareness meas-
ure on Tier 1 of the three-tier situational awareness model, 
where an entity must accurately perceive their surroundings 
(Endsley 1995). Thus, perceived situational awareness was 
measured in the post-task survey after each interaction exer-
cise with the AI agent using a 1-item 5-point Likert scale 
(1=strongly disagree, 5=strongly agree) developed by the 
authors. The item stated, “I felt aware of the actions my 
autonomous teammate was taking.”

Understanding of the AI’s actions The second tier in 
the three-tiered model of situational awareness addresses 
an entity’s ability to make sense of what they perceive, or 
understand their surroundings (Endsley 1995). Thus, we 
measured the participant’s understanding of the AI’s actions 
in the post-task survey after each interaction exercise with 
the AI agent using a 1-item 5-point Likert scale (1=strongly 
disagree, 5=strongly agree) developed by the authors. The 
item stated, “I understood why my autonomous teammate 
took certain actions.” The final element of the three-tiered 
situational awareness model was explored in the participa-
tory design sessions in Study 2.

3.2 � Results

To address the stated research questions, a series of 2 (Level 
of Autonomy: Low, High) x 2 (AI Explainability: Low, 
High) mixed model ANOVAs were conducted on partici-
pants’ survey responses after each teaming experience. The 
level of autonomy factor was conducted between-subjects, 
while AI explainability was analyzed as a within-subjects 
factor. The following sub-section reviews analyses on trust, 
perceived competence, perceived awareness, and under-
standing of the AI teammate, concluding with an analysis 
of the chat data to reveal participants’ objective need for 
AI explainability during the task. The following results 
address RQ1, which sought to investigate how increases in 
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the information given by AI explanations change humans’ 
perception of their AI teammates at varying LOA.

3.2.1 � Trust in the AI teammate

The main effect of AI teammate autonomy level on trust in 
the AI teammate was non-significant (F(1, 42) = 0.30, p = 
0.59, �2 = 0.01). However, the main effect of AI teammate 
explainability on trust in the AI was significant (F(1, 42) = 
4.42, p = 0.04, �2 = 0.10; see Fig. 2) and this was a medium-
sized effect (Cohen 1988). Specifically, participants trusted 
the high-explainability AI teammate less (M = 1.77, SE = 
0.14) than they trusted the low-explainability AI teammate 
(M = 1.96, SE = 0.14). Lastly, the interaction effect between 
autonomy and explainability levels was non-significant (F(1, 
42) = 0.57, p = 0.45, �2 = 0.01).

This result shows that the participants felt the AI team-
mate that explained all of the actions it took in completing 
its team tasks through the chat was less trustworthy than the 
AI that only told them when it was starting and completing 
a task. This result suggests that in some teams the addi-
tional communications from the AI teammate, possibly due 
to communication overload, is actually counterproductive to 
building trust. This result indicates that humans working in 
human-AI teams want information from their AI teammates 
only at appropriate intervals. In this case, this additional 
information hurt the participant’s trust in the AI when it 
came during the task itself.

3.2.2 � Perceived competence of the AI teammate

There was no significant main effect of AI teammate auton-
omy level on participants’ perceived competence of the AI 
(F(1, 42) = 1.50, p = 0.23, �2 < 0.01). However, there was a 
significant main effect of AI teammate explainability level 

on perceived competence (F(1, 42) = 5.73, p = 0.02, �2 = 
0.12; see Fig. 3), and this was a medium-sized effect (Cohen 
1988). Specifically, participants rated the high explainability 
AI as significantly less competent (M = 1.67, SE = 0.11) 
than they rated the low explainability AI (M = 1.84, SE = 
0.11). Lastly, the interaction effect between AI teammate 
autonomy and explainability level was non-significant (F(1, 
42) = 0.19, p = 0.67, �2 < .01).

These results show that the high autonomy AI teammate 
was perceived as significantly more competent at completing 
its task work than the low autonomy AI teammate. These 
results provide insight into RQ1 by showing participants 
related less explainability from the AI with a higher level 
of competence. This result also presents further support for 
the previous finding on trust. Specifically, it is intriguing that 
participants felt the less explainable AI was both more com-
petent and more trustworthy than the low explainability AI. 
This shows that increasing AI explainability is not always 
appropriate or helpful for teaming. This disconnect between 
the XAI movement and these results sets up a notable exam-
ple of how adaptive autonomy may be useful not only in 
autonomy levels but also in explainability levels, especially 
when it comes to complex social contexts like teaming.

3.2.3 � Perceived awareness of AI teammate actions

The main effect of AI teammate autonomy level on par-
ticipants’ awareness of AI actions was non-significant (F(1, 
42) = 3.15, p = 0.08, �2 < 0.01). Furthermore, the main 
effect of AI teammate explainability level on awareness was 
also non-significant (F(1, 42) = 1.99, p = 0.17, �2 = 0.01). 
The interaction effect between AI teammate autonomy and 
explainability levels on awareness was also non-significant 
(F(1, 42) = 0.11, p = 0.75, �2 < 0.01) (see Fig. 4).

Fig. 2   Trust in the AI on a scale of 1 to 5, by the level of autonomy 
for high and low explainability (error bars represent standard error of 
the mean)

Fig. 3   Perceived competency of the AI on a scale of 1 to 5, by the 
level of autonomy for high and low explainability (error bars repre-
sent standard error of the mean)
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While participants’ awareness of their AI teammate’s 
actions was not significantly affected by the explainability 
or autonomy level of the AI teammate, values for awareness 
were higher for participants in the high autonomy condition, 
a result that should be considered in future work.

3.2.4 � Understanding of the AI teammate

The main effect of AI teammate autonomy level on partici-
pants’ understanding of the AI teammate was non-significant 
(F(1, 42) = 2.40, p = 0.13, �2 < 0.01). Additionally, the main 
effect of AI teammate explainability level on understanding 
was non-significant (F(1, 42) = 1.80, p = 0.19, �2 = .01). 
Lastly, the interaction effect between AI teammate autonomy 
level and explainability level was non-significant (F(1, 42) 
= 0.13, p = 0.71, �2 < 0.01) (see Fig. 5).

These results show that participants in this experiment 
did not feel that increased explainability or autonomy sig-
nificantly affected their understanding of the AI teammate’s 
actions. One reason for this may be that the task the partici-
pants were asked to perform was familiar to the majority of 
the participant population, which was targeted for having 
IT and/or networking experience. It is worth noting that, 
based on the chat log data, only 14 percent of participants 
requested any additional explanation from the AIs. This 
suggests that trust and understanding are not closely tied 
together when it comes to AI explanations and that increas-
ing one will not directly cause an increase in the other. This 
discrepancy emphasizes that other factors, such as the con-
tent explored in Study 2, are important considerations for 
designing AI that best supports both human teammate trust 
and understanding.

4 � Study 2

While Study 1 explored how the amount of information that 
an AI teammate provides at different LOAs affects human 
teammate perceptions (RQ1), it did not address what infor-
mation AI teammates should communicate. The following 
section details the methods and results of Study 2, which 
encompassed the two qualitative participatory design ses-
sions and exploration of RQ2.

4.1 � Methods

In order to further understand and expand upon the results of 
Study 1, twelve of the study’s participants were recruited to 
participate in one of two participatory design sessions. Such 
sessions have been shown to produce realistic, innovative 
design solutions within the HCI community (Thieme et al. 
2023). These participatory design sessions took place over 
Zoom after the experiment’s completion. In this way, par-
ticipants had a fresh idea of what kinds of teaming scenarios 
and roles an AI teammate might occupy and the information 
they would need to provide to human teammates. Study 2 
utilized a similar IT networking scenario for the partici-
pants in order to explore the content of an AI teammate’s 
explanations.

4.1.1 � Participants

All participants who completed Study 1 were asked if they 
would be willing to participate in a participatory design ses-
sion relating to the experiment. For our sessions, we decided 
that a flexible, conversational workshop would most benefit 
our focus on the needs of the human teammate (Weber et al. 
2015). We aimed to schedule five to seven participants per 

Fig. 4   Awareness of AI actions on a scale of 1 to 5, by the level of 
autonomy for high and low explainability (error bars represent stand-
ard error of the mean)

Fig. 5   Understanding of AI actions on a scale of 1 to 5, by the level 
of autonomy for high and low explainability (error bars represent 
standard error of the mean)
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session, as we were sensitive to the fact that should the group 
become too large, it is easy for a few individuals to dominate 
the conversation (Weber et al. 2015). We provided the initial 
twenty-three volunteers with the time slots of the sessions, 
and through this schedule ended up with twelve total par-
ticipants, five for Session 1 and seven for Session 2. The 
demographics of these participants are reflected in Table 2.

4.1.2 � Design scenario and questions

Prior to the sessions, the lead author conducted a pilot ses-
sion with three individuals who provided feedback on the 
details of the scenario and procedure for the session. The 
primary outcome from the pilot session was the switch to 
Google Jamboard for collaboration between participants; 
whereas, in the pilot, the group utilized a shared Google 
Doc. Both participatory design sessions were conducted over 
Zoom, with the lead author directing the session. For each 
session, participants were described the scenario, the design 
questions, and the schedule for the session. The scenario 
reflected that of the experiment, in which the participants 
played the role of IT professionals for an IT help team on 
a university campus. Their AI teammate was in charge of 
making software configuration changes to devices connected 
to the campus network as needed. The participants were 
told that the agent progressively changed to lower levels of 
autonomy throughout the incident response cycle, accord-
ing to a previous study on adaptive AI in incident response 
(Hauptman et al. 2022). Specifically, the AI teammate would 
begin the incident response at close to full autonomy and 
decrease to partial autonomy as the incident response cycle 
entered the containment phase. Participants were presented 
with three Design Questions that incorporated what, how, 

and when AI teammates should explain their decisions to 
the team:

DQ1: What would you want/need your AI teammate to 
explain?

DQ2: How would you want/need it communicated (tex-
tual, visual, audible, physical methods)?

DQ3: When does the amount of explainability increase/
decrease?

4.1.3 � Session procedure

Participants received a Zoom invitation and Jamboard link 
10 min prior to the session. Once all participants were 
logged on, the lead author reviewed the consent to the study 
and received verbal agreement to record the session. After 
initiating the recording, the lead author reviewed the sce-
nario and design questions and answered any questions from 
the participants before entering into the semi-structured ses-
sion. Participants were then asked to individually brainstorm 
their answers to the design questions (how much and in what 
way they would want their AI teammate to explain its work 
and under what conditions that vary) on the Jamboard. Once 
all the participants announced their completion, the group 
came together and discussed their thoughts. Throughout 
this process, the participants changed the notes on the Jam-
boards, the final products of which were used for analysis. 
The sessions concluded with the first author reviewing the 
design questions, the group answers to the questions, and 
inviting any additional or closing comments.

4.1.4 � Qualitative analysis

At the conclusion of the session, the entire Zoom session 
was automatically transcribed by the Zoom software. The 
first author then reviewed both recordings by hand to fix 
transcription errors and provided these copies to the other 
authors for analysis. The Zoom transcripts and Jamboards 
were coded using a thematic coding process (Gavin 2008; 
Braun and Clarke 2012), following which the authors con-
ducted axial coding to develop main themes prevalent in 
the data (Scott and Medaugh 2017). This reflexive process 
permitted the study data to guide the analysis (Blair 2015). 
First, the authors line by line coded the transcripts. Next, 
these codes were grouped into like categories. Finally, the 
authors combined groups into large themes that related to 
the design and research questions. Once these themes were 
developed, they were considered in concert with the quan-
titative data from the experiment in order to determine how 
they did or did not help explain the results of the study, 
as well as to determine the main themes in how an adap-
tive AI teammate should functionally explain itself to its 
teammates. The participatory design sessions were vital to 
uncovering this portion of the design recommendations, as 

Table 2   Participatory design session I

Session Gender Age Occupation Ethnicity

1 Woman 34 Cyber security American Indian
1 Man 33 Cyber security Asian
1 Man 29 Network engineering White
1 Man 33 Software development White
1 Man 33 Cyber security White
2 Woman 67 Insurance sales White
2 Woman 27 Graduate student White
2 Woman 26 Graduate student White
2 Man 27 Software development White
2 Man 69 Electrical engineering 

(Ret.)
White

2 Woman 66 IT project management 
(Ret.)

White

2 Man 33 Copyright design White



Cognition, Technology & Work	

they allowed the participants to think through situations and 
interaction methods beyond what was presented in the exper-
iment. Indeed, as we will show in the following sections, 
the sessions revealed several important considerations for 
designing an explainable AI teammate with differing levels 
of autonomy and explanation.

4.2 � Results

The participatory design sessions provided two main arti-
facts for analysis: the Jamboards, shown in Figs.  6 and 
Fig. 7, and session transcripts that both help answer the 
three DQs presented to the participants. DQ1 and DQ2 are 
nested under the study’s RQ1 and DQ3 under RQ2. While 
the experiment provided some significant data for answer-
ing RQ1, it provided no significant data in terms of RQ2. In 
contrast, by not specifically probing the participants about 
autonomy level, the participants brought it into their dis-
cussions and provided us with ample data that addressed 
RQ2. From the data collected between the two sessions, we 
identified seven main themes that the participants agreed 
upon in regard to the three design questions. In this section, 
we will use the participants’ written and verbal comments 
to illustrate these themes in detail.

4.2.1 � DQ1: Explanations of confidence and situation

Both sessions first focused on the what aspect of AI expla-
nations or the main contents that human teammates would 
need an AI teammate to explain to them. Two main themes 
emerged from the PD sessions as the most important for an 
AI teammate to explain: 1) the decision logic behind and the 
confidence in the AI teammate’s decisions; and 2) contents 
(i.e., terminologies, situation description) that help align 
teammates’ knowledge and understanding of the shared task 
and situation.

Early in both sessions, participants expressed the desire 
to see the logic that an AI teammate used to make a deci-
sion, believing that it was far more important for the AI to 
explain the logic path behind its decisions, as opposed to 
what specific tasks it was doing:

"I’m primarily concerned with the specific data points 
that the AI used to make a determination, as well as the 
logic that it used" (Male, 27, Software Development).

"I would want a step-by-step indicator of the logic" 
(Female, 26, Graduate Student).

As the participants explained above, explanations of the AI’s 
logic path would show the team that the AI possessed the 

Fig. 6   Participatory design session 1 Jamboard. This session was 
much more talkative, and the notes were more constructed after the 
fact. Participants emphasized the importance of building trust and 

competence in an AI through increased explainability early on in its 
incorporation into the team
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proper data points to be confident in its decision. This ele-
ment of confidence became an essential topic of discussion 
that participants reiterated throughout the sessions as the 
concept of AI autonomy levels came into play. Participants 
desired for the AI to explain its confidence in its decision 
through some form of a visual indicator and associate confi-
dence level with the AI’s autonomy level. As the participant 
details in the following quote, she would be more comfort-
able with an AI operating at a high autonomy level when she 
can see that its confidence level is high:

"In cases where something is very routine, or where it’s 
something new for the AI, going back to the confidence 
indicator mentioned, it has a set point, some number 
as configured of confidence, then it can go ahead and 
do it, and just report the outcomes" (Female, 66, IT 
Project Management).

It would help people understand and dynamically adjust 
whether or not the AI was or should be operating at the 
appropriate autonomy level if it was able to explain its deci-
sions in terms of confidence levels. For instance, if an AI 
teammate was operating at a high autonomy level during 
routine operations and it encountered a new situation in 
which its confidence level in its decision logic dropped, an 
explanation of its now lower confidence would communicate 

to the team that it should be operating at a lower autonomy 
level because human might want to oversee and intervene in 
its less confident decisions.

Another important aspect of explainability is that it serves 
to ensure a shared understanding. For instance, explana-
tions provided to the team should allow team members to 
align their use and understanding of the meanings of the 
terminologies:

"I really want to make sure our words are similar for 
execution because words are really important, and I 
want us to be on the same page" (Female, 34, Cyber 
Security).

Indeed, one term could have various meanings depending 
on the context and disciplinary background. Reversely, 
individuals from different backgrounds might use different 
words or terms to mean the same thing. Not sharing the same 
vocabulary will lead to miscommunication, hindering team 
effectiveness and efficiency. The need for shared terminol-
ogy is all the more crucial to generating shared understand-
ing, especially within multi-functional multi-disciplinary 
teams. Participants wanted the AI to not only explain the 
terms themselves used to accommodate team members who 
are not familiar with the terms but also be able to detect 
and explain those used by human team members. The above 

Fig. 7   Participatory design session 2 Jamboard. This group of partici-
pants spent a lot of time getting their thoughts on the board before the 
discussion. This group emphasized the importance of the adaptability 

of the AI teammate in terms of changing its explainability and auton-
omy based on risk and team experience
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participant used the example of a "computer security sur-
vey." While a survey means an examination for computer 
scientists, psychologists immediately associate it with ques-
tionnaires. To quickly align team members’ understanding of 
what actions the AI intends to perform with the survey, the 
AI needs to account for all the team members’ knowledge 
and background in its explanation.

In addition to aligning team members’ understanding of 
terminology, participants emphasized the importance of 
aligning team members’ awareness of their shared task and 
situation through AI’s explanation:

"It provides everyone else with awareness about 
what’s going on so that they can make their own analy-
sis" (Male, 27, Software Development).

In discussing the needed level of explanation and auton-
omy, the above participant desired the AI to align every-
one’s understanding and awareness of their shared situ-
ation such that the human teammates can leverage the 
information and explanation provided by the AI to make 
their own analysis and judgment to check against that of 
the AI’s. The greater awareness the AI’s explanation pro-
vides human teammates, the better and the more efficient 
the latter could give their "informed" input to the AI’s 
decisions and actions.

4.2.2 � DQ2: Communication through existing channels 
and norms

Next, the session conversations turned toward how AI team-
mates should provide explanations to teammates. These con-
versations revealed the need for seamless integration of the 
AI explanations into the team via existing communication 
platforms and channels (without creating a new one) while 
its communication style and modality fitting into the team 
(or organizational) culture:

"Whatever kind of thing the rest of the team is cur-
rently collaborating on, the ability to seamlessly kind 
of add that to whatever the AI reports on" (Female, 34, 
Cyber Security).

Participants felt that an important aspect of the AI being part 
of the team, as opposed to just a tool used by the team, is that 
it communicated in line with the communication methods 
the team itself uses. The examples of a team Slack channel 
and Skype were both mentioned in this regard. Similarly, 
participants explained that the formal explanations of an AI 
teammate’s action should also align with how human team-
mates document their actions. Within the context of the ses-
sion scenario, participants suggested that the AI submit its 
explanations to whatever ticketing system the campus uses 
for its IT issues:

"Whatever recommendation that the agent may have 
is submitted directly into the ticketing system, so that 
way as you approve it and stuff, it’s logged in the same 
fashion as everybody else’s work" (Male, 33, Cyber 
Security).

"People are used to seeing certain data to make deci-
sions, and they are used to seeing the data in a certain 
form" (Male, 33, Copyright Design).

What both of these participants further emphasized in these 
quotes and discussion is that mainly when AI teammates are 
at lower autonomy levels and need humans to make a formal 
decision based upon their explanations, the recommenda-
tions and requests to act need to be submitted in the same 
format and via the same platform the team uses to consider 
all of its decisions. In this way, teammates can assess and 
make good decisions in the same manner they do for their 
personal tasks.

In addition to AI explanations integrating into team plat-
forms, participants also emphasized the importance of AI 
explanation methods to fit into team culture:

 "I feel like the way that the AI is presented with this 
team should be in conjunction with the way the team 
interacts with each other" (Female, 27, Graduate Stu-
dent).

Participants put this into the perspective of the modality of 
team interaction. Teams that meet daily in person would 
respond better to an AI teammate that can communicate 
through a physical platform, a visual or physical interface. 
Teams that communicate primarily through online collabo-
ration platforms would respond best to AI teammates with 
an account and communicate in line with that platform. Most 
importantly, as this participant so aptly summarizes here, is 
that whatever modality the AI utilizes to provide its expla-
nations to the team, it needs to be either a collaborative or 
representative decision:

"It has to be a collaborative decision between you 
and your teammates of like who, what kind of entity 
would I feel most comfortable with having on my team" 
(Female, 26, Graduate Student)

4.2.3 � DQ3: One‑size explanations do not fit all

The third and final design question that participants con-
sidered in the participatory design sessions was under what 
conditions, if any, they would want the explanation types 
of the AI teammates to change. In addressing this question, 
participants were almost all opposed to the idea that an AI 
teammate’s amount of explanation and its autonomy level 
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follow a simple linear relationship; instead, the amount and 
the timing of AI teammate explanations should be based on 
the human teammates’ moment-by-moment need to know. 
As the following participant emphasized, the AI needs to be 
able to make certain assumptions about what its teammates 
already know in order not to overload them with excessive 
and redundant explanations.

"I think that regardless of what the agent is communi-
cating, I think it needs to be very efficient responses, 
not too wordy because that could be a lot as well, so 
I feel like the agent has to assume the user has some 
level of expertise" (Female, 27, Graduate Student)

There’s a trade-off between explaining too much and too 
little. On the one hand, the AI should be as brief as possi-
ble so as to not annoy everyone by explaining every single 
thing it does. Conversely, the AI needs to provide enough 
information and explanation so everyone on the team can 
make proper sense of it. It requires the AI to make accu-
rate assumptions about what its human teammates already 
know to provide an appropriate level of explanation. While 
humans can make relatively correct assumptions about what 
other humans know (Fussell and Krauss 1992), it is yet to be 
configured into the AI to possess such ability.

Additionally, the amount a person knows, and thus the 
amount of explanation needed, depends on various factors 
such as their disciplinary background and experience. The 
AI certainly would not need to explain "NLP" to a computer 
scientist but would need to do so for lay people or someone 
newly onboard. Furthermore, as team members aggregate 
information during their interaction and collaboration, the 
need to explain previously mentioned ideas should decrease. 
Another participant echoed this, stating that repeated over-
explanations by the AI can quickly lead to human frustration:

"You don’t want to have a situation where it asks, and 
I’ve told you once now, and I gave you new ground, I 
told you a second time, and if you ask the same stu-
pid question the third time, you know, I’m going to be 
pissed" (Male, 69, Electrical Engineering).

Another aspect that affected the need for humans to know 
was the risk and complexity of the AI’s task. Participants 
indicated that the higher risk and/or more complex an action 
an AI teammate would take is, the more they would need the 
AI to explain its decision to the rest of the team.

"Explainability increases as both risk and complexity 
of the action increases" (Male, 29, Network Engineer-
ing).

Similar to the idea of the confidence indicator, a value 
should be assigned to the risk associated with a task. With 
higher levels of risk, the AI needs to explain more to the 

team. This aligns with teamwork research that shows the 
need for increased communication between team members 
as task risk increases (Leonard et al. 2004).

As participants considered the third design question, they 
were again asked to consider how AI autonomy level played 
into when and how much explanation is needed, if at all. The 
collective opinions were that in terms of autonomy level, 
textual and written explanations are required to increase as 
an AI’s autonomy level increases. The main reason for this 
is for auditing purposes:

So, you can very easily reconstruct whatever issue 
happened from there, so it makes the entire post-analy-
sis process a lot easier" (Female, 67, Insurance Sales).

Participants discussed the reality that both people and AI 
make mistakes or actions result in unintended consequences, 
so there may be the need to go back and understand an action 
that an AI took, mainly when it operated at a heightened 
autonomy level with less human input into the decision. Ulti-
mately, a human team leader will always be responsible for 
the actions an AI takes under their lead. For this reason, as 
an AI teammate operates with less and less human oversight 
and input, it is even more important that the explanations it 
makes of its actions be made in an auditable, textual man-
ner that its teammates can consult both during and after it 
takes action.

5 � Discussion

In this study, we sought to explore how changes in an AI 
teammate’s level of explainability and level of autonomy 
individually and jointly affect a human teammate’s trust in 
and perception of the AI. To do this, we conducted a WoZ 
experiment in which the participant worked with an AI team-
mate with varying levels of explainability to complete IT 
networking tasks, after which we invited some of the partici-
pants to take part in participatory design sessions to further 
clarify the design implications of the experiment. The dis-
cussion will address that, in regards to RQ1 concerning how 
human teammate perceptions change as AI explainability 
increases, in some teaming situations increasing explainabil-
ity is actually counterproductive to creating a trustworthy, 
competent AI teammate. This is because human teammates 
want AI communications only at appropriate intervals, such 
that they don’t interfere with their own tasks. It will also 
address, in regards to RQ2, how these perceptions change as 
an AI LOA changes, that LOA itself does not affect a team-
mate’s explainability needs. In fact, the explainability needs 
of a human teammate may actually contribute to selecting 
the optimal LOAs for the AI teammate.
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5.1 � Explainability and the need to know

The experiment and the participatory design studies pre-
sented in this paper jointly provide interesting insights into 
how explainability and autonomy levels dynamically influ-
ence human perceptions of their AI teammates and suggest 
important considerations for the information science com-
munity. The 2x2 experiment produced counter-intuitive 
results (e.g., the high explainability agent was perceived as 
less competent and less trustworthy) that required additional 
insight in order to understand why lower explainability AI 
teammates were perceived as more trustworthy and compe-
tent. The participatory design sessions revealed four main 
factors that influence the team’s "need to know," which 
determines the level of explainability needed from an AI 
teammate. These four factors are 1) the AI’s confidence in 
its decision logic, 2) the absolute task complexity and task 
complexity relative to human familiarity, 3) risk, and 4) the 
ability to audit the AI’s explanations.

The idea of a confidence indicator was prevalent in the 
participatory design sessions, most evident in the session 1 
Jamboard shown in Fig. 6. The participants emphasized that an 
indicator of the AI’s confidence in its decision logic can pro-
vide them with an easy and efficient heuristic to trust that it’s 
doing the right thing. This makes sense given the reasons why 
AI teammates are attractive: they can handle large sets of data 
and computational workloads beyond human capability (Duan 
et al. 2019). Because the AI should possess superior processing 
capabilities, it is logical that a human teammate would prefer 
to be told how confident the AI teammate is in its decision 
than having to try to make sense of its explanations of those 
heavy computations, a language barrier that drives other com-
munication needs such as natural language processing (Zhuang 
et al. 2017). This indicator would show a human teammate 
how much input the AI needs from them, and mirrors recent 
HCI research that shows humans desire more explanations that 
help them collaborate better, as opposed to just what the AI is 
doing (Kim et al. 2023).

The second aspect that participants identified as affect-
ing their need to know was task complexity relative to a 
human teammate’s familiarity and experience with the task. 
Research in all-human teams has shown that task complex-
ity heavily influences individual perceptions of teammates 
and intra-team trust (Choi and Cho 2019), and recent stud-
ies into human-robot teams have shown similar degradation 
of trust as the task complexity increases (Krausman et al. 
2022; Zhang et al. 2023). Our study supports a relationship 
between task complexity and the perceptions of teammates 
in human-AI teams. The fact that the task complexity in our 
experiment was not very high made our participants feel that 
the AI teammate with lower explainability was more compe-
tent because a task as simple as this does not require much 
explanation. Additionally, this notion of task complexity 

relative to human teammate’s familiarity and experience 
with the task differs from the absolute task complexity, as 
it must account for an individual’s knowledge and experi-
ence with the task that might differ across teammates and 
can change moment-by-moment. This aligns with current 
HCI research showing that the role AI plays in supporting a 
human should consider user expertise and task complexity, 
and intelligent systems need to be capable of discriminating 
between different users (Buckland and Florian 1991). As our 
participants pointed out, a thorough explanation is desirable 
only for the first time it is needed; it becomes annoying and 
even detrimental to the team dynamic if the AI repeatedly 
explains the same thing regardless of whether it is needed or 
not. However, newer teammates or newer tasks require more 
explanation from the AI teammate, as the human teammates 
are still trying to understand what and why the AI is doing 
something under these new conditions and, consequently, 
how its actions affect the actions they themselves are taking. 
This is in line with explainable AI research into question-
based explainability, which has shown users of different 
experience levels will have differing explainability needs to 
be based upon questions they are likely to ask (or not ask) 
(Liao et al. 2020). Therefore, the AI teammate’s explain-
ability should be tailored to the human teammates’ moment-
by-moment needs. The more complex the task is to human 
teammates (due to lack of prior knowledge or experience), 
the greater the need to know.

Third, the risk level associated with the task is just as 
important. Participants discussed the risk of the AI agent’s 
actions as a defining factor in the team’s need to know 
because as the risk increases, the actions that an AI team-
mate is taking are more likely to affect the actions of the 
team at large. High-risk actions may bear additional con-
siderations, such as the ethical concern of having too little 
human reason involved in the decision process (Shneider-
man 2020; Tolmeijer et al. 2022). Indeed, risk decision lit-
erature shows that in evaluating decisions made in uncertain 
conditions, two of the most vital questions to ask are 1) what 
are the potential impacts of that decision, and 2) is the deci-
sion ethically good (Ersdal and Aven 2008)? Our session 
participants discussed this in terms of how you would expect 
human teammates to pause and take extra care to explain to 
the team and their leaders what and why they intend to do 
something in a high-risk situation. The riskier the decision, 
the more explanation and consideration it requires.

The fourth factor that affects the team’s need to know 
is the ability to return to and audit an AI agent’s expla-
nations. In discussing how teams would need to receive 
explanations from an AI teammate at different autonomy 
levels, the participants repeatedly returned to the idea of 
integrating the AI’s explanations into the team’s existing 
communication and auditing platforms, particularly in 
design session two, shown in Fig. 7. In the sessions, there 
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was often a tug of war between participants in not want-
ing to be distracted by their AI teammates and not trust-
ing them to always make the right decision. This clash 
was fueled by the reality that if an AI teammate makes a 
wrong decision or the team performs poorly, then at the 
end of the day, it is the human teammates who will be 
held responsible. This concept of human accountability 
is widely considered the first principle of AI ethics (Lim 
and Kwon 2021). Thus, there is a requirement for human 
teammates to understand what and why an AI teammate 
made certain decisions not only before but also during 
and after the fact. Participants explained that the easier 
these explanations are to review and audit, the more com-
fortable they would be with a more autonomous team-
mate. This concept can be considered an extension of 
the auditing processes placed on human employees/team-
mates to decrease insider threats (Colwill 2009). Organi-
zations require humans to document and explain their 
actions in a recordable format, such that if there is a ques-
tion of their trustworthiness or recklessness, teammates 
and superiors can review those explanations of actions. 
Likewise, it would be prudent to enforce similar auditing 
mechanisms for autonomous teammates. This reinforces 
previous HCI research that has established the need for 
traceability of an AI agent’s decisions in order to ensure 
there is proper accountability for any repercussions of its 
actions (Lim and Kwon 2021).

This desire to receive communications only at certain 
times helps explain our experiment results, where our par-
ticipants actually rated the low explainability agent as 
more trustworthy and competent. As the AI provides more 
explanations to a human teammate during a team task, it 
appears to want more human input into its actions. Thus, 
even though participants would like to be able to review 
the AI teammate’s actions, its constant communications 
decrease its apparent independence. The factors identified 
above may be key to helping to resolve this issue, as they 
identify the most important times and types of explana-
tions that AI teammates should provide. Targeted, adap-
tive explanations promote trust in the AI by providing 
reasoning to human teammates when they need it most, 
without overloading or annoying them with information 
unrelated to their own team role. Combined, these four 
factors represent the team’s need to know an explana-
tion from an AI teammate in media res (in the middle of 
things). This need to know can also be used to inform the 
optimal levels of autonomy for an AI teammate, as we 
will describe in the following design recommendations.

5.2 � Design recommendations

We will now present two important design recommendations 
that should be incorporated into the future development of 

AI teammates. The first of these recommendations focuses 
on the concept of adaptive explainability based on a team’s 
need to know. The second recommendation is that AI team-
mates can operate at higher LOAs when certain explain-
ability conditions are met.

5.2.1 � AI teammates should exhibit adaptive explainability 
based on their team’s need to know

The first recommendation derived from the results of these 
studies is that AI teammates need to assess a task’s com-
plexity and risk level and use these values to determine the 
team’s need to know. This need to know, as discussed in the 
previous section, determines the level of explainability the 
AI teammate provides over time. In terms of the scenario 
utilized in the participatory design sessions, the AI team-
mate could read an incident ticket submitted to the team 
and determine how complex its response actions would need 
to be and the risk level of negative impacts to the campus 
network of those actions. Using a predefined decision matrix 
to aggregate the values (as suggested by one of our par-
ticipants), the AI teammate, going into the incident, would 
know the appropriate level of explainability to provide to 
its teammates in responding to this specific incident ticket. 
Additionally, the AI’s user interface should display a visual 
indicator of this aggregated complexity-risk value. This 
informs the rest of the team what level of explainability to 
expect from their teammate over the course of the task. For 
instance, if the way the team interacts with the autonomous 
teammate is over a team chat channel, there could be an 
explainability icon next to its avatar indicating this value. 
This recommendation has several implications for the HCI 
community, particularly in regard to AI interface design. 
This recommendation specifically charges AI designers to 
create interfaces that allow for side-by-side displays of AI 
explanations with this complexity-risk value.

5.2.2 � AI teammates should have higher autonomy 
when they can provide high levels of written, archival 
explainability

When AI teammates possess lower levels of autonomy, 
human teammates have more time to consider and process 
the explanations, ask for more details if necessary, and take 
notes of the explanations as needed. In other words, there 
is ample time for humans to understand why their AI team-
mate is doing something and how that is going to affect 
the team. When AI teammates operate with higher levels 
of autonomy, the time to understand the AI’s decision is 
shortened, and teammates may need to go back and consult 
those explanations during or after a task. These explana-
tions are key to providing a degree of accountability over 
the AI (Raji et al. 2020). For this reason, written, archival 
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explanations can allow AI teammates to operate at higher 
levels of autonomy because their explanations are available 
to the team for an extended period of time. An example of 
this within this study’s context would be if the AI provides 
explanations to the team through an online ticketing system. 
When the software agent is connected to a network and able 
to submit these explanations to the system as it conducts its 
actions, it could possess higher levels of autonomy because 
the rest of the team is able to consult the explanations in the 
system at any time. If the autonomous teammate is deployed 
on a computer system that is not currently connected to the 
network and can only communicate through a chat resident 
on that volatile system, it would need to operate at a lower 
level of autonomy, as the longevity of its explanations likely 
depends on the awareness and note-taking of one of its team-
mates. In this way, the ability of the autonomous teammate 
to provide archival explanations serves as a guiding factor 
in determining its optimal autonomy level(s). For the HCI 
community, this is an important design recommendation that 
requires organizations to consider not only the tasks that 
an AI teammate will perform but also when and where it 
will perform them. AI utilized for more than one team or 
operating environment may need to be capable of commu-
nicating on several platforms, such that it can be adjusted to 
use whichever method is preferred by the team at the time. 
It would then also need to be able to be deployed at multiple 
levels of autonomy, based upon the types of explanations 
selected.

5.3 � Limitations and future work

The research presented in this paper has limitations that 
should be considered when interpreting these results. First, 
the autonomous teammate with whom our participants inter-
acted during the experiment communicated purely over text. 
The cognitive effort to process the textual explanations may 
be greater than that to hear the explanations using audi-
tory methods. Future research should further explore the 
effects of different forms of explanations, such as auditory 
and pictorial, as research shows that there are significant 
advantages to using explanation methods that cater more 
specifically to individual learning needs (Wolf and Ringland 
2020). Second, our studies involved only one autonomous 
teammate, and it will be important to assess how different 
team compositions of more autonomous and human team-
mates affect how humans perceive the explanations of their 
autonomous teammates, as human-AI teaming research has 

already shown that team composition affects a variety of 
teaming factors (Schelble et al. 2022a). For instance, while 
consulting multiple text explanations from a single AI team-
mate may be helpful to the team, three providing real-time 
textual explanations may overwhelm the team’s cognitive 
capabilities while focusing on their own tasks, a further fac-
tor to consider in equipping agents with adaptive explain-
ability. In terms of our participants, it is worth noting that 
our participatory design sample contained only two ethnic 
minorities, thus presenting a largely white perspective on 
the questions. A more diverse pool may present additional 
important findings. Finally, the experiment and design ses-
sions in this paper focused on a singular, relatively low-risk 
task and environment. Because the results of this study 
indicate that task complexity and risk have a lot of bearing 
on optimal explainability levels, it will be important that 
the community studies the effects of varying task and risk 
complexity.

6 � Conclusion

As humans and autonomous agents collaborate and work 
more independently as teammates, the explanations that 
autonomous agents provide to their human counterparts 
become more and more critical. In this study, we showed 
that the level and type of explainability an artificially intelli-
gent agent provides significantly affect the team’s perceived 
competence and trust in that agent. Counter-intuitively, the 
participants in our teaming scenario perceived the AI agent 
with a lower level of explainability as more trustworthy and 
competent than one with a high level of explainability. Our 
participatory design sessions helped explore this paradox 
and guided our creation of two crucial design recommenda-
tions for the HCI community concerning the details, fre-
quency, and modality of AI explanations centered on the 
unique concept of adaptive explainability. These recom-
mendations enable the information science community to 
model and design adaptable AI agents that humans can per-
ceive as capable, trustworthy teammates at varying levels 
of autonomy.

Appendix A

Data analysis of the significant effects of AI explainability 
level (Figs. 8, 9, 10, 11, 12 and 13). 
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Fig. 8   F statistics for trust 
model

Fig. 9   Pairwise comparisons of 
explainability levels on trust in 
the AI

Fig. 10   Effect of explainability 
levels on trust in the AI

Fig. 11   F Statistics for compe-
tence model

Fig. 12   Pairwise comparisons 
of explainability levels on per-
ceived competency of the AI
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