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Abstract
The stability of tower foundation slopes is an important factor to maintain the operation of a power system. However, it 
is time-consuming and expensive to evaluate tower foundation slopes one by one due to the large area. The aim of this 
study is to investigate the performance of CNNs with different architectures and training options for transmission tower 
foundation landslide spatial prediction (LSP) by Bayesian optimization. Accordingly, fourteen influencing factors related 
to landslide evaluated by gain ratio technique are considered and 424 historical landslide locations in Luoding and Xinyi 
Counties (Guangdong Province, China) are randomly divided into 80% for training and 20% for testing the CNNs. The CNN 
performances are investigated by permutating and combining different numbers of convolutional layers, pooling layers and 
learning rate strategy. In 59 Bayesian optimized cases, three conclusions are drawn: (a) the CNNs yielded the best result with 
3 convolution layers, (b) the CNN without a pooling layer performs best, and (c) a piece-wise decay learning rate strategy 
yields better performance. Meanwhile, the excellent performance of the CNN obtained by Bayesian optimization  (CNNB) 
has also been validated by comparisons with gravitational search optimization algorithm and other landslide spatial models, 
which indicates that  CNNB can be applied to generate the susceptibility maps for locating transmission tower foundations in 
high landslide susceptibility zones and reducing the impact of landslides on power supply by taking measures in advance.

Keywords Convolutional neural networks · Bayesian optimization · Landslide susceptibility map · Geographic information 
system · Transmission tower foundation

Introduction

The landslide assessment of the transmission tower founda-
tions is a critical issue to ensure the construction and stable 
operation for power systems (Zhou et al. 2022). However, 
landslide assessment for tower foundations is a complicated 
task that involves the sciences of geotechnics, geomorphol-
ogy, hydrology, and statistics (Liu et al. 2020). Although 
the method of establishing a physical model to evaluate 
the stable state of a foundation slope is reliable (Jiang et al. 
2018; Wang et al. 2019a), it is only suitable for the small 
research area or a single slope (Park et al. 2019). Since it is 
time-consuming and expensive (Lee et al. 2013), using the 

physical models to evaluate slope stability widely is a chal-
lenge. As the result of LSP, the landslide susceptibility map 
(LSM) can solve these problems.

A LSM is a way of expressing the susceptibility indices of a 
landslide in a region. The generation model of the LSM takes 
the factors that lead to landslides as the input, and the spatial 
distribution of the susceptibility indices of a landslide as the 
output. Recently, many models for generating an LSM are 
proposed. For example, data statistical models (e.g., entropy 
data mining model (Chen et al. 2017), Dampster-Shafer model 
(Chen et al. 2016) and frequency ratio model (Kayastha 2015)) 
and machine learning models (neuro-fuzzy model (Oh and 
Pradhan 2011), artificial neural networks (ANNs) (Tian et al. 
2018b), random forest (Sun et al. 2020) and decision tree (Guo 
et al. 2021)). These methods can help engineers to obtain an 
LSM. However, these methods cannot extract critical infor-
mation from the landslide influencing factors, especially, the 
machine learning methods are prone to overfitting, making 
it difficult to improve the prediction accuracy (Wang et al. 
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2019b). Each of the previously mentioned models for LSM has 
its disadvantages and advantages, which are shown in Table 1.

To address the above problems, deep learning models have 
received more attention. Unlike the previously mentioned 
approaches, it is a non-linear tool that extracts the key fea-
tures from the input data (Lecun et al. 2015). In many fields, 
the accuracy and objectivity of deep learning models can be 
achieved or exceed the level of human experts (Krizhevsky 
et al. 2017). Among deep learning models, convolutional neural 
networks (CNNs) have a remarkable ability to solve the prob-
lem of pattern recognition (Anwer et al. 2018). CNNs have been 
also applied to the prediction task of LSMs (Azarafza et al. 
2021; Nikoobakht et al. 2022). However, it is time-consuming 
and impractical to use the enumeration method to try the com-
binations of model parameters in a specific range for generating 
the LSMs (Hakim et al. 2022). Hence, many existing studies 
are more focused on comparing the impact of different models 
on the accuracy (Sun et al. 2020).

A suitable CNN model plays a decisive role in the predic-
tion result (Lee et al. 2018; Wang et al. 2019c). In order to find 
suitable CNN hyperparameters, Ezzat et al. (2021), for exam-
ple, used the gravitational search optimization to find suitable 
CNN hyperparameters for diagnosing COVID-19 from chest 
X-ray images. Kim et al. (2020) applied the harmony search 
(HS) algorithm to improve performance of a 1D CNN in human 
respiration pattern recognition. Hakim et al. (2022) applied the 
CNN model that is obtained by the grey wolf optimizer to the 
LSM prediction. In fact, a few studies have shown the disad-
vantages of these methods. For example, the HS algorithm is 
not efficient enough in performing local search in numerical 
optimization and is sensitive to the parameter settings (Yi et al. 
2015). The grey wolf optimizer is prone to fall into local opti-
mums and has slow convergence speed (Xie et al. 2020). To 

overcome these drawbacks, Bayesian optimization algorithm 
is proposed in this study to rapidly search suitable CNN hyper-
parameters and training options in prediction of LSMs. Fur-
thermore, this study explores the performance of CNNs with 
different frameworks in LSP and applies the LSP technique to 
the stability evaluation of tower foundation slopes.

Therefore, taking the Luoding and Xinyi counties (Guang-
dong province, China), which has experienced various landslide 
hazards in recent decades, as the study area, this paper combines 
the LSP technique with the big data of transmission tower loca-
tions and investigates the regularity of CNN performance on LSP 
by permutating and combining its key layers based on Bayesian 
optimization for the first time. And the LSM predicted by the 
optimized CNN is used to evaluate the stability of transmission 
tower foundation slopes on large scale and provide the suitable/
unsuitable geological, geographical and environmental situations 
for the tower construction in the study area. Specifically, the goals 
of this paper mainly include the following: (a) determining the 
best CNN hyperparameters and training options using Bayesian 
optimization algorithm, (b) applying the optimized CNN to gen-
erate LSMs, (c) analyzing model performance, and (d) evaluating 
the stability of transmission tower foundations in the study area.

Materials

Study area

The study area is located in Luoding and Xinyi counties, 
which is a mountainous region of Guangdong Province, 
China, extending between 22° 11′ N and 22° 57′ N latitude 
and 110° 40′ E and 111° 52′ E longitude and covering an 
area of approximately 5408  km2. The altitude of the study 

Table 1  Some advantages and disadvantages of models previously used for LSM

Method Advantage Disadvantage

Entropy data mining model (Chen et al. 2017) Ability to use variable quantitative and qualitative data Limited problem-solving ability
Dampster-Shafer model (Chen et al. 2016) Powerful visual display of variables and relationships 

between them in a system
Limited transferability in different 

study areas
Frequency ratio model (Kayastha 2015) The calculation principle is simple, and the factors weight 

affecting the occurrence of events is stable
Limited transferability in different 

study areas and low accuracy
Neuro-fuzzy model (Oh and Pradhan 2011) Automatic generalization ability to generate fuzzy rules and 

fuzzy sets to a predetermined precision level
Expert knowledge that needs to be 

preset in advance
ANNs (Tian et al. 2018b) Ability to handle data regardless of the measurement scale Difficulty of network training and 

getting stuck at local maximums
Random forest (Sun et al. 2020) Ability to provide the importance of features after training 

and facilitate factor evaluation
Time-consuming calculations

Decision tree (Guo et al. 2021) High accuracy for small-size data samples with high-
dimensional feature space

The calculation costs grow 
exponentially as the problem 
gets bigger

Accumulation of layer errors
CNN with grey wolf optimizer (Hakim et al. 2022) Strong robustness

Easy handling the high-dimensional input data
Prone to fall into local optimums 

and has slow convergence speed
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area is high in the middle. And the mountainous area exceeds 
50%. According to data from the National Meteorological 
Center of China (http:// data. cma. cn/), the average monthly 
rainfall in the study area from 1960 to 2019 is 136.43 mm. 
Usually, the rainy season is from April to September in every 
year, accounting for more than 75% of the annual rainfall.

The geological conditions of the study area can be viewed 
from three aspects: stratum rocks, igneous rocks and meta-
morphic plutonic intrusion rocks. The stratum is mainly 
composed of Jixian-Qingbaikou System (silica biotite schist, 
plagioclase, etc.), Quaternary (gravel, clay, silt, etc.) and 
Carboniferous (sandstone, shale, dolomite, limestone, etc.). 
Igneous rocks are mainly composed of plutonic acid igneous 
rocks (mixed granites). The metamorphic plutonic intrusion 
rocks are mainly granite.

Landslide inventory map

Landslide inventory is a basic but essential tool for landslide 
hazard management, representing a fundamental base of 
knowledge on the spatial distribution of existing landslides 
(Tian et al. 2018a). The locations, scales, and directions of 
the historical landslides in this paper are mainly obtained 
from the report of the Guangdong Provincial Geological 
Environment Monitoring Station of the China Geological 
Environment Monitoring Institute (Li et al. 2012). Finally, 
the locations of landslides are collected and stored in the 
geographic information system (GIS) database. Therefore, a 

total of 424 landslide locations are collected from the study 
area. Landslides in the study area can be divided into small-, 
medium-, and large-scale according to their volume. Most of 
landslides are medium-scaled (less than 1,000,000  m3) and 
small-scaled (less than 100,000  m3), accounting for more 
than 90% of the landslides. Furthermore, in order to allow 
the CNN models to learn the features of the non-landslide 
locations, 424 locations that are less prone to landslides are 
also randomly selected in the study area. Additionally, a total 
of 1658 transmission towers in the study area are found in 
https:// www. opens treet map. org/. And the landslide inven-
tory map of the study area is shown in Fig. 1.

Preparation of influencing factors

The selection of landslide influencing factors is particularly 
important for landslide susceptibility mapping. According 
to Reichenbach et al. (2018), a total of 596 factors are found 
to assess landslide susceptibility from 1983 to 2016, and the 
average number of factors used in each model is 9. Besides, 
the selected landslide influencing factors should be measur-
able, operable, uneven, complete, and non-redundant (Ayalew 
and Yamagishi 2005). In addition, some studies (Aditian et al. 
2018; Chang et al. 2020; Huang et al. 2020b) have shown that 
the number of factors between 4 and 12 are suitable for LSP. 
Therefore, 14 factors (Table 2) are selected as the input of LSM 
prediction in the study area, including altitude, aspect, distance 
to faults (m), distance to rivers (m), distance to roads (m), land 

Fig. 1  Landslide inventory map of Luoding and Xinyi counties
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use, lithology, normalized difference vegetation index (NDVI), 
plan curvature, profile curvature, rainfall (mm/month), surface 
roughness (standard deviation of the slope, SDS), slope (°), 
and topographic wetness index (TWI). Except the influenc-
ing factors of land use, lithology, and aspect, which are dis-
crete variables, the rest are continuous variables. In order to 
standardize the input form, these landslide influencing factors 
need to be processed (Guo et al. 2021). Categorical variables 
are generally classified according to the heuristic classifica-
tion of the related thematic information (Calvello and Ciurleo 
2016). For numerical variables, it can be classified according to 
natural breaks method, which has been suggested for data with 
jumps (Calvello and Ciurleo 2016; Chen et al. 2017). Finally, 
the landslide influencing factor datasets are resampled to 30 m 
resolution raster (Fig. 2).

Evaluation of influencing factors

The selection of features is important for the prediction of 
LSMs (Guo et al. 2021). Redundant features will interfere the 
recognition ability of a model, reduce the generalization ability, 
and increase the operation time (Zhou et al. 2021). In order to 
prove the validity of the selected landslide influencing factors or 
eliminate irrelevant factors to improve the predictive ability of 
the model, the gain ratio (GR) technique (Dash and Liu 1997) 
is adopted in this paper. When the GR of a factor is less than 
or equal to zero, it is considered irrelevant to the landslide and 
should not be used as the input of the model. The mathematical 
calculation of the GR is introduced in the following context.

Let pk be the probability of event occurring (either land-
slide or non-landslide) and the n be the number of events, 
with the information entropy before splitting the factor into 
several classes is:

where D is the total set of a factor (e.g., altitude, slope), and 
the Di ( i = 1, 2,… , q ) is the subset of D after splitting the 
factor. The q is the number of classes (e.g., q = 6 in altitude, 
q = 9 in slope). Then, the information gain of each factor is:

where ai is the number of samples (either landslide or non-
landslide) in a class, and b is the total number of samples. 
And the split information of a landslide influencing factor is  
computed as follows:

Finally, the GR of the factor is calculated by the follow-
ing formula:

(1)Ent(D) = −
∑n

k=1
pk log2 pk

(2)Gain(D) = Ent(D) −
1
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Fig. 2  Thematic maps of the study area. a Altitude, b aspect, c land use, d lithology, e distance to faults, f distance to rivers, g TWI, h distance 
to roads, i plan curvature, j profile curvature, k rainfall, l NDVI, m SDS, n slope
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Methodology

CNN

Convolutional neural networks (CNNs) are non-linear tools 
that can automatically extract key features from large amounts 
of data (Lin et al. 2022). They are often used as a prediction 

(4)GainRatio(D) =
Gain(D)

SplitInfo(D)

model in LSM tasks (Hakim et al. 2022; Thi-Ngo et al. 2021; 
Wang et al. 2019b). In LSP, the input of a CNN is the land-
slide influencing factors, and the output is the landslide (posi-
tive class) and non-landslide (negative class) labels.

Optimization of CNN hyperparameters and training options

The hyperparameters of a CNN and training options (tar-
get variables) can significantly affect the prediction results, 
thus selecting the appropriate parameters is a challenge. In 
this paper, Bayesian optimization is chosen to obtain the 

Fig. 2  (continued)
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CNN hyperparameters and training parameters. When the 
objective function is not differentiable, Bayesian optimi-
zation algorithm has extraordinary performance in a short 
time. The optimization process mainly includes the follow-
ing context.

The prerequisite is assumed that the relationship between the 
target variables and error rate of the validation data set belongs 
to the Gaussian process (Garrido-Merchán and Hernández-
Lobato 2020), (a) then the original distribution is modified by the 
responses of the input (i.e., the target variable Xi =

{
xi1, xi2,…

}
 ) 

and output (i.e., the results Yi =
{
yi1, yi2,…

}
 ). The mathemati-

cal expression can be represented by formula 6:

where p(�|X, y) is the unknown distribution (previous dis-
tribution), p(�) is corrected distribution (posterior distribu-
tion), p(y|X, �) is the likelihood estimate of the sample, and 
p(y|X) is the probability distribution of the sample results.

(b) The points other than the previous sample points (i.e., 
Xi ) will be selected as the input for the next iteration to obtain 
detailed distributions or explore unknown distribution areas. 
If the conditions (error rate of the validation set and the maxi-
mum number of optimization iterations) are not satisfied, the 
program will go back to step b, otherwise output the target 
variable Xi , which is the optimization solution.

CNN architecture optimization

Furthermore, in order to explore the impact of increasing the 
number of convolutional layers and pooling layers in a CNN 
on the prediction performance, this paper uses a total of 5 
convolution blocks (including a convolutional layer and relu 

(6)p(�|X, y) =
p(y|X, �)p(�)

p(y|X)

layer) and pooling blocks (max pooling layer) to perform 
permutations (Fig. 3).

Table 3 summarizes these hyperparameters and their 
search spaces. The convolution blocks and the pooling 
blocks are arranged and combined, and a total of 59 cases 
are obtained. Meanwhile, in the comparison of learning rate 
strategies, the piecewise decay (PD) learning rate strategy 
will be optimized first. Then, five best CNN architectures 
selected among the optimization results will be trained with 
the constant learning rate strategy under the same other con-
ditions (for example, the hyperparameters and their search 
space). Finally, the model with the maximum area under the 
curve (AUC) value is selected from the optimization results 
as the prediction model of the LSM in this paper.

Accuracy measures

Receiver operating characteristic (ROC) curve is a standard 
technique for the performance evaluation of landslide pre-
diction methods (Bradley 1997). It is produced by plotting 
the true positive (TP) rate against the false positive (FP) rate 
at various threshold values. Moreover, the AUC measure has 
been widely used to quantitatively evaluate the performance 
of LSM approaches (Reichenbach et al. 2018). Specifi-
cally, the AUC of a model is classified to 0.5–0.6, 0.6–0.7, 
0.7–0.8, 0.8–0.9, and 0.9–1 to represent poor, average, good, 
very good, and excellent performance (Thi-Ngo et al. 2021).

In addition, the landslide frequency ratio (FR) can be used 
to evaluate the performance of the model even if the landslide 
susceptibility zone in a LSM are varied (Guo et al. 2021). The 
mathematical expression of the FR is shown as follows:

(7)FR =
LAi∕TLA

Ai∕TA

Input data
(14 �� 1)

altitude

slope

aspect

plan curvature

profile

curvature

SDS

TWI

land use

rainfall

NDVI

lithology

distance to 

rivers

distance to 

roads

distance to 

faults

conv + relu
.
.
.

Fully connected 

layer

Landslide
dropout 

layer

Sub block 1 max pooling 

layer

(presence or 

absence)

Block 1

. . . conv + relu

Sub block k max pooling 

layer

(presence or 

absence)

Block k

Non landslide

. . .

Fig. 3  The CNN model before optimization, k = [1, 5]
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where Ai and LAi are the area and landslide area in each 
susceptibility zone, while TA and TLA are the total area and 
total landslide area in the study area. The FR index also 
considers the relationship between the landslide area and the 
susceptibility zone in different grades, which indicates the 
reasonableness of a model to predict the susceptibility zone.

The procedures of generating LSMs

The procedures of generating LSMs mainly contain follow-
ing steps:

(a) The landslide inventory in the study area is produced, 
including the query of historical landslide data and 
the use of satellite remote sensing images for location 
proofreading.

(b) Landslide influencing factors of 424 landslide samples 
and 424 non-landslide samples are extracted by using 
ArcGIS (Environmental Systems Research Institute, 
Inc., Redlands, CA, USA). Then, 80% and 20% of 
samples are randomly assigned as the training set and 
testing set, respectively (Asadi et al. 2022; Nhu et al. 
2020; Xing et al. 2021).

(c) Bayesian algorithm is used to optimize the CNN hyper-
parameters and training options. Meanwhile, the best-
performing parameters will be selected from 59 cases, 
which are obtained by combining different numbers 
of convolutional layers and pooling layers. Then, the 
robustness of the best-performing CNN model is veri-
fied by fivefold cross-validation.

(d) The landslide influencing factors of the study area are 
extracted by using ArcGIS, then input into the best-
performing CNN to obtain the landslide susceptibility 

indices (probability). This step is performed in MAT-
LAB (MathWorks Inc., Natick, MA, USA).

(e) Then, the LSM is generated according to the landslide 
susceptibility indices. And the natural breaks method 
(Chen et al. 2017) is used to classify indices as very 
low, low, moderate, high, and very high.

(f) Finally, the performances of the CNN models are evalu-
ated by accuracy measures.

The overall flowchart is shown in Fig. 4.

Results and discussion

Relationships between landslides and influencing 
factors

The influencing degree of factors can be reflected by the 
evaluators, FR and GR. The FR reflects the landslide fre-
quency in a class of each factor (Table 4). For instance, as 
shown in Table 4, the FR of slope angles from 28° to 65° is 
4.19, indicating that most landslides in the study area occur 
on steep slopes. And FRs in SDS can also reflect similar con-
clusions. In addition, FRs roughly increase with a decreas-
ing distance to faults, rivers and roads, and most landslides 
occur within distances less than 1017 m, 1131 m, and 640 m, 
respectively. In lithology, the H class (Xiaoyunwushan For-
mation, Triassic; the main components are conglomerate, 
glutenite intercalated with black siltstone, and lime shale) 
has the highest FR (3.42), indicating that this characteristic 
have a large impact on landslides. Then followed by class C 
(Liujiang Formation and Kuofeng Formation, Devonian; the 
main components are thin siliceous rock, siliceous mudstone, 

Table 3  Hyperparameters and 
their search space of CNN

The number of convolution kernel channels is the number of channels in the first convblock, and the num-
ber of convolution kernel channels in subsequent convblock is twice that of the previous one
convblock convolution block(s)

Method Group Parameters Range Type

Enumeration CNN architecture Block number [1, 5] Integer
Max pooling layer number [0, 5] Integer

Bayesian optimization CNN hyperparameters Convolution kernel size (height) [1, 6] Integer
Convolution kernel channel [8, 16] Integer
Max pool size [2, 5] Integer
Dropout rate [0.1, 0.7] Real

Training options Initial learning rate [0.001, 1] Real
Learn rate strategies Piecewise 

decay, 
constant

String

Learn rate drop period [1, 10] Integer
Learn rate drop factor [0.1 0.9] Real
mini-batch size [6, 30] Integer
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dolomite), and class D (Pingzheng granulite formation, Feng-
tongkou formation, Lankeng formation and Shapingwan for-
mation, Jixian System-Qingbaikou System; the main compo-
nents are silicic biotite schist, plagioclase amphibole), and 
their FRs are 1.29 and 1.25, respectively.

GR reflects the relationship between influencing factors 
and landslides. Figure 5 shows that SDS and slope contrib-
ute the most to the landslide, and their GR are 0.113 and 
0.103, respectively. The following factors such as distance 
to faults, TWI, land use, lithology, NDVI, distance to roads, 
altitude, and rainfall have GR values between 0.011 and 
0.065. Meanwhile, GR values of some influencing factors 
such as distance to rivers, plan curvature, profile curvature, 
and aspect are less than 0.01 but positive, which means they 
do not decrease the model performance. An additional calcu-
lation also supports this point: the LSM without considering 
aspect, profile curve, or plan curve had an AUC value of 
0.8446, 0.8602 and 0.8511, respectively, which is less than 
that of the map considering these factors (0.8612). In gen-
eral, the topography factors (e.g., SDS and slope) are more 
important for landslides in this study area than the geologi-
cal (e.g., lithology, distance from faults), hydrological (e.g., 
TWI) and environmental ones (e.g., NDVI, distance from 
rivers, rainfall, and land use). Additionally, GRs of all land-
slide influencing factors are greater than zeros, thus they all 
are considered to have positive impact on landslides.

Optimization results and accuracy analysis of CNN 
architectures

The AUC results for the 59 cases obtained by combining 
different numbers of convolution blocks and pooling blocks 
are shown in Table 10. The range of AUC is between 0.8096 
and 0.8631. Figure 6a shows that, in tasks (such as LSP) 
with few input features, the AUC first increases and then 
decreases with the increasing number of the convolution 
blocks for the case with no pooling layer in the CNN archi-
tecture. The AUC reaches the maximum value of 0.8631 
when the number of convolution blocks is 3 (index 6).

In addition, the model performance decreases when pool-
ing layers are used. It can be concluded from the Fig. 6b 
that the AUC decreases when the number of pooling layers 
is increased. It is worth noting that, the best AUC results 
appear in the CNN model without pooling blocks. The func-
tion of the pooling blocks is to extract key features from a 
large amount of information. However, for LSP, when the 
input dimension is small, adding pooling layers may lose key 
features, leading to the opposite of what is expected.

Figure 6d shows the comparison results of different learn-
ing rate strategies. AUC drops when the learning rate strat-
egy is switched from PD to constant. This indicates that at 
the later stage of the model iteration, a small step size is 
beneficial to search for the smaller value in the loss function. 

Fig. 4  Illustration of the methodology in this study
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Table 4  FRs of landslide influencing factors

Factor Class Number of 
landslides

Percentage of 
landslides (%)a  

Number of pixels in 
domain

Percentage of 
domain (%)b  

FRa∕b  

Altitude 3–171 94 22.17 1,822,781 30.21 0.73
171–318 166 39.15 1,688,419 27.98 1.40
318–483 113 26.65 1,277,917 21.18 1.26
483–692 35 8.25 738,901 12.24 0.67
692–993 14 3.30 377,711 6.26 0.53
993–1673 2 0.47 128,623 2.13 0.22

Aspect Flat 0 0.00 11,415 0.19 0.00
North 65 15.33 817,750 13.55 1.13
Northeast 42 9.91 734,758 12.18 0.81
East 33 7.78 700,112 11.60 0.67
Southeast 55 12.97 776,349 12.87 1.01
South 63 14.86 783,090 12.98 1.14
Southwest 43 10.14 721,850 11.96 0.85
West 48 11.32 688,458 11.41 0.99
Northwest 75 17.69 788,663 13.07 1.35

Distance to faults (m)  < 1017 233 54.95 2,542,194 42.13 1.30
1017–2279 108 25.47 1,842,298 30.53 0.83
2279–3907 61 14.39 1,042,670 17.28 0.83
3907–6390 21 4.95 438,299 7.26 0.68
 > 6390 1 0.24 168,892 2.80 0.08

Distance to rivers (m)  < 1131 176 41.51 1,786,165 29.60 1.40
1131–2431 108 25.47 1,637,921 27.14 0.94
2431–3814 83 19.58 1,371,317 22.73 0.86
3814–5533 50 11.79 925,341 15.33 0.77
 > 5533 7 1.65 313,609 5.20 0.32

Distance to roads (m)  < 640 239 56.37 2,616,770 43.36 1.30
640–1431 131 30.90 1,906,915 31.60 0.98
1431–2486 30 7.08 1,062,480 17.61 0.40
2486–4483 21 4.95 386,407 6.40 0.77
 > 4483 3 0.71 61,781 1.02 0.69

Land use Farmland 31 7.31 1,153,806 19.12 0.38
Forest 342 80.66 4,131,636 68.47 1.18
Grass 51 12.03 576,631 9.56 1.26
Water 0 0.00 32,905 0.55 0.00
Residential 0 0.00 138,151 2.29 0.00
Bare 0 0.00 1223 0.02 0.00

Lithology A 1 0.24 579,271 9.60 0.02
B 148 34.91 1,903,079 31.54 1.11
C 11 2.59 121,074 2.01 1.29
D 154 36.32 1,754,678 29.08 1.25
E 45 10.61 687,096 11.39 0.93
F 1 0.24 184,184 3.05 0.08
G 2 0.47 141,153 2.34 0.20
H 5 1.18 20,832 0.35 3.42
I 24 5.66 270,788 4.49 1.26
J 3 0.71 36,772 0.61 1.16
K 30 7.08 328,768 5.45 1.30
L 0 0.00 6657 0.11 0.00
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After comparing the 59 cases, the optimal CNN model has 3 
convolution blocks with no max pooling layer and a piece-
wise decay learn rate in Table 4. The optimal CNN architec-
ture is shown in Fig. 7, and the hyperparameters and training 
options are shown in Table 5.

To elucidate the differences between optimization meth-
ods, the gravitational search algorithm is also applied to LSP. 

Similarly, the results of the 59 cases are shown in Table 11. 
The AUC range is between 0.500 and 0.861, which is wider 
than that obtained by Bayesian optimization algorithm. It can 
be found that, in Fig. 6a, the AUCs obtained by the two algo-
rithms are basically similar. For example, the AUCs increase 
first and then decreases with increasing the number of convolu-
tion blocks (Fig. 6a), and the maximum (0.8612) appears when 

Table 4  (continued)

Factor Class Number of 
landslides

Percentage of 
landslides (%)a  

Number of pixels in 
domain

Percentage of 
domain (%)b  

FRa∕b  

NDVI −0.38 56 13.21 926,757 15.36 0.86

0.08–0.20 80 18.87 1,399,058 23.18 0.81

0.20–0.33 65 15.33 910,094 15.08 1.02

0.33–0.46 55 12.97 796,833 13.20 0.98

0.46–0.59 60 14.15 791,611 13.12 1.08

0.59–0.72 75 17.69 783,162 12.98 1.36

0.72–1 33 7.78 426,837 7.07 1.10
Plan curvature  < -0.36 20 4.72 313,704 5.20 0.91

−0.28–-0.18 95 22.41 1,613,797 26.74 0.84
−0.18–0.10 129 30.42 2,201,743 36.49 0.83
0.10–0.38 148 34.91 1,483,495 24.58 1.42
 > 0.38 32 7.55 421,613 6.99 1.08

Profile curvature  < -0.57 4 0.94 134,496 2.23 0.42
−0.34–-0.26 55 12.97 665,568 11.03 1.18
−0.26 – 0.03 135 31.84 2,336,350 38.72 0.82
0.03–0.30 157 37.03 2,225,845 36.89 1.00
 > 0.30 73 17.22 672,093 11.14 1.55

Rainfall (mm) 1374–1429 18 4.25 652,107 10.81 0.39
1429–1482 48 11.32 792,195 13.13 0.86
1482–1533 49 11.56 753,551 12.49 0.93
1533–1584 64 15.09 767,712 12.72 1.19
1584–1631 216 50.94 2,623,185 43.47 1.17
1631–1706 29 6.84 445,602 7.38 0.93

SDS 1–1.02 43 10.14 3,264,387 54.10 0.19
1.02–1.07 123 29.01 1,675,033 27.76 1.04
1.07–1.14 170 40.09 788,115 13.06 3.06
1.14–1.26 82 19.34 251,362 4.17 4.63
1.26–2.37 6 1.42 43,548 0.72 1.96

Slope (°)  < 6 15 3.54 1,708,702 28.32 0.12
6–13 29 6.84 1,583,568 26.24 0.26
13–20 89 20.99 1,413,807 23.43 0.89
20–28 188 44.34 967,067 16.03 2.76
28–65 103 24.29 349,301 5.79 4.19

TWI 2.28–5.85 201 47.41 1,523,078 25.24 1.87
5.85–8.67 212 50.00 3,268,794 54.17 0.92
8.67–13.75 3 0.71 418,028 6.93 0.10
13.75–19.59 3 0.71 298,119 4.94 0.14
19.59–29.86 5 1.18 514,426 8.52 0.14
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Fig. 5  Gain ratio of each land-
slide influencing factor

Fig. 6  AUC Results from Bayesian optimization and gravitational search optimization algorithm
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there are 3 convolution blocks; the AUCs decrease roughly as 
the number of pooling blocks increases (Fig. 6c); and they 
decrease when the learning rate strategy is switched from PD to 
constant (Fig. 6e). It is worth noting that, as shown in Table 11, 
when increasing the number of convblocks or pooling blocks, 
the AUC obtained by the gravitational search algorithm changes 
drastically. In addition, the CNN model is trained 10 times with 
5 convolution blocks, no pooling blocks, and a PD learning 
rate. The results of the two optimization algorithms are shown 
in Fig. 8, which demonstrates that, compared with Bayesian 
optimization, the gravitational search algorithm makes results 
unstable when the number of target variables increases.

Comparisons show that Bayesian optimization algorithm is 
more stable than the gravitational search algorithm, and the cor-
responding AUC is higher. To demonstrate the robustness of the 
proposed CNN model, a fivefold cross-validation on the model 
of Fig. 7 is further carried out. Table 6 shows that, the average 
accuracy is 0.753 and the average AUC is 0.827 in testing data-
set. AUC (Fig. 10) represents the division of positive (landslide) 

and negative (non-landslide) probability thresholds for all cases 
and the average value of the fivefold cross-validation between 
0.8 and 0.9 indicates that the model is very good. Besides, the 
classification accuracy rate (CAR) and AUC change in a small 
range and their distributions is relatively concentrated, which 
indirectly proves that the model is stable and not prone to be 
affected by the classification of dataset sets. The CNN model 
established by Bayesian optimization has excellent stability and 
reliability, which can be used for the analysis of landslide sus-
ceptibility in the research area.

The application of CNN‑based landslide 
susceptibility mapping methods

The LSMs of the study area are generated by using 14 land-
slide influencing factors, and the results are shown Fig. 11a 

Table 5  The best-selected parameters

Group Parameters Result

CNN architecture Block number 3
Max pooling layer number 0

CNN hyperparameters Convolution kernel size 
(height)

6, 1, 4

Convolution kernel 
channel

16, 32, 64

Max pool size -
Dropout rate 0.2249

Training options Initial learning rate 0.0059
Learn rate strategy Piecewise decay
Learn rate drop period 2
Learn rate drop factor 0.1462
Mini-batch size 30

Fig. 8  Performance of Bayesian optimization and the gravitational search 
optimization algorithm. Mean of B = mean AUC of Bayesian optimization, 
Mean of G = mean AUC of gravitational search optimization algorithm

Fig. 7  Selected CNN model by 
Bayesian optimization
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and b for the two different algorithms. The landslide suscep-
tibility indices are divided into five classes through classifi-
cation of each pixel using natural breaks method in ArcGIS 
to create five susceptibility classes: very low, low, moderate, 
high, and very high. Comparing the LSMs obtained by the 
two algorithms, the high and very high susceptibility areas are 
basically the same for the two algorithms. The obvious differ-
ence is that the low susceptibility landslide areas of the CNN 
optimized by the gravitational search algorithm  (CNNG) is 
larger than that of the CNN optimized by Bayesian optimiza-
tion  (CNNB), and the very low susceptibility landslide areas 
of  CNNG is small. From the spatial distribution of landslide 
susceptibility classes, the landslide influencing factors of 
slope and distance to faults are critical. On the one hand, the 
high and very high susceptibility landslide areas are mainly 
distributed in the central and western study area with steep 
slopes and close to the faults. On the other hand, low sus-
ceptibility landslide areas are mainly located in the central, 
northeast, and southwest study area with small slope angles 
and far from the fault. It is worth noting that, the importance 
of lithology for landslides is illustrated in Guo et al. (2021), 
which is consistent with the current results. As mentioned in 
Al-Najjar and Pradhan (2021), slope is an important factor in 
landslides, which is also consistent with the current results.

In order to better explain the rationality and capability of 
the optimized CNN model, two other machine learning models 
(back propagation neural network (BPNN) and support vector 
machine (SVM)) and a statistical model (entropy data min-
ing model – Entropy model) are added for comparisons. The 
neuron number of the BPNN is determined by the formula 
n =

√
i + j + k (where i and j are the number of input and 

output of the model, k is an integer from 1 to 10) (Geng et al. 

2018). Finally, the maximum AUC is found when n = 12 . The 
SVM model uses Gaussian kernel function (Aktas and San 
2019). And the search spaces of suitable box constraint and 
kernel scale are from 10−3 to 103 . Finally, the maximum AUC is 
optimized by Bayesian algorithm when box constraint = 972.83 
and kernel scale = 98.822, which are shown in Table 7. And the 
LSMs for different models are shown in Fig. 11.

The LSMs obtained by the five models  (CNNB,  CNNG, 
BPNN, SVM, and Entropy model) are similar, but also dif-
ferent. For example, the high and very high landslide suscep-
tibility areas of LSMs are all distributed in the middle of the 
study area, especially along the canyon in the middle area. 
Meanwhile, low and very low susceptibility areas are in the 
northeast and southwest of the study area. The LSM of the 
Entropy model is different from those of other models. It pre-
dicts the higher-elevation central and southern regions as high 
susceptibility areas, and the west as low susceptibility areas.

The distribution of susceptibility zones and the corre-
sponding percentage of landslides in each level are com-
puted and are shown in Fig. 9. The CNN models exhibit 
superior capabilities. In general, an ideal LSM for transmis-
sion tower foundations should contain fewer high and very 
high susceptibility areas. From this viewpoint, the machine 
learning methods have better performance than the statisti-
cal model. However, in the LSM generated by the Entropy 
model, less landslides occur in the very high susceptibil-
ity areas. Moreover, there are more than 80% of historical 
landslides occurred in the high and very high landslide sus-
ceptibility zones that generated by the CNN-based model, 
indicating that the CNN outperforms the other models. This 
conclusion is also confirmed in the FR results (Table 8). In 
the optimized CNN models by different optimization meth-
ods, the FR of  CNNB in the high and very high susceptibility 
areas are higher than that of  CNNG. This discrepancy indi-
cates that  CNNB is more efficient than  CNNG.

In addition, Table 8 shows that the FRs of the five models 
in the very low and low susceptibility areas are all less than 
1. The FRs increase in moderate susceptibility areas. And 
the FR is greater than 1 in the high and very high suscepti-
bility areas. Especially in the very high susceptibility area, 
the FR of all five models reaches the maximum value. It 

Table 6  The results of 5-fold 
cross-validation

TP and TN are the correctly classified positive and negative classes, respectively. And FN and FP are the 
misclassified positive and negative classes, respectively. CAR = (TP + TN) / (TP + TN + FP + FN)

Order TP TN FP FN CAR AUC 

1 73 59 13 25 0.777 0.824
2 67 64 18 21 0.771 0.863
3 71 55 16 28 0.741 0.802
4 65 65 10 30 0.765 0.860
5 72 49 20 29 0.712 0.787
Mean 70 58 15 27 0.753 0.827

Table 7  Hyperparameters search space and the best results of BPNN 
and SVM

Model Parameters Range Type Best result

BPNN Neuron number [4, 24] Integer 12
SVM Suitable box constraint [10−3,  103] Real 972.83

Kernel scale [10−3,  103] Real 98.822
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is 5.730  (CNNB), 5.225  (CNNG), 3.961 (Entropy model), 
5.723 (SVM), and 5.134 (BPNN), respectively. This reveals 
that the landslide distribution became gradually denser with 
increasing landslide susceptibility levels.

The  CNNB model exhibit superior capabilities. It has the larg-
est FR (5.730) in very high susceptibility areas and smallest FR 
(0.057) in the very low susceptibility areas. Meanwhile, in the 
ROC curve (Fig. 10),  CNNB achieves the highest AUC (0.863), 
while the AUCs of the other models are 0.861  (CNNG), 0.798 
(Entropy model), 0.844 (SVM) and 0.861 (BPNN), respectively. 
In general, among the abovementioned machine learning and 
statistical models, the machine learning model is better than the 
statistical model. At the same time, the  CNNB model is best in 
various evaluation indicators, thus it can be a powerful tool to 
mapping landslide susceptibility at a regional scale.

For the distribution of transmission towers, as shown 
in Fig. 11, comparatively most of towers (about 72%) are 
distributed in the very low and low landslide susceptibil-
ity areas, while about 14% towers are located in the high 

and very high susceptibility areas. Most of unstable tower 
foundation are distributed in the canyon in the south of study 
area, mainly because of the heavy rainfall (> 1500 mm/year), 
steep slope (> 30°) and close to the road. The suggestions 
for the transmission tower construction are listed in Table 9. 
Avoiding these unsuitable combinations of factors that are 
accountable for landslides is conducive to ensuring the 
safety of the power supply system.

Findings and limitations of this study

There are some researches generating the LSMs by using 
CNN models (Hakim et al. 2022; Sameen et al. 2020; Wang 

Table 8  FR values in each susceptibility level

CNNB obtained by Bayesian optimization, CNNG obtained by Gravita-
tional search optimization

Model Susceptibility level

Very low Low Moderate High Very high

CNNB 0.057 0.304 0.678 1.546 5.730
CNNG 0.054 0.205 0.432 1.438 5.225
Entropy 0.181 0.230 0.867 2.376 3.961
SVM 0.091 0.241 0.744 1.741 5.723
BPNN 0.065 0.263 0.680 1.509 5.134

Fig. 10  ROC curves of different models

(a)CNNB model (c)Entropy model (d)SVM model (e)BPNN model(b)CNNG model

Fig. 9  The classification results considering different methods.  CNNB = obtained by Bayesian optimization,  CNNG = obtained by the gravitational 
search optimization
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et al. 2019b; Yi et al. 2020). Although, the remarkable con-
clusions and practical application examples are summarized 
by these researches, however, there are no further investiga-
tions on framework regularity of model performance, which 

should be much beneficial to understand the CNN archi-
tectures. The method based on the LSMs obtained by the 
CNNs with Bayesian optimization provides a new idea for 
the evaluation of transmission tower foundation stability.

Fig. 11  a–e Distribution of transmission tower in LSM predicted by each model and f the percentage of transmission towers in each suscepti-
bility zone.
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One of the main limitations of this study is that the sample 
points are very located in the test site, which is common in 
most existing studies (Chang et al. 2022; Huang et al. 2022, 
2020a). It is a challenge to collect these landslide inventory 
data no matter from an on-site field survey or a search from 
remote sensing images and historical data because a lot of 
professional knowledge will be needed (Zhu et al. 2020). 
Some studies (Aditian et al. 2018; Huang et al. 2019) con-
verted the landslides to pixels (for example 30 m) of landslide 
cells to increase the number of samples. However, the above 
operation requires the landslide influencing factors with 
higher spatial resolution to provide richer spatial informa-
tion around the landslide (Yi et al. 2020). And the determi-
nation of the optimal spatial resolution factors such as DEM 
and its derivatives requires a lot of experiments (Merghadi 
et al. 2020). Meanwhile, the generative adversarial networks 
(GANs) are also used to increase the number of landslide 
samples (Al-Najjar and Pradhan 2021), however, this method 
does not always improve the model performance due to over-
fitting. Overall, the impact of these sample generation meth-
ods on model performance has not been explored in the same 
region. Thus, their applicability for LSM deserves further 
investigation. The Bayesian optimization-based CNNs used 
in LSMs can also be applied to analyze the susceptibility of 
other geohazards, for example, floods (Panahi et al. 2021; 
Tien Bui et al. 2020), land subsidence (Hakim et al. 2020) 
and multi-hazard (Ullah et al. 2022). As the landslide pre-
diction model in this study is only limited to a deep learn-
ing framework, future researches on hybrid deep learning 
methods (e.g., hybrid deep learning frameworks, hybrid deep 

learning-machine learning frameworks) may improve the 
reliability and accuracy of LSMs.

Concluding remarks

Two well-known CNN hyperparameter optimization algo-
rithms, namely Bayesian optimization and the gravitational 
search algorithm, are applied to generate the LSM of the 
transmission tower foundation slopes in Xinyi and Luoding 
counties. Overall, three regularities are found:

(a) The CNNs produce the best result with 3 convolution 
layers.

(b) The best performance is achieved without using pooling 
layers.

(c) A piecewise decay learning rate strategy yields better 
performance.

Additionally, Bayesian optimization algorithm is more 
efficient and stable than the gravitational search algorithm. 
The LSM results indicate that there are 72%, 14%, and 14% 
of transmission towers are located in low and very low, mod-
erate, and high and very high landslide susceptibility zones, 
respectively, among which, those in high and very high land-
slide susceptibility zones need more attention.

Appendix

Table 9  Suggestions for the transmission tower construction

#No. Category Factors Suitable combinations Unsuitable combinations

1 Topography Altitude (m) 171–318 3–171
2 Slope (°) 6–20 20–28
3 Aspect Northeast Northwest
4 Plan curvature −0.08–0.1 0.10–0.38
5 Profile curvature −0.23–0.03 0.03–0.30
6 SDS 1.26–2.37 1.07–1.14
7 TWI 8.67–13.75 5.85–8.67
8 Environmental Land use Frost Farmland
9 Rainfall (mm/y) 1374–1429 1584–1631
10 NDVI 0.08–0.20 0.08–0.20
11 Distance to rivers (m) 3814–5533  < 1131
12 Distance to roads (m) 1431–2486  < 640
13 Geological Lithology A (JxQb, Jixian-Qingbaikou System 

(silica biotite schist))
D  (K1, lower cretaceous (siltstone))

14 Distance to faults (m) 3907–6390  < 1017
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Table 10  The AUC of 59 cases obtained by Bayesian optimization

Bold are the best in the same number of convblock
convblock convolution block, MPLN max pooling layer number

Situation Index MPLN AUC Situation Index MPLN AUC Situation Index MPLN AUC 

1 convblock 1 0 0.8544 4 convblock 11–3 1 0.8428 5 convblock 17–2 2 0.8453
1–1 0 0.8472 11–4 1 0.8426 17–3 2 0.8383
2 1 0.8368 12 2 0.8313 17–4 2 0.8354

2 convblock 3 0 0.8548 12–2 2 0.8257 17–5 2 0.8374
3–1 0 0.8515 12–3 2 0.8382 17–6 2 0.8410
4 1 0.8494 12–4 2 0.8426 17–7 2 0.8364
4–2 1 0.8457 12–5 2 0.8338 17–8 2 0.8404
5 2 0.8442 12–6 2 0.8274 17–9 2 0.8363

3 convblock 6 0 0.8631 13 3 0.8241 17–10 2 0.8364
6–1 0 0.8551 13–2 3 0.8293 18 3 0.8280
7 1 0.8457 13–3 3 0.8389 18–2 3 0.8455
7–2 1 0.8516 14 4 0.8223 18–3 3 0.8490
7–3 1 0.8418 5 convblock 15 0 0.8516 18–4 3 0.8361
8 2 0.8432 15–1 0 0.8469 18–5 3 0.8400
8–2 2 0.8448 16 1 0.8493 18–6 3 0.8389
9 3 0.8432 16–2 1 0.8511 19 4 0.8486

4 convblock 10 0 0.8572 16–3 1 0.8418 19–2 4 0.8410
10–1 0 0.8531 16–4 1 0.8421 19–3 4 0.8502
11 1 0.8468 16–5 1 0.8404 20 5 0.8372
11–2 1 0.8386 17 2 0.8096

Table 11  The AUC of 59 cases obtained by the gravitational search optimization algorithm

Bold are the best in the same number of convblocks
convblock convolution block, MPLN max pooling layer number

Situation Index MPLN AUC Situation Index MPLN AUC Situation Index MPLN AUC 

1 convblock 1 0 0.8523 4 convblock 11–3 1 0.5059 5 convblock 17–2 2 0.5059
1–1 0 0.8484 11–4 1 0.5059 17–3 2 0.5291
2 1 0.7397 12 2 0.5059 17–4 2 0.8331

2 convblock 3 0 0.8605 12–2 2 0.6580 17–5 2 0.5096
3–1 0 0.8472 12–3 2 0.8386 17–6 2 0.8436
4 1 0.5116 12–4 2 0.5059 17–7 2 0.5243
4–2 1 0.8584 12–5 2 0.8269 17–8 2 0.5059
5 2 0.8486 12–6 2 0.8259 17–9 2 0.5059

3 convblock 6 0 0.8612 13 3 0.5000 17–10 2 0.5059
6–1 0 0.8567 13–2 3 0.5060 18 3 0.6473
7 1 0.5000 13–3 3 0.5000 18–2 3 0.5000
7–2 1 0.8507 14 4 0.8156 18–3 3 0.8343
7–3 1 0.5000 5 convblock 15 0 0.5138 18–4 3 0.5120
8 2 0.5059 15–1 0 0.5059 18–5 3 0.5235
8–2 2 0.8249 16 1 0.5374 18–6 3 0.5000
9 3 0.5059 16–2 1 0.5118 19 4 0.5000

4 convblock 10 0 0.8580 16–3 1 0.5059 19–2 4 0.5000
10–1 0 0.8484 16–4 1 0.5291 19–3 4 0.5118
11 1 0.8570 16–5 1 0.5176 20 5 0.5117
11–2 1 0.8325 17 2 0.5000
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