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Abstract
The new global scenario imposed by the SARS-CoV-2 virus has given rise to an atypical and problematic situation in mul-
tiple spheres. In very little time, the abrupt change from face-to-face to remote has not only required a rapid widespread use 
of digital technology, but also a change in methodology and communicative interactions. In the field of education, teachers 
have had to interact in new environments, with the combined use of face-to-face and non-face-to-face teaching being a major 
challenge. This paper presents the design and implementation of a cyber presence system for educational environments 
using Microsoft’s HoloLens 2 Mixed Reality (MR) headset. A software tool is developed that improves teaching scenarios 
through communication in mixed environments. The tool enables teachers to integrate the students in the classroom in a 
common space with remote students connected by videoconference. Our system is not limited to education, however, as it 
can also be deployed in any setting that requires remote communication, such as companies and governmental institutions.
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1  Introduction

Despite the advances in society marking a movement toward 
ubiquity, the new global scenario imposed by the SARS-
CoV-2 virus has entailed a process of transition and adapta-
tion from face-to-face to remote environments. In particular, 
in education, the health crisis forced learning to leave the 
physical classroom and take place in a virtual space through 
e-learning (Roig-Vila et al. 2021). Later in the pandemic, 
when the lockdown was lifted, e-learning was replaced by 
b-learning with hybrid scenarios (Imants and Van der Wal 
2020; Singh 2021).

In this context, teachers have been dealing with the major 
challenge of simultaneously being in two spaces: face-to-
face (classroom) and virtual (videoconference). This situ-
ation has generated various difficulties, such as the limi-
tation of movement of what is being transmitted, and the 
impossibility of seeing all the attendees simultaneously and 

perceiving their personal reactions. Therefore, communica-
tion becomes less fluid with a loss of non-verbal communi-
cative information.

In this regard, mixed reality (MR) technologies are vitally 
important as they allow for the creation of mixed spaces with 
the integration of virtual environments in physical scenarios. 
MR has shown great potential to modify the way we interact 
with the environment and people, enabling representations 
in the real world of virtual elements through the use of holo-
grams (Ungureanu et al. 2020).

One of the MR interfaces currently being most widely 
used and adapted to different scenarios is Microsoft Holo-
Lens 2 (Ungureanu et al. 2020). This device presents pow-
erful sensory elements and integrated computational capa-
bilities, such that it allows for the development of novel 
applications exploiting the fields of MR, artificial intelli-
gence and computer vision (Ungureanu et al. 2020).

In light of the above, this work proposes a hologram-
based system to allow remote students to be seamlessly inte-
grated into the classroom. For this purpose, we developed a 
Microsoft HoloLens 2 MR application that creates a mixed 
environment for proper interaction and communication 
between teacher and remote students.

In this regard, our main proposal consists of providing 
teacher with a tool that enables them to integrate face-to-face 
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(students in class- room) with non-face-to-face (students in 
videoconference). Our proposal can also be deployed in a vari-
ety of scenarios that require remote communication, such as 
in companies or government institutions. Our aim is to prove 
that the implementation of a cyberpresence system such as that 
proposed herein improves the effectiveness of communicative 
interactions between teachers and students and other scenarios.

To further facilitate the teacher learning environment, 
we consider emotion analysis an important factor, since the 
larger the number of attendees in a class, the more difficult 
it is to quickly perceive or evaluate the emotions they are 
experiencing. Therefore, emotion analysis using computer 
vision techniques could be a variant to distinguish at the 
reactions experienced by all the attendees (in classroom and 
remote). In this way, the teacher may have rapid and direct 
feedback on how the students are perceiving the class and 
receiving the content being taught. Thus, they can adapt the 
content or the way they are being taught in real time or take 
this into account for future classes.

With the above in mind and to accomplish our main pro-
posal, we designed a web client–server architecture, where 
the HoloLens 2 application developed accesses remote web 
services to: (1) remove the background of remote student 
images captured by their webcam to be able to integrate stu-
dent holograms into the mixed environment, and (2) classify 
the predominant student emotions to be shown to the teacher 
in the MR visualization. Thus, in the proposed implementa-
tion the heavy computation part of the system is all carried 
out in remote services.

Additionally, we focused the work to provide a system 
that can be used by the students with no economic impact, 
merely using a simple webcam.

The rest of the paper is organized as follows: First, the 
state of the art in the field is presented in Sect. 2. Next, 
Sect. 3 describes the architecture of the proposed cyber-
presence system. It also provides an introduction to the 
HoloLens 2 MR headset and the virtual reality engine 
that was used to develop the application. In addition, we 
explain the background removal and emotion classification 
tasks performed, as well as the interconnection framework 
designed. Section 4 then presents the methodology used in 
this work and the technical aspects of the hardware used. 
Then, Sect. 5 shows the experiments carried out to test the 
proposed approach and their results. Some limitations of the 
cyberpresence system are discussed in Sect. 6, while Sect. 7 
presents the conclusions of the work.

2 � Related work

The emergence of MR technologies has been a significant 
step forward in the way of visualizing and interacting with 
the real environment and virtual elements. The dynamic 

and real-time interaction with digital content provided by 
MR has been an essential contribution to the development 
of applications aimed at improving teaching and learning 
experiences (Tang et al. 2018).

With the emergence of the Microsoft HoloLens interface 
in 2016, the possibilities of developing applications based 
on MR with a high level of quality and detail in virtual rep-
resentations were expanded. Since then, multiple works have 
been carried out to evaluate and implement MR systems 
using HoloLens. In the learning context, applications have 
been highlighted mainly in the field of Medical Science edu-
cation, specifically in the teaching of anatomy, surgery and 
orthopedics (Park et al. 2021).

In this sense, researchers have explored MR potential in 
various studies. For instance, Condino et al. (2018) evalu-
ated MR in hip arthroplasty surgeries, resulting in posi-
tive outcomes in workload, performance, visual and audio 
perception, gesture and voice interactions, and leading to 
enhanced training speeds for students. Additionally, the Case 
Western Reserve University School of Medicine developed 
HoloAnatomy (Wish-Baratz et al. 2019), a holographic anat-
omy application integrated into their curriculum. The appli-
cation covers comprehensive anatomy education without the 
need for real cadavers, utilizing holographic representations 
of male and female bodies. MR has also been assessed in 
surgical operation simulations (Paolo et al. 2020) and in the 
teaching of brain anatomy (Moro et al. 2021), among many 
other studies.

Furthermore, some systems have been deployed using 
MR in the sense of “telepresence.” While the above-
described approaches used predefined holograms as a com-
plementary learning tool, telepresence with MR aims to use 
holograms to virtualize and represent users in synchronous 
communication. In this sense, the term holoportation is used 
to refer the use of MR to display real-time holograms, facili-
tating communication between users who are physically dis-
tant from one other (Themelis and Sime 2020).

In this regard, one of the telepresence systems deployed 
with the greatest impact was developed by Orts-Escolano 
et al. (2016). This system is capable of 360◦ capture of peo-
ple, objects and movements within a room, using arrays of 
depth cameras. The 3D content is modeled, compressed 
and transmitted to remote participants, with the entire pro-
cess being performed in real time. In this way, the platform 
allows for visualizing, listening and interacting between peo-
ple in different places with close-to-real sensations, as if they 
were sharing the same physical space.

In order to achieve the speed and computational capacity 
required for the correct operation of this technology and its 
real-time execution, several computer systems with graph-
ics processing unit (GPU) have been used. In each recreated 
capture space, four computers are used for the calculation 
of the depth and segmentation (one computer for two arrays 
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of cameras). In addition, the resulting depth maps and the 
segmented color images are merged and transmitted using 
another GPU-based computer, requiring high bandwidth 
communication between the rooms (10 Gigabit Ethernet 
connection).

Although upgrades such as those proposed in Sanyal 
and Agrawal (2021) have been made to improve the recon-
struction and compression of the models, as well as their 
transmission, and to reduce the bandwidth, the holoporta-
tion system introduced by Orts-Escolano et al. (2016) and 
its more recent variants (Schmid 2023) continue to require 
a large amount of high-end hardware to be able to operate.

Other research has employed fewer hardware require-
ments using different technologies for capturing and recon-
structing the 3D hologram of remote users with Micro-
soft Kinect cameras (Joachimczak et al. 2017). Different 
approaches have been implemented, representing the remote 
users as virtual avatars (Piumsomboon et al. 2018) or vary-
ing the technology for its visualization in the MR space by 
using projectors accompanied with lighting effects or with 
other visual resources (Pejsa et al. 2016; Córdova-Esparza 
et al. 2018).

For example, in the context of education, Imperial Col-
lege London developed a system for carrying out remote 
seminars through the holographic representations of lectur-
ers that appear on stage and deliver real-time teachings to 
students (Li and Lefevre 2020). This system deploys a first 
room (remote space) with a specific set-up of a high-defi-
nition camera, lighting and audio recording, and a second 
room with a projector, black curtain backdrop and lighting 
effects to represent the holograms. The approach achieved 
a greater motivation among attendees and sense of proxim-
ity to face-to-face presence compared to traditional video-
conferencing methods.

In the sense of using MR environments to develop edu-
cation systems that integrate face-to-face (students in the 
classroom) with non-face-to-face (remote students), all the 
aforementioned systems shows the possibilities and advan-
tages of telepresence-based communication. However, the 
use of these approaches is considerably limited by the need 
for high-definition cameras, depth cameras or multiple 
arrays as video capturing systems, specific lighting condi-
tions and GPU computers in the room, where the user to 
be teletransported is located, as well as all the preparation 
and set-up of the room itself. These requirements make such 
systems a practically unfeasible solution for everyday use 
and, therefore, for students at home.

At the same time, systems that use projectors as a visuali-
zation tool also require a specific configuration of the envi-
ronment (light, dark background, etc.), which limits their use 
in common physical classrooms.

All the above led us to deem necessary a solution that 
facilitates the implementation of telepresence within the 

educational context, with the least number of hardware 
requirements in a way that allows its use to be increased 
and provides the possibility of a new way of interacting with 
reality. Thus, the purpose of this work is to provide the basis 
for a telepresence system that can be used by multiple users 
simultaneously, with the lowest possible consumption of 
hardware resources.

Taking the above into account, we propose an applica-
tion based on MR and HoloLens 2, which represents a more 
affordable option for remote students by using a single, sim-
ple webcam as the video capturing system. Hence, our pro-
posal does not include the use of 3D cameras or 2D camera 
arrays, as it would increase the cost of hardware require-
ments needed for students to use the cyberpresence system.

3 � Architecture of the system

Figure 1 shows an example of the cyberpresence system 
developed. It involves a student connected remotely to their 
webcam, the teacher in the classroom using HoloLens 2 and 
the students present in the classroom. The webcam image 
is continuously captured on the student’s remote computer 
and sent to a web server to segment the person (remove 
background from the image) and classify the predominant 
emotion.

Meanwhile, the HoloLens that the teacher is using con-
tinuously makes requests to the same web server to receive 
both segmentation and classification information. Each time 
the HoloLens receives new information, it is processed so 
that it can be visualized by the teacher in the mixed environ-
ment created. Such visualizations (remote student and their 
emotion) are spawned in a location of the space determined 
by a 2D image pattern that the teacher places in the class-
room, with one pattern for each virtual student. The segmen-
tation and classification tasks are carried out in a GPU-based 
server system that allows for simultaneous communication 
between the HoloLens 2 and the remote student’s computer.

Remote 
student

Professor in the 
classroom with 

HoloLens 2

Visualiza�on from 
the applica�on in  

HoloLens 2

Image Pa�ern

Fig. 1   Example of the system developed
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Next, we describe the components of which the proposed 
cyberpresence system is composed.

3.1 � Mixed reality headset

Hololens 2 is an MR interface created by Microsoft that 
makes it possible to develop high-comfort immersive expe-
riences for the user. For this purpose, its viewer is specially 
designed for the use of holograms and it allows gestures to 
interact with them in a natural way. In addition, it has a sen-
sor for gaze tracking, allowing the interaction to be carried 
out in an even more natural environment. At the same time, 
it provides a wide viewing angle and high image resolution 
(Ungureanu et al. 2020).

In this work, we use the Microsoft HoloLens 2 headset to 
run an MR application for improving the teaching process in 
education. In this context, HoloLens 2 is used to represent 
a mixed environment in which teachers are able to simulta-
neously visualize students in a physical classroom together 
with remote students, in the same physical space.

3.2 � Virtual reality engine

The graphic application created for HoloLens 2 was devel-
oped using the Unity3D video game engine, together with 
the Mixed Reality Toolkit. In the main window of the appli-
cation, the headset user visualizes the students connected 
remotely as if they are present in the classroom. To do this, 
we used Vuforia Engine to detect where to place the virtual 
students in the MR environment created, using image pat-
terns as targets.

The use of a target in Vuforia means that once it recog-
nizes a pattern previously defined in the application in the 
real world, through the camera of the MR interface used, 
virtual content on the position of that target in the mixed 
environment is displayed. The targets are defined by means 
of a database created with the patterns (images in this case) 
we want as a reference to be detected and recognized. For 
each image in the database, Vuforia applies a set of natural 
feature detecting algorithms to extract feature points in the 
image targets. If more features are detected (vertices, lines, 
areas with high contrast), the images are more highly rated 
by Vuforia to be considered as good patterns.

Finally, in the MR application, the natural features of the 
receiving frame from camera are run-time compared with 
the targets defined in the database. Once a target is detected, 
Vuforia will track it along the camera’s field of view and 
display the virtual content we have associated with it.

Vuforia also enables a type of tracking that allows virtual 
content to be incorporated by using a location. The hardware 
and software used in the MR application then analyze the 
added content as if it were anchored to a specific location 
in the real world.

In our case, we used Unity and Vuforia Engine, along 
with HoloLens spatial mapping and positional tracking 
systems, to provide tracking of a target even when it is not 
in view. This means that once a target is detected and rec-
ognized, the apparent position in the world of any virtual 
content whose position is made dependent on that target 
becomes independent of the headset’s location. This results 
in a stable positioning of the virtual elements, regardless of 
whether the camera is seeing the defined target or not.

Specifically in the proposed application, each image pat-
tern is placed perpendicular to the HoloLens view, and once 
the teacher approaches and observes a target, it is detected 
and recognized. At that moment, two holograms associated 
with that target, representing one remote student and their 
emotion, are displayed over the target location. From that 
moment on, the spatial location of the target is fixed in the 
HoloLens, so that the holograms associated with it can still 
be displayed when the target is no longer directly observed 
by the HoloLens.

For the representation of the remote student in the mixed 
environment, we create a hologram with the image of the 
person previously segmented and the background removed. 
On the other hand, for the representation of the emotion of 
the student, a hologram is created with an emoji represent-
ing the classified emotion. This emoji is placed over the 
hologram of the projected person and it is updated after each 
new classification. Three materials were used here, one for 
each of the classes defined in the emotion recognition task: 
Negative, Positive and Neutral emotions (Sect. 3.4).

3.3 � Background removal

The person segmentation is carried out on the images cap-
tured by the remote students’ webcams to remove the back-
ground. This is done with the purpose of guaranteeing a 
more realistic representation of a person in the mixed envi-
ronment created. The segmentation was implemented using 
the SegFormer approach (Enze et al. 2021), which performs 
efficient semantic segmentation based on transformers and 
lightweight multilayer perception decoders.

Prior to this selection, we tested other segmentation algo-
rithms such as the mask R-CNN method (He et al. 2017), 
but, for the proposed system, the SegFormer framework pre-
sented the best ratio between execution time and segmenta-
tion results. The SegFormer implementation used is fine-
tuned on ADE20k dataset. With this implementation, we ran 
semantic segmentation and then selected the region of the 
person with the highest area as the final segmentation result.

3.4 � Emotion classification

To perform the emotion classification task, we used different 
classification models based on CNN and K-NN algorithm 
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(Mezquita et al. 2020). In addition, one K-NN model is pre-
sented in which the dimension of the analyzed data is previ-
ously reduced. The purpose of using several models was to 
compare the results of each one, and finally use that which 
best fitted the MR application.

In general, the classification pipeline developed is defined 
by two processes: (1) preprocessing of the data to be classi-
fied, and (2) emotion classification using one of the imple-
mented models. Figure 2 shows the defined classification 
structure with the main processes and their sub-processes, 
as well as the models used.

Our approach leverages a preprocessing stage that is 
required for the emotion classification. We first perform 
face detection and then run face alignment. Face detec-
tion and alignment implementations will be discussed in 
Sect. 4. Finally, we carry out a normalization step, resizing 
the region of interest (RoI) (aligned face) and converting its 
values to the range [0, 1]. This is mainly done because the 
CNN model structure used was trained to perform emotion 
classification on images whose content is fitted to an aligned 
face with dimensions of 48x48 px. Therefore, the results of 
this method can be improved by aligning and resizing the 
face before performing the classification.

The structure of the CNN model, in addition to a set of 
pre-trained weights for emotion classification, was obtained 
from Mejia-Escobar et al. (2023). Once the CNN model was 
created and compiled with the pre-trained weights for emo-
tion classification, we defined a second CNN model from the 
first one, removing the dense layers and obtaining as output a 
feature vector of size equal to 4608. This was done to create 
the K-NN+CNN model. The features obtained are the input 
of the K-NN algorithm for performing the classification.

As the feature vector to be used was of considerable size, 
we defined a variant of the K-NN+CNN model, where, after 
obtaining the features, we performed a dimension reduction 
using the principal component analysis (PCA) algorithm 
(Uddin et al. 2021). We called this variant of the model 
CNN+K-NN+PCA.

Finally, it is worth noting that in this task, we use a gen-
eralization of the six basic emotions presented by Ekman 
(1999), and neutral (no emotion expressed) (Barros et al. 
2015), into three categories. Based on Akhtar et al. (2019) 

and Barros et al. (2015), we defined this generalization as 
follows: Neutral: neutral; Negative: sad, fear, disgust, anger; 
Positive: happy, surprise.

3.5 � Interconnection framework

The interconnection framework is developed as a web com-
munication system that allows information to be exchanged 
between the HoloLens, the remote students’ computer and 
the system that processes the images. To accomplish this, the 
client–server architecture in Fig. 3 was implemented. There 
follows a description of each of its components.

Webcam client: This web service is located on the com-
puter of each remote student, capturing images from the 
webcam continuously and sending them to the main server. 
The images are encoded as binary strings for sending. Each 
time this client publishes an image it expects a response with 
a status that indicates whether it has been correctly received 
or if an error has occurred.

Main Server: Server through which the other four com-
ponents of the interconnection framework are linked. The 
main server is continuously receiving the images from 
remote students’ computers (webcam clients). Each time a 
new image is received, this server sends it to be processed 
to extract emotion classification and person segmentation 
information on servers dedicated to performing these tasks, 
and waits for their responses. If there is more than one web-
cam client, the images received are processed simultane-
ously. In all cases, the calls to the two servers are made 
in parallel by two execution threads. Once the HoloLens 

Fig. 2   Emotion classification 
process

Image preprocessing

• Face detec�on
• Face alignment
• Normaliza�on

Emo�on 
classifica�on

• Feature extrac�on
• Classifica�on

CNN
Model

CNN

kNN
+

CNN+kNN
Model

Main
Server

Clasifica�on
Server

Segmenta�on
Server

HoloLens
Client WebCam

Client

GPUGPU

GPU
Send imageRequest info.

State

Fig. 3   Interconnection framework design
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makes a request to the main server, the last segmentation and 
classification information received are encoded as a JSON 
file and returned to the HoloLens. The three servers created 
were developed on a GPU system to ensure the speed of the 
system.

Segmentation Server: This server runs the segmentation 
of the person in the images captured by the webcam. First, it 
decodes the images and performs the necessary processing 
for segmentation (Sect. 3.3). It then encodes the segmented 
images without background, as a JSON file and returns it to 
the main server.

Classification server: The emotion classification is per-
formed in this server. To do so, it first decodes the images 
received from the main server and performs the classifica-
tion on the main face in the images. The result is indicated 
by a numerical value corresponding to each defined emo-
tion. Subsequently, the result is encoded as a JSON file and 
returned to the main server.

HoloLens client: The HoloLens client is in charge of 
requesting the segmented images of the students and their 
emotions from the main server. Once the requested infor-
mation is received, it is decoded and can be used in the MR 
application. This web service was developed in the program-
ming language C# inside the HoloLens application. How-
ever, the rest of the services were been developed in Python 
for convenience in the implementation.

4 �  Methods

4.1 �  Experimental design

With the aim of validating the cyberpresence system devel-
oped, a number of experiments were carried out. First, the 
emotion classification task was quantitatively evaluated to 
select the classification model that best fits the application. 
The whole system was then qualitatively analyzed, for which 
four experiments were carried out.

As we can see, the mixed approach has been used in this 
research, i.e., a combination of quantitative and qualitative 
input (Easterbrook et al. 2008). As Matović and Ovesni 
(2023) point out, both approaches should be linked to the 
methodological quality of each other. In this sense, we 
wanted to apply the term complementarity used by Bran-
nen (2005). In this case, qualitative and quantitative results 
differ per se, but together they generate insights. In this 
way, the aim has been to achieve the maximum descrip-
tive scope and to provide insight into the characteristics 
of the system experienced. A non-probabilistic purposive 
sampling of teachers and students at a university was used 
to carry out the research. In doing so, a case study design 
has been applied (Whitmire and Alvin 2019). According 
to Yin (2009), a case study is “an empirical inquiry that 

investigates a contemporary phenomenon within its real-life 
context, especially when the boundaries between phenom-
enon and context are not clearly evident” (p. 18). This design 
does not aim to generalize results, but to understand and 
analyze a specific situation, in this case, generated by the 
system created (Tay et al. 2017). In Sect. 5, we present the 
detailed instruments and procedures for each phase of work 
in the case at hand.

4.2 �  Technical aspects

For this set of experiments, the web servers were run on the 
following test set-up: Intel Core i7-6800K with 16 GB of 
2400 MHz DDR3 RAM on a MSI X99A SLI PLUS moth-
erboard (X99A chipset). Additionally, the system included 
an NVIDIA TITAN Xp GPU. The framework of choice was 
Keras 2.0.8 with Tensor Flow 1.3 as the backbone, running 
on Ubuntu 18.04. CUDA 8 and cuDNN 7.1 were used to 
accelerate the computations.

5 �  Results and case studies

5.1 � Emotion classification experiments

This section describes the tests carried out with the emo-
tion classification models: CNN, CNN+K-NN and CNN+K-
NN+PCA, described in Sect. 3.4. The purposes of the tests 
presented here were: 

1.	 To evaluate the results obtained with different combina-
tions of face detectors, alignment methods and emotion 
classification models.

2.	 To select the configuration that presents the best clas-
sification option to be used in the MR application with 
HoloLens 2.

In the preprocessing of the images, the experiments 
deployed three face detector algorithms: Viola and Jones 
(V&J) (Agrawal and Khatri 2015), histogram-oriented gradi-
ent (HOG) (Dalal and Triggs 2005) and single shoot detector 
(SSD) (Liu et al. 2016). Additionally, we used two different 
alignment methods: (1) a first method that we implemented 
and named self-calculation of face alignment (S-CFA) and 
(2) face alignment implementation from imutils python 
module (Rosebroc 2021).

The difference between the two alignment implementa-
tions is that the S-CFA method calculates the transformation 
matrix needed to align the detected face in the input image, 
and then applies this transformation to that image. Finally, 
a face detector is rerun on the aligned image to obtain the 
output RoI. On the other hand, in the imutils implementa-
tion, the user defines the desired width and height of the 
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output RoI, and a value indicating how much of the aligned 
face will be visible in that RoI.

In order to perform the experiments, the models were 
trained and tested on the AffectNet database (Ali et  al. 
2017), except in the case of training the CNN model, where 
pre-trained weights obtained from Mejia-Escobar et  al. 
(2023) were used.

Here, the AffectNet dataset was chosen for the experi-
mentation because it is the largest facial expression database 
in world. It is a public database containing more than 1 mil-
lion images of faces from the Internet. The samples were 
collected by querying three major online search engines such 
as, Google, Bing and Yahoo, using 1250 keywords related 
to different emotions in six different languages (Ali et al. 
2017).

For the training and test samples, we redefined these to 
fit them into neutral, negative and positive, as described in 
Sect. 3.4. In addition, the samples not corresponding to any 
of the above were removed from the data set used since they 
presented no information of interest in the classification 
pipeline developed.

Subsequently, face detection was performed on the data 
obtained from the aforementioned process and the images 
in which no detection occurred were removed. Having 
detected, aligned and normalized the faces (in both train-
ing and test sets), the classification models were trained and 
then tested.

Table 1 depicts the F
1
-score results in the classification 

obtained by the different combinations of face detector, 
alignment method and emotion classification model for the 
test set. In the table, the number followed by the algorithm 
K-NN refers to the number of neighbors used in the experi-
ments with this method.

In Table 1, we can observe that the model using the PCA 
algorithm yielded the worst results due to the high correla-
tion of the feature vector. On the other hand, the SSD detec-
tor also achieved poor classification results since the ROIs 
produced by this method have a very rectangular shape and 
therefore suffer great deformation when normalized in the 
preprocessing stage.

In addition, the table shows that the CNN+K-NN mod-
els yielded a lower F

1
-score compared to the CNN models 

across all configurations. This discrepancy can primarily be 
attributed to the high dimensionality inherent in the feature 
vector, which requires a more complex function (such as 
that generated by a CNN) to effectively learn from the data 
and achieve better results. In the CNN results, we have high-
lighted in bold the four best F

1
-score values, among which 

the V&J + S-CFA + CNN configuration obtained the high-
est score and also produced the best normalized confusion 
matrix.

Figure 4 shows the normalized confusion matrix gener-
ated by the V&J + S-CFA + CNN configuration. The figure 
shows that this configuration achieves correct classification 
results for the negative category with values above 0.7. How-
ever, certain confusion of neutral and positive emotions with 
negative is observed. For the positive category, the surprise 
emotion could be difficult to classify by the model in some 
cases and, therefore, be confused with a negative emotion.

With the aforementioned results, we selected the V&J + 
S-CFA + CNN configuration to be used in the application 
on HoloLens 2 and performed the following experiments.

Table 1   F
1
-score results 

obtained with emotion 
classification models for 
different combinations of 
face detectors and alignment 
methods

Face Alignment F
1
-score

Detector Method CNN kNN3 kNN5 kNN7 kNN9 kNN5PCA

V&J S-CFA 0.6869 0.4932 0.4838 0.4861 0.4699 0.3369
imutils 0.6409 0.4824 0.4930 0.4990 0.4989 0.2969

HOG S-CFA 0.6587 0.4803 0.4836 0.4914 0.4736 0.3167
imutils 0.6568 0.4926 0.5035 0.5106 0.5158 0.3025

SSD S-CFA 0.5313 0.4046 0.3932 0.3883 0.3697 0.3064
imutils 0.5055 0.4269 0.4280 0.4196 0.4168 0.2966

Fig. 4   Normalized confusion matrix produced by the V&J + S-CFA 
+ CNN configuration
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5.2 � Usability of the integrated system

Here, we present the tests performed for the validation of the 
integrated cyberpresence system. The proposed MR applica-
tion was qualitatively tested in real scenarios in four different 
cases. Below, we describe the experiments carried out.

5.2.1 � Pilot test in an educational environment

In this first test, to simulate the communication between 
the teacher and a remote student, a validation of the system 
was performed in a controlled environment using two labo-
ratories of the robotics and tridimensional vision (RoViT) 
research group of the University of Alicante. In this case, 
39 individuals were involved, including nine teachers and 
30 students. Table 2 shows demography information of the 
participants. The experiment consisted of each individual 
experiencing the use of the proposed system from both the 
student’s and the teacher’s side and providing feedback.

The selection of the number of participants for this pilot 
test, as well as in Sects. 5.2.3 and 5.2.4, conforms to the 
guidance provided in (Sauro and Lewis 2016). This source 
advises employing a participant group of approximately 40 
individuals to establish the reliability of results in quantita-
tive studies.

Figure 5 shows some examples of visualizations obtained 
from the HoloLens 2 viewer where correct classification 
results for the three defined categories of emotions are 
appreciated, even in situations where the remote student 
has their hands on their face, is wearing glasses or makes 
a lateral head movement. Furthermore, correct person seg-
mentation is observed even in the presence of occlusions and 
gestures. Here, in the implementation of the segmentation 
algorithm, we used the SegFormer-B0 model, as it provides 
the fastest performance at the cost of a loss of accuracy com-
pared to higher version models such as SegFormer-B5, as 
indicated in Enze et al. (2021).

Of all the experiments carried out, the results obtained 
for the three emotion categories can mostly be said to be 

correct. However, some errors in the classification of certain 
emotions were found, the results for which were consistent 
with the confusion matrix generated by the configuration 
selected in Sect. 5.1. Figure 6 shows two examples of incor-
rect classification results.

However, in some cases, certain segmentation errors are 
found as shown in Fig. 7. These errors were mainly due to 
two factors: 

1.	 Situations where the background was characterized by 
colors that closely resembled those present in the stu-
dent’s skin or clothing, especially in small areas of back-
ground contained within a given pose of the person (first 
image in Fig. 7).

2.	 Certain gestures, such as raised arm movements, for 
which the segmentation algorithm does not perform well 
in all cases (second image in Fig. 7).

After the aforementioned experimentation, an online 
questionnaire was developed using a Google form as a 
method of qualitative evaluation of the participants experi-
ences. For the evaluation of the feedback, the five follow-
ing questions were defined, inspired by the system usability 
scale (SUS) questionnaire proposed in Brooke (1996) and 
adapted to the characteristics of our system: 

1.	 How attractive and/or easy to use did you find the 
designed environment?

2.	 How would you rate the performance of the interface?
3.	 What level of realism do you consider present in the 

application?
4.	 Do you consider the classification of emotions a positive 

contribution?
5.	 How applicable do you consider the proposal presented?

Figure 8 shows the average score per question obtained in 
the questionnaire. Each question was evaluated in a range 
from 1 to 5, where 5 corresponds to the best evaluation and 
1 the worst. As shown in Fig. 8, the average score obtained 

Table 2   Demography information of participants in the pilot test in an educational environment

Sex Frequency Percent (%)

Male 25 64
Female 14 36

 Age Frequency Percent (%)

20–30 years 25 64
31–40 years 5 13
41–50 years 6 15
51–60 years 3 8
61 years and above 0 0
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for all the questions was positive, with values starting at 3.7 
points. In order to qualitatively evaluate the results of the 
test, we used an adaptation of the adjectives method pro-
posed in Bangor et al. (2009). This method is based on the 
association of the numerical score with an adjective scale 

(i.e., worst: 0–1.25, poor: 1.25–2.5, ok: 2.5–3.5, good: 
3.5–4.0, excellent: 4–4.5, best: 4.5–5.0). This result and 
participants’ comments indicated that they felt comfortable 
using the system, giving a qualitative evaluation of above 
excellent in all aspects.

The highest score, with a qualitative result of best, was 
obtained in the first question, which indicates that the appli-
cation succeeded in creating a simple and attractive environ-
ment for the test participants. Many users commented that 
the application provides an easy interaction with the mixed 
scenario, allowing the teacher to navigate the environment 
naturally, while visualizing the remote student. At the same 
time, the interaction between teacher and students less cold 

neutral negative positive

Fig. 5   Examples of visualizations obtained from the HoloLens 2 viewer with the proposed cyberpresence system running in the first test. Here, 
correct person segmentation and emotion classification are shown in each case

Fig. 6   Examples of emotion classification errors founded in the first 
test

Fig. 7   Examples of segmentation errors founded in the first test
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Fig. 8   Average score and standard deviation per question obtained on 
the online questionnaire in the educational environment. Each ques-
tion is scored on a range from 1 to 5, where 5 is considered the best 
evaluation and 1 the worst
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(both face-to-face and remote), contributing positively to the 
transfer and acquisition of knowledge.

The second indicator with the highest score was the use of 
emotion classification, with a qualitative evaluation of excel-
lent, as for the rest of the aspects. Most of the participants 
considered the use of this task an added value to the pro-
posed system. They reported that it allows the teacher to get 
a better idea of how the students are reacting to the content 
and/or the teaching method, so that teacher can modify it in 
real time based on the emotion feedback received.

The applicability of the proposal also scored high. This 
indicated that the system shown was not only valued as inter-
esting at the level of experimentation, but also its future 
potential as an application to be implemented in educational 
environments was also considered.

On the other hand, the indicators of performance and level 
of realism of the application were rated lowest, although the 
average scores were still good. The question with the worst 
rating was that on the level of realism achieved in the appli-
cation. Here, it is notable that the person’s hologram does 
not represent the whole body. It only shows the part of the 
body that is captured by the webcam, while the lower part, 
which should be located below the table, is not displayed, 
affecting the environment observed.

Although this is a realism limitation, it is a consequence 
of the student’s use of the minimum hardware requirements, 
such as a simple and single webcam. It is also a results of not 
requiring previous processes of capturing the whole body 
before starting the class to save such data and then use it 
in some form of visualization. All this ensures less time 
is occupied before starting to use the system. At the same 
time, it increases the use of the system by students as it does 
not impose large hardware requirements and, therefore, cost.

Moreover, on certain occasions the level of realism was 
affected by situations of incorrect segmentation of the per-
son, such as those shown in Fig. 7. This was a drawback that 
limited the way in which the teacher visualized the remote 
student at the moment when the incorrect segmentation 
occurred.

Regarding the performance of the application, although 
we managed to make it work in real time, the HoloLens has 
high requirements in the display speed of the frames (60 fps). 
Therefore, in certain frames, some delay may appear in the 
update of the holograms with respect to the real state of the 
student. This does not mean that the application is paralyzed 
or its representations are slowed down, since if there is no 
new information, the last information received continues to 
be displayed, but this information may have a certain delay 
with respect to the current state of the remote person. This 
delay is mainly due to the execution time required by the 
person segmentation and emotion classification algorithms 
implemented, in addition to the communication times.

Finally, the standard deviation in Fig. 8 shows that most 
users agreed on their opinions regarding the simplicity of 
the designed environment, the limitation in the applica-
tion’s realism, and the high applicability of the system. 
These aspects yielded standard deviation values below 0.5. 
Nevertheless, there were some disagreements regarding the 
use of emotion classification. While most participants con-
sidered it a positive contribution, some did not feel entirely 
comfortable with this additional information. Additionally, 
there was some variety of opinions regarding the system’s 
performance, as most users provided a qualitative evaluation 
of good, but others were more critical in their evaluation.

5.2.2 � Full class

In the following case study, a professor gave a full one-
hour university class. Here, one student assisted remotely 
to the class in the same controlled environment as the test 
described above. In the physical class two students were pre-
sent. All the participants were aged under 30. The professor 
was aged over 30. All participants felt comfortable with the 
system and enjoy its use.

The professor commented that it was a very easy-to-use 
system, convenient for university environments and guar-
antees attendance for individuals who for some reason are 
unable to attend. Moreover, it constitutes an additional con-
tribution for students and teachers because when working 
through Zoom or another online videoconference platform, 
the teacher cannot visualize all the students or know whether 
they are assimilating the information transmitted to them. In 
addition, the analysis of emotions is also important because 
it helps to convey how the students are dealing with the con-
tent being taught, and based on this, it is possible to adapt 
the way the class is being taught. Therefore, the professor 
considered the system a good tool to use in the future in 
university institutions, but also in meetings, such as in com-
panies when it a more interactive environment is necessary.

Furthermore, the remote student found the system to be 
an applicable technology, with a good dynamic for individu-
als that cannot be present in class, making it possible to 
interact in a more natural and fluid way.

5.2.3 � Pilot test in a business environment

In this case study, the system was run for business envi-
ronments. Specifically, 14 entrepreneurship classes were 
given involving representatives from three companies at 
three different physical locations. In the test, three individu-
als participated in each class for a total of 42 participants. 
Table 3 shows demography information of the participants. 
The names of the companies involved are not provided for 
reasons of data protection.
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Figure 9 shows three participants in a class of the test, 
where two of them are remotely connected and the person 
conducting the class is using the HoloLens 2 in another 
physical location. The right side of Fig. 9 shows a sample 
of the resulting visualization in the HoloLens application. 
Here, we did not run the emotion classification server since 
we did not considered such information valuable for the test 
environment.

In this case, the system works in the following sequence: 
The computer in front of the user in the physical class loca-
tion is connected to an online meeting continuously record-
ing the person using the HoloLens. At the same time, the 
remote users are connected to the meeting and can visualize 
and listen to the person in their respective computers.

A webcam client runs on each remote user computer and 
sends information (webcam image captures) to the GPU 
main server. Through this server, both images are simultane-
ously processed to extract the person segmentation informa-
tion from each one. Finally, with the segmentation informa-
tion obtained, the holograms are created in the HoloLens 
application. In addition, we added another image pattern for 
the location of the second remote user in the mixed environ-
ment as shown in Fig. 9.

In this case, for the evaluation of the feedback, the 
technology acceptance model (TAM) proposed by Davis 

(1989) was used. This model allows the collection of 
information to analyze the degree of acceptance of the 
technology among a given sample in a digital technol-
ogy scenario. Information is collected on the following 
dimensions: perceived usefulness, perceived ease of use, 
perceived enjoyment, attitude toward its use and intention 
to use.

Taking into account the aforementioned dimensions, 
a 16-item questionnaire was defined with five response 
options ranging from “strongly disagree" (1) to “strongly 
agree" (5). The reliability index of the designed question-
naire was obtained using Cronbach’s Alpha, a procedure 
recommended by O’Dwyer and Bernauer (2014) for this 
kind of evaluation. The reliability index value reached was 
0.912, which suggests high levels of reliability. The 16 items 
defined are as follows: 

	 1.	 I found the system intuitive enough to be used.
	 2.	 I think that the system can be employed with autonomy 

by the user.
	 3.	 I think that users of the cyberpresence system will 

enjoy its use.
	 4.	 I found the proposal as a very motivating system for 

users.
	 5.	 I think it is useful to hold meetings with the system.

Table 3   Demography information of participants in the pilot test in a business environment

Sex Frequency Percent (%)

Male 30 71
Female 12 29

 Age Frequency Percent (%)

20–30 years 0 0
31–40 years 16 38
41–50 years 19 45
51–60 years 7 17
61 years and above 0 0

Fig. 9   A sample of the system running in a business environment. Here, two remote users participated in an entrepreneurship class given by a 
person who was using the proposed application in HoloLens 2



	 Virtual Reality (2024) 28:2424  Page 12 of 17

	 6.	 I think that the system for visualizing remote individu-
als in a classroom is a good resource for communica-
tion.

	 7.	 I found the person visualization system to be a good 
resource for communication from the remote user side.

	 8.	 I found the prototype to be well thought out.
	 9.	 I think the design of the system is attractive for the 

user.
	10.	 I think the options of the system are attractive for the 

customers.
	11.	 The options of the prototype are easy and understand-

able to be implemented widely.
	12.	 The proposal can satisfy the need for a system to sup-

port hybrid teaching sessions.
	13.	 I would like to use the system in a real situation and 

put it into practice.
	14.	 I would introduce the final version of the system in the 

company or institution plan.
	15.	 I would recommend using the final version of the sys-

tem to work with users.
	16.	 Overall, I rate the proposed system positively.

Figure 10 shows the average score per question obtained 
on the 16-item questionnaire in the business environment 
test, whose qualitative meaning can be interpreted using the 
adjectives proposed in Sect. 5.2.1. From these results, some 
conclusions can be drawn:

–	 Perceived ease of use (items 1–2) was evaluated with a 
qualitative evaluation of good. This result is consistent 
with the participants having almost no prior knowledge 
of the MR interface used in the system.

–	 As for perceived enjoyment (items 3–4), the values are 
close to the maximum, with a qualitative result of best. 
The participants consider that the use of the proposed 
system provides enjoyment, making it a motivating 
resource for the business environment.

–	 Regarding the perceived usefulness (items 5–8), the fact 
that the system for visualizing remote people in a class-
room is a good resource for communication is considered 
to be of the highest value, with a qualitative result of best. 
Within this context, the system is considered to be well 
thought out.

–	 As for the attitude toward its use (items 9–12), there is 
a positive attitude, with a qualitative evaluation between 
good and best, highlighting the fact that it is a prototype 
that can be attractive, especially for customers. Addition-
ally, it is also positively valued that the prototype is con-
sidered as a support for hybrid communication sessions. 
However, the prototype’s options were assessed as less 
simple and understandable for widespread implementa-
tion.

–	 With regard to the intention to use (items 13–15), all the 
respondents would like to use the system in a real situa-
tion and put it into practice, with a qualitative evaluation 
of excellent. In addition, the use of the system is consid-
ered fundamental for working in the company, and the 
inclusion of the final system version in the business plan 
was also highly evaluated.

–	 Overall (item 16), the proposed system was rated very 
positively.

Furthermore, the standard deviation in Fig. 10 shows that 
users’ opinions align on most questions, with deviation val-
ues below 0.5. However, some disagreements in opinions 
were mainly expressed regarding the person visualization 
system as a good resource for communication from the 
remote user’s perspective (item 7). This is because some 
participants perceived limitations in the person visualiza-
tion system’s ability to fully convey all the remote user 
behaviors. Additionally, some participants did not find the 
prototype easy enough to consider for widespread imple-
mentation (item 11). Consequently, there was a variety of 
opinions regarding the implementation of the final version 
of the system in the company (item 14).

5.2.4 � Pilot test in a local government environment

This case study was carried out in two different city halls 
in Alicante province, Spain, San Vicente City Hall and La 
Nucía City Hall. In this case, 12 meetings between personnel 
from both city halls was carried out. In this test, 36 partici-
pants were involved. Table 4 shows demography information 
of the participants.

Figure 11 shows three of the participants involved in one 
meeting of the test, as well as an example of the visualization 

Fig. 10   Average score and 
standard deviation per ques-
tion obtained by the 16-item 
questionnaire in the business 
environment
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obtained from the application in HoloLens 2. During this 
meeting, the mayor of the San Vicente’s city hall tested the 
system from the HoloLens side. Another employee partici-
pated as a remote user from a room in the same building. 
On the other hand, the first deputy mayor of La Nucía par-
ticipated as a second remote user from the other location.

In this test, we changed the image patterns used since they 
produce more robust visualizations than those used in the 
business environment test. The rest of system configuration 
and implementation is the same as in the previous test.

In this case, for the evaluation of the feedback, we used 
the same 16-item questionnaire presented in Sect. 5.2.3. 

Figure 12 shows the average score obtained per question. 
This study led to the following conclusions:

•	 Perceived ease of use (items 1–2) was positively valued 
in the first item, with an overall score of good, but the 
value referring to the autonomy of use was scored low, 
with a qualitative evaluation of only OK, being the lowest 
rated of the 16 items.

•	 As for perceived enjoyment (items 3–4), the scores are 
considered positive, with a qualitative evaluation of 
excellent.

Table 4   Demography information of participants in the pilot test in a local government environment

Sex Frequency Percent (%)

Male 21 58
Female 15 42

 Age Frequency Percent (%)

20–30 years 3 8
31–40 years 9 25
41–50 years 14 39
51–60 years 7 20
61 years and above 3 8

Fig. 11   A sample of the system 
running in a local government 
environment. Three users were 
involved at two different city 
halls of the Alicante province

Fig. 12   Average score and 
standard deviation per question 
obtained by the 16-item ques-
tionnaire in the local govern-
ment environment
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•	 Regarding the perceived usefulness (items 5–8), the 
scores showed the same trend, always very positive. In 
general, the system for visualizing remote people in a 
classroom is considered to be a good resource for com-
munication and the solution proposed by the prototype 
is well thought out, with an overall evaluation of best.

•	 As for the attitude toward its use (items 9–12), it was 
excellent and participants considered that the proposal 
is attractive for citizens. On the other hand, the fact that 
the prototype options are easy and understandable to be 
put into practice in a generalized way is not valued at the 
same level, and is considered simply OK.

•	 Regarding the intention to use (items 13–15), the par-
ticipants positively valued wanting to use the system in 
a real situation and to put it into practice, as well as con-
sidering its use fundamental for working in local gov-
ernment. In addition, including the final version of the 
system in the institution’s plan was rated as excellent.

•	 Finally (item 16), the proposed system was very posi-
tively valued, with a qualitative evaluation of best.

Moreover, when analyzing the standard deviation data 
in Fig. 12, we can draw some additional conclusions. Most 
participants’ opinions aligned well, with standard deviation 
values below 0.4. However, discrepancies were observed 
in the dimension of perceived ease of use (items 1–2). In 
this regard, participants with more experience in technol-
ogy found it easier to use the prototype, but for the major-
ity of participants, it proved to be more challenging to use 
with autonomy. Furthermore, there was a variety of opinions 
when considering the ease of implementing the prototype 
on a broader scale. While some participants agreed that it 
was easy to implement, others expressed some disagreement 
about it.

6 � Discussion

Firstly, we must state that overall, the three feedback pro-
vided by the users and their qualitative evaluation was posi-
tive, as highlighted by the survey. The users’ comments also 
praised the emoji to represent the emotion of the users and 
the holograms representing them. However, there were some 
comments regarding the limitations of the current imple-
mentation. Some users were concerned about the battery 
autonomy duration, the field of view and the cost of the 
device, which are specific issues of the HoloLens 2 head-
set we used. Flickering and delay in the image transmis-
sion were also reported. Additionally, one user stated some 
discomfort about the fact a pattern is needed wherever the 
holograms should be displayed. All these matters will be 
taken into account in future work.

The limitations of HoloLens 2, such as its cost and battery 
life, have implications for both instructors and students in an 
MR learning environment.

Firstly, the cost of the device can be a barrier for instruc-
tors and educational institutions. The higher price of Holo-
Lens 2 may make it difficult for some instructors to adopt 
this technology for teaching purposes. However, the cost 
of the device is expected to fall over time, making it more 
affordable for universities. Once the cost becomes more rea-
sonable, instructors can leverage the MR environment to 
enhance their teaching methods and provide students with 
immersive and interactive experiences.

Secondly, the limited battery life of HoloLens 2 poses 
challenges for instructors who intend to use the device for 
extended periods. The two to three hours of active use may 
not be sufficient to cover a longer class session or multiple 
consecutive classes. However, the device’s compatibility 
with external batteries provides a solution to this drawback. 
By utilizing external batteries, instructors can ensure con-
tinuous functionality of the device while charging, allowing 
them to use HoloLens 2 throughout the required class time 
without interruption.

In terms of the effectiveness and utility of the MR envi-
ronment based on the learning content, there are implica-
tions highlighted in educational environment tests. One of 
the main limitations is the realism level of the application, as 
a consequence of using a simple webcam as an image cap-
turing system from the remote students’ side. This suggests 
that the MR environment may not fully replicate the same 
level of realism and immersion as physical interactions. 
Instructors should be aware of this limitation when design-
ing learning content and consider alternative approaches or 
supplementary material to enhance the learning experience 
of the remote students.

We are aware that other telepresence systems such as 
some of those mentioned in Sect. 2 (Orts-Escolano et al. 
2016; Joachimczak et al. 2017; Sanyal and Agrawal 2021) 
can achieve a more realistic perception of the MR environ-
ment recreated with full-body 3D representations of remote 
users. However, as we already discussed, these systems 
involve high hardware requirements with complex video 
capturing system (high-definition cameras, depth cameras, 
multi-camera arrays), room set-up and calibration times 
before starting to use the system. Reasons why they become 
practically unfeasible solutions for everyday use and stu-
dents at home. Therefore, although we do not achieve the 
realism and visualization level accomplish by thouse sys-
tems, we gain in accessibility and affordability of the use 
of the telepresence system by remote students. At the same 
time, we allow the easy and immediate use of the system, 
avoiding calibration and set-up times.

On the other hand, in our application, we found some 
cases of confusion in the emotion classification task and 
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errors in person segmentation due to inherent limitations of 
the segmentation algorithm. These limitations may impact 
the accuracy and reliability of certain MR applications, such 
as applications that use emotion recognition as feedback to 
understand the overall feeling of the class. Instructors should 
take these limitations into account when designing activities 
or assessments that heavily depend on such functionalities 
and consider incorporating alternative methods or tools to 
achieve the desired learning outcomes.

Overall, while the limitations of HoloLens 2 present chal-
lenges, the MR environment still holds promise for instruc-
tors and students. It offers opportunities for immersive and 
interactive learning experiences that can enhance engage-
ment, visualization, and collaboration. Instructors should 
carefully consider the specific learning goals, content, and 
activities when incorporating MR into their teaching prac-
tices, making informed decisions based on the strengths and 
limitations of the technology.

In the case studies carried out in the business and local 
government environments, the general evaluation of the pro-
posed system was very positive, with the exception of the 
indicator referring to the autonomy of use of the system by 
the users. Moreover, the fact that the prototype options are 
easy and understandable to implement in a generalized way 
was not so positively evaluated either.

Finally, it is important to mention that in the three pilot 
tests conducted, we concluded that the unequal gender ratio 
did not influence the results obtained, as no correlations 
were evaluated with regard to gender. However, we acknowl-
edge this limitation in our study.

7 � Conclusions and future work

In this work, we present a cyberpresence system using MR 
to provide the seamless integration of remote students in the 
classroom. The contributions of this work are multiple. First, 
a web services system was developed to allow remote com-
munication between teacher and students, which was tested 
with users in three different physical locations. This repre-
sents a novel support to teachers and education, entailing 
an improvement in situations of training, information and 
communication in mixed spaces. In addition, the complete 
system could be tested in business and local government 
environments.

Second, an emotion recognition system was designed, 
implemented and evaluated, achieving a F

1
-score value of 

0.6869 on a test set of AffectNet dataset. In addition, by 
using HoloLens 2 headset, a hologram-based cyber pres-
ence methodology was developed to represent remote stu-
dents and their emotions. Finally, participants in the edu-
cational environment experiments indicated high levels of 
satisfaction with the simplicity of the environment created, 

the use of the classification of emotions and the applicabil-
ity of the proposed system. Moreover, in the business and 
local government environments, the proposed system was 
positively evaluated.

Despite the promising results, the experiments brought 
to light some system limitations in terms of the realism 
level of the application and performance. In addition, cer-
tain confusion in the classification of emotions and some 
limitations in the person segmentation results were found. 
Furthermore, some disagreement was expressed on the 
autonomy of use of the system by users, and the ease of 
the prototype options to be applied in a generalized way, 
in business and local government environments.

For future works, we plan to further develop the web 
communication architecture to allow for dynamic interac-
tion with multiple webcam clients. The aim would be to 
enable the connection of several students at the same time 
without the main server having predefined the number of 
students to be connected. We also plan to obtain infor-
mation from the view of the HoloLens 2 at application 
execution time, in order to classify the emotions of all the 
students in the class (face-to-face and remote students). 
Moreover, we intend to improve the classification results. 
Finally, we aim to project the representation of remote 
students with a method that does not require the use of an 
image pattern. We also plan to improve the autonomy of 
use of the system.

Finally, it is worth noting that this study was conducted 
under the supervision of the ethics committee of the Univer-
sity of Alicante, and all the participants gave their informed 
consent. No datasets, as in a large set of labeled data or 
images, were generated, although we collected the par-
ticipants’ responses to the surveys, which will be available 
under request. As mentioned, the participants granted their 
permission and were informed about the study and how their 
data would be handled. Regarding the ethical implications 
and the concerns about personal data, it should be stated 
that the identity, images, biometric data and any other kind 
of data collected from the user during the deployment of the 
system is properly codified and encrypted using a public-key 
methodology, and so it is unlikely that in the event of some-
one capturing the data, they could browse the actual content. 
In addition, the images and other data are processed by the 
different algorithms in a secure local server in an autono-
mous fashion, and so no humans interfere in the process. No 
personal data are stored whatsoever; only the predictions of 
the system are saved. It is impossible to either identify any 
user or reconstruct their data from the predictions.
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