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Abstract
Human–robot interaction (HRI), which studies the interaction between robots and humans, appears as a promising research 
idea for the future of smart factories. In this study, HoloLens as ground control station (HoloGCS) is implemented, and its 
performance is discussed. HoloGCS is a mixed reality-based system for controlling and monitoring unmanned aerial vehicles 
(UAV). The system incorporates HRI through speech commands and video streaming, enabling UAV teleoperation. HoloGCS 
provides a user interface that allows operators to monitor and control the UAV easily. To demonstrate the feasibility of the 
proposed systems, a user case study (user testing and SUS-based questionnaire) was performed to gather qualitative results. 
In addition, throughput, RTT, latency, and speech accuracy were also gathered and analyzed to evaluate quantitative results.

Keywords  Mixed reality · Unmanned aerial vehicle · Ground control station · Speech control · Video streaming · Microsoft 
HoloLens · Human–robot interactions

1  Introduction

The 4.0 industrial revolution has introduced a paradigm 
shift toward a smart factory that utilizes a new approach to 
achieve mass scale and cost-effective production (Zuehlke 
2010). Smart factories depend on the auto-decision-making 
that is performed over a massive interconnected device; 
thus, artificial intelligence (AI) is utilized to aid it (Lee et al. 
2018). Moreover, to enhance massive production, a robot 
is deployed to lower defective production rates (Wan et al. 
2018) (Table 1).

In Luque Vega et al. (2020), an unmanned aerial vehi-
cle (UAV) as a mobile robot in smart factories has gained 

huge popularity owing to its capabilities to hover and allow 
3-dimensional movement. Therefore, it can minimize delays 
occurring in smart factories. Although UAVs can work 
autonomously in a smart factory, an operator must moni-
tor and observe to take over control if it is misbehaving. 
Currently, controlling UAVs using the conventional remote 
control (RC) which potentially causes a problem because of 
its complexity for first-time-user (Graff 2016). As a result, a 
diverse approach regarding the study to replace conventional 
RC. Furthermore, in Fayjie et al. (2017); Landau and van 
Delden (2017) voice-based and gesture control system was 
proposed to aid conventional RC. Moreover, in Bokade and 
Ratnaparkhe (2016) developed a web-page-based applica-
tion integrated with an android operation system to jointly 
control and stream live video from UAV.

The problem arises when human operators have to 
monitor smart factories because of a lot of interconnected 
machines and robots. Recently, augmented reality (AR) and 
mixed reality (MR) as head-mounted displays (HMDs) with 
intuitive interactions are the most likely strong candidate 
devices in the future to aid humans in smart factories (Gat-
tullo et al. 2019). Several portable devices that exploit the 
MR principle have been developed to enhance the ease of 
human–robot interaction (HRI), which are conventional 
smart glasses (Sutar and Pawar 2021) and Microsoft Hol-
oLens. HoloLens has numerous advantages compared to 
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smart glass. The device provides a broader field of view 
(FoV), better battery lifespan, and faster clock speed of the 
central processing unit (CPU). HoloLens is capable of rec-
ognizing and processing human interaction inputs (gaze, 
gesture, voice) (Microsoft HoloLens 2021). The implemen-
tation of HoloLens to assist HRI has been done before, such 
as gesture tracking with precise and fast fingertip tracking to 
get a two dimension position (x,y coordinates) of a mobile 
robot and mapping it to a 3D space to mark the location of 
the robot (Sun et al. 2019).

Motivated by UAV controlling and HRI through Holo-
Lens, an MR-based GCS is proposed in this study. Without 
loss of generality, this paper utilized a robot operating sys-
tem (ROS), which can be applied to various types of UAVs. 
In addition, this paper also designs a user interface (UI) for a 
GCS application that contains three key features that can run 
simultaneously, namely: video stream, speech recognition 
control, and manual control using the designed UI. Further-
more, the contributions of this study can be summarized as 
follows:

•	 A speech command system in HMD for controlling UAV. 
In this study, the UAV commands are as follows: take off; 
land; bank left or right; pitch forward or backward; yaw 
left or right; ascend; descent.

•	 Design a video streaming system that forwards the cam-
era attached to the UAV to HMD.

•	 Design a UI to control UAV manually with similar com-
mands with speech recognition.

In addition, throughput, round trip time (RTT), latency 
(Zhao et al. 2018), and user study were evaluated to bench-
mark the proposed system (Steinfeld et al. 2006). Moreover, 
we consider speech accuracy as a performance evaluation of 
the reliability of MR-based GCS.

This study is structured as follows. Section 2 examines 
previous research on the current remote controllers and 
video streaming methods. Section 3 focuses on the details 
of the proposed system. Section 4 explains the implemen-
tation process in detail. Section 5 discusses the measured 
throughput, round-trip time, latency, speech accuracy, and 

user study details. Finally, Sect. 6 concludes the conclusion 
of this study.

2 � Related work

Initial work of controlling a robot via HMD has been done 
in Stoker et al. (1995), where humans use teleoperation to 
control a robot submarine or unmanned underwater vehicle 
(UUV). In Higuchi et al. (2013), a VR device was integrated 
to control the movement of a UAV. In Bennett et al. (2017), 
design an exo suit to control the humanoid robot and stream 
video from a camera mounted on the robot. Furthermore, in 
Bosch et al. (2022), the authors proposed a VR-based system 
to stream video from an omnidirectional camera mounted on 
UUV. In addition, an external device was utilized to control 
the UUV. In Ibrahimov et al. (2019), they designed an HMD 
application to simultaneously control UAV movement and 
wearable-controlled teleportation to pick up the object that 
UAV carried out.

Numerous studies to develop VR/AR-based GCS have 
been done before. In Kot and Novák (2014) proposed a sys-
tem to control a robot using a VR device, namely Oculus 
Rift. In García et al. (2017) proposed a VR system to pre-
cisely control UUV movement with an external joystick. In 
(Lipton et al. 2018) proposed a system to control manu-
facturing robots using a VR device. Furthermore, Whitney 
et al. (2020) proposed a VR-based system to control a robot 
to grasp an object from several miles away. Furthermore, to 
reduce system complexity, Krupke et al. (2018) designed 
an AR-based UI to combine hand gestures and speech com-
mands to control a virtual robot arm. Herrmann and Schmidt 
(2018) proposed a natural user interface with gesture or 
speech commands to control a UAV without real-time video 
streaming and GUI. Natural language-based control for the 
UAV was proposed by Huang et al. (2019). In Chuixin and 
Xinzheng (2021), combined speech recognition with a sonar 
sensor was proposed to develop a car control system with 
obstacle avoidance. In (Zhou et al. 2020) proposed a voice 
control Ground Control Station (GCS) to reduce the com-
plexity of a UAV mission execution.

Table 1   Previous work 
comparison

Reference Device Vid. Stream Controller type

RC/ Joystick GUI Speech

(Gong et al. 2017) Moverio BT-200 ✓ ✓ x x
(Jeong et al. 2018) HMD ✓ x x x
(Hedayati et al. 2018) HoloLens1 ✓ x x x
(Kot et al. 2018) HoloLens1 ✓ ✓ x x
(Widiyanti and Shin 2021) HoloLens1 ✓ ✓ x x
Proposed HoloLens2 ✓ x ✓ ✓
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Several studies have shown that it is possible to stream 
feed to AR devices. In Hedayati et al. (2018) proposed an 
AR-based system to stream the robot’s video feed to monitor 
its movement. In Gong et al. (2017), design an AR system 
to display video from a Raspberry Pi camera mounted on a 
humanoid robot. Finally, Kot et al. (2018) proposed a system 
to view robot perspectives using HoloLens with a separated 
joystick to control robot movement. In Hoppenstedt et al. 
(2019) proposed an (MR) based system to visualize the flight 
data of UAV that is controlled directly by the ROS platform.

3 � Proposed system architecture

The architecture of the whole proposed system is summa-
rized in Fig. 1, consisting of an intractable MR application 
that fully controls and accesses the view from the UAV. In 
particular, two systems have been made; a video streaming 
system, where the view from the UAV can be visualized on 
the HoloLens, and a UAV speech control system, where the 
HoloLens user can perform a speech control to the UAV. 
The proposed system purpose is to enable the HoloLens user 
to observe the UAV view from video streaming and make 

decisions based on the streaming to control the UAV using 
a speech command controller.

To coordinate the whole system, three devices are 
included in the process. Devices that are used are a Server, 
a Microsoft HoloLens, and a Parrot Bebop 2 as the clients. 
All the devices are connected to the same Wi-Fi connection 
as an access point, where all the devices are accessing the 
same access point. The detailed information of every system 
is shown in Sects. 3.1 and 3.2.

3.1 � Video streaming system

The details about video streaming are explained in this sec-
tion. HoloLens, as a client, should access a specific Bebop 
streaming IP address in order to obtain the UAV view. 
Since both HoloLens and the Bebop are clients that need 
to exchange data, they must be in the same connection. The 
details of the connection are explained in Sect. 4.

Once both clients are connected to each other and the 
server has previously determined the IP access for video 
streaming by running a web_video_server, video 
streaming can proceed. While the web_video_server 
is fully operated, it will request raw image data from the 
Bebop 2. After ROS subscribes to the Bebop 2 image raw 

Fig. 1   Proposed method
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data info and forwards it to the web_video_server, 
the web_video_server will forward the video stream-
ing that will be accessible by the HoloLens when the user 
accesses the determined IP Address from the browser of the 
HoloLens. After getting access to the UAV perspective, the 
HoloLens could confirm the UAV steering direction.

3.2 � Speech control system

The details of the speech command system are explained 
in this section. It starts when the speech command applica-
tion on the HoloLens is launched. By communicating with 
the server, ROSBridge-Client is bridged to the ROSBridge-
Server. As soon as both connections are established, the 
server must launch the Bebop driver, at the same time, the 
movement script must be translated into a rostopic in order 
for the Bebop 2 to move in compliance with the assigned 
rostopic. To translate the command to a rostopic the process 
starts when the HoloLens user delivers a designed speech 
command through the HoloLens. The MRTK “Speech Han-
dler” package starts and recognizes the command. The suc-
cessfully readable command then will be processed in NPM, 
which in NPM the detected speech command will translate 
as a nodeJS format. However, if the command is not suit-
able with the designed speech, then the system will ignore 
the command.

Since it is connected to the server side via the ROS-
Bridge-Server, the system will proceed by sending the com-
mand to the ROSBridge-Client after it has been converted 
to nodeJS format. When the ROSBridge-Server receives 
data, it must also operate the Bebop driver node in order 
to connect to the Bebop 2 as a client. When a connection is 
established between the server and the Bebop 2, the data on 
the ROSBridge-Server are processed by transforming the 
data into a rostopic. The rostopic will then be accessed, and 
the bebop will move in accordance with the rostopic that 
has been selected. The list of rostopics and commands is 
shown in Table 2.

4 � Implementation

Once the system analysis has been completed and all pro-
posed diagrams have been created, this section will go 
through the implementation component in depth. The imple-
mentation will be conducted out using a HoloLens, a Server, 
and a Bebop 2. The HoloLens will emphasize how control is 
optimized and how streaming from the Bebop 2 is displayed. 
The middleware between HoloLens and Bebop 2 will be the 
server. Bebop 2 will be the client that can move in response 
to the movement given by the HoloLens.

Figure 2 generally explains the implementation of this 
proposed system. The main platform for the implementation 

is the Universal Windows Platform (UWP) and Robot Oper-
ating System (ROS). Each platform is explained in structure 
as follows. Section 4.1 will explain the HoloLens develop-
ment software, Sect. 4.2 will explain the server and UAV 
development kit, Sect.  4.3 will explain the connection 
and communication between each different platform, and 
Sect. 4.4 explain the user interface design using MRTK.

4.1 � HoloLens development software

For developing the whole system on the HoloLens, develop-
ment software is needed. Unity3D (Uni 2021) is a popular 
development tool for creating HoloLens applications. Uni-
ty3D is used on the system since the proposed system is 
an MR-based system under the Windows platform, which 

Fig. 2   Development diagram

Table 2   ROS topics and command list

Movement Speech ROS Topics X,Y,Z,(Angular) 
Axis

Take off Take off Bebop/takeoff −
Land Land Bebop/land −
Pitch forward Front Bebop/twist 0.3, 0, 0
Pitch backward Back Bebop/twist −0.3, 0, 0
Left Left Bebop/twist 0, 0.3, 0
Right Right Bebop/twist 0, −0.3, 0
Rotate left Rotate Left Bebop/twist 0, 0, 0, ( −0.3)
Rotate right Rotate right Bebop/twist 0, 0, 0, (0.3)
Increase altitude Up Bebop/twist 0, 0, 0.3
Decrease altitude Down Bebop/twist 0, 0, −0.3
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use C# as the scripting language. This scripting combines 
with.NET libraries to support XML files, databases, and net-
working. Scripting is frequently considered limited and slow, 
but scripts in Unity3D are compiled to native code and run 
nearly as fast as C++. The ease of use is ideal for scripting 
languages; additionally, these languages can be mixed and 
matched.

Additional HMD development tools are used in this 
paper. These tools are used to handle some specific pur-
poses while developing the application. In this paper, the 
tools are used to develop the speech input handler and UI 
handler before the application is deployed on the HoloLens 
device. The tool is called Mixed Reality Tool-Kit (MRTK) 
(Jerald et al. 2014). The MRTK is a library of scripts and 
components that developers may use to build applications 
for HoloLens and other Windows-based headsets. This sub-
section will only explain the use of the MRTK speech input 
handler, the MRTK UI handler will be discussed in the next 
subsection. The MRTK speech input handler handles the 
HoloLens user input as a voice command and translates it 
as data that can be forwarded to the server and could get the 
input data from the HoloLens user.

4.2 � Server and Bebop 2 development kit

The ROS has gained a lot of popularity for the development 
of robotic systems. ROS is an open-source flexible system 
to operate a robot (ROS 2021a). It includes a set of tools, 
a library, and packs that help to simplify the operation of a 
robust robot. Controlling code in robot operating systems 
can also be written in a more abstract language, allowing it 
to be easily adapted to a different controlling microprocessor. 
ROS can adapt to many kinds of robots and uncrewed vehi-
cles, such as Unmanned aerial vehicles (UAV), Unmanned 
ground vehicles (UGV), Unmanned surface vehicles (USV), 
Unmanned underwater vehicles (UUV), and more. ROS is 
utilized in the system as it is simple to use, adaptive, easy 
to install and maintain, and it can be modified to meet the 
needs of the system.

Some ROS resources that must be accessed for the pro-
posed system are the ROS Package and messages types. 
For processing data from the server to Bebop 2 client, 
rosmaster, rosnodes, rostopics, rosmessages are required. 
For implementation in a video streaming system, rostopics 
called web_video_server is accessed. The topics will 
manage the video subscribing and publishing from Bebop 
2 to the server and vice versa. For implementation in the 
control system, accessed rostopics depend on the control. 
The detail of the control can be seen in Table 2, while the 
X, Y, Z, and Z (angular) axis in the table explains the move-
ment length set for UAV to move within a command at a 
time. To highlight, the Take Off and Land commands do 
not require any axis setup in order to move. Based on the 

table, to make the Bebop take off a bebop/takeoff topic 
is accessed. For making the bebop land, a bebop/land 
is accessed. Meanwhile for Bebop 2 movement bebop/
cmd_vel is accessed. These three topics have their own 
rosmessages, while rosmessages is a data structure to com-
municate between rosnodes.

4.3 � Connectors and communication

This connectors and communication implementation section 
are focusing on the ROS and Unity3D connectors and net-
work communication. Connectors are a crucial component 
of the implementation, and this section focuses on the imple-
mentation of connecting the application inside the client 
device HoloLens, with the server as a rosmaster to deliver 
commands to the UAV. ROSBridge is a middleware to com-
municate ROS-based programs and non-ROS-based pro-
grams. ROSbridge consists of a JSON-based API to access 
ROS functionality which makes the non-ROS-based pro-
grams communicate and interact with ROS-based programs.

ROSBridge allows the ROS system to connect to other 
systems using WebSocket connection (ROS 2021b). ROS-
Bridge operates in a single TCP/IP socket using WebSocket 
that is able to support upstream and downstream commu-
nications over a single connection. ROSBridge is divided 
into two device needs: ROSBridge-Server and ROSBridge-
Client. The ROSBridge-Client and the ROSBridge-Server 
are set up to be connected in the Unity3D application before 
the application is deployed on the HoloLens, and the ROS-
Bridge-Server is installed on the server.

When creating an implementation-based system with sev-
eral clients, the communication component must be con-
sidered; features of the communication link are shown in 
Fig. 3. In this work, an internet connection is not needed. 
But, Wi-Fi as an access point connection is used to connect 
all the devices. After HoloLens and the server are connected 
to the same access point, Bebop 2 has to connect to the 
preferred access point. In this case, IP pushing toward the 
bebop is needed as generally, bebop has its own access point.

4.4 � User interface

The user interface is the visual representation of the appli-
cation that the user sees. User interface (UI) design has 
increased in popularity over the years, becoming one of the 
most creative, innovative, and fascinating fields in techno-
logical innovations. The UI was created using the Unity3D 
2019.4.12f1 version in collaboration with the MRTK which 
has been explained in the previous subsection. The UI is 
divided into Video streaming UI and Speech Command & 
Control UI. General UI can be seen in Fig. 4. Video stream-
ing UI can be seen in Fig. 4a and b. Speech Command & 
Control UI can be seen in Fig. 4c.
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In the proposed system, the UI is made by holograms 
created by using MRTK as it is used as the primary speech 
input handler as well as the UI handler. MRTK UI handler 
combined with spatial mapping, gaze handlers, and gesture 
handlers is used to construct the UI. The controller inter-
face is automatically identified in the users real environment 
through spatial mapping. All scripting is handled in Visual 
Studio 2019 prior to the implementation of the GUI system. 
The script can then be assigned to the button in Unity3D. 
The system could be built and deployed on HoloLens once 
all of the system components have been created. The deploy-
ment procedure in Visual Studio 2019 must be completed 
before it can be shown on the HoloLens device as an applica-
tion. After it is deployed to the HoloLens when users operate 
the application, the user can enlarge or reduce the UI display 
size according to their preferences.

5 � Experiment and result

The experiment of the development of MR as a GCS for 
UAV has been conducted. The experiment calculation 
uses TCP protocol to calculate throughput, round-trip 
time (RTT), and latency for Video Streaming (VS) and 
combined video streaming and command and control 
systems (VSC &C). To highlight, as the video stream-
ing is uploaded in a Hypertext Transfer Protocol (HTTP) 
from the server, the HoloLens access it as a TCP proto-
col instead of UDP. A speech accuracy analysis was also 
measured to assess the users speech capabilities using the 
application. Experiment for Command and Control (C &C) 

only will not be counted since the protocol utilized is UDP. 
To conclude, a user study was also conducted to show how 
the system can be utilized by the participants.

Fig. 3   Communication link

Fig. 4   a HoloLens Video streaming and control view after UAV takes 
off, b HoloLens Video streaming and control view when UAV lands, 
and c Speech Command & Control User Interface
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For measuring the throughput, round-time trip, and 
latency, a total of 20 trials have been done for each per-
formance metric. In this experiment, the distance is set as 
follows: HoloLens 2 at (0, 0) meters; UAV at (0, 40) meters 
as a starting point; AP in the middle at (0, 20) meters. The 
proposed system was tested with a set of tasks in Table 2, 
namely: the Take Off; Front; Right; Left; Back; and Land, 
each one command making a 0.3-meter movement. The 
evaluation for these metrics is measured in two categories: 
the first is VS-only performance, and the second is combined 
VS and C &C performance.

Firstly, for VS-only performance evaluation, users were 
given a single command to the UAV within a 5-second inter-
val period. Secondly, for the combined VS and C &C per-
formance evaluation procedure (VSC &C), users were given 
a single command to the UAV with a 15-second interval 
period and streamed a video simultaneously. Lastly, to note, 
for counting the latency for VS and VSC &C, servers are 
used to count the data transfer transmission. When the user 
gives a single command to the UAV, the server will check 
the latency time toward both the UAV and the HoloLens.

5.1 � Throughput

Throughput is the average rate at which data are obtained 
by a node over a given measurement interval. Throughput 
measurement is conducted in VS only and VSC &C sce-
nario. Equation 1 is used to measure the system throughput 
in both cases.

Where Nrx is the received packets for each node and t is the 
time(s) that is received from the total packets trials.

The first scenario for throughput performance is the VS 
system. The trials have been done in 20 trials. Every ith trial 
is conducted with a total of 125 s of simultaneous streams for 
VS and 600 s for VSC &C. Figure 5 shows the throughput 
sampling for VS, and Fig. 6 shows the throughput sampling 
for VSC &C. There is a possible saturation throughput or 
exhausted system resource (Device CPU utilization) which 
causes the decrease in 110 s for VS and 590 s for VSC &C.

5.2 � Round‑time trip (RTT)

The round-time trip is the time it takes for a signal to 
be transmitted plus the time it takes for that signal to be 
acknowledged as having been received. RTT measurement 
combined both servers to HoloLens and HoloLens-to-server 
communication. RTT measurement is conducted in both VS 
and VSC &C scenarios. Every ith trial is conducted with a 
total of 250 s of simultaneous streams for VS and 600 s for 
VSC &C.

(1)� =

Nrx

t

The result is shown in Figs.  7 and 8 that the RTT for 
VS and VSC &C both went higher as the streaming time 
increased, the increasing value is caused by the network traf-
fic, the distance between the source and destination, and the 
infrastructure component. To calculate the average RTT, it 
can be written as:

(2)�
x
=

1

T

T∑

sx=0

�(s
x
),

Fig. 5   Server to HoloLens video streaming throughput

Fig. 6   Server to HoloLens video streaming and command and control 
throughput
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where T denotes a total observation time, s denotes the sec-
ond interval, and �

x
 denotes the RTT obtained on sth interval 

for x ∶ VSorVSC&C scenario.
For VS scenario, with T=250 and s = [0, 5, 10⋯ , T] the 

value obtained from Eq. (2) for �
VS

 is 0.366 s. While for 
the �

VSC&C
 , where the T=600 and s = [0, 15, 30⋯ , T] . The 

value obtained for �
VSC&C

 is 0.332 s.

5.3 � Latency

The network end-to-end latency is a packet delay from one 
client to another client and in this paper, the result was 
obtained from L = ‖t

o
− t1‖ . Here, t

o
 denotes the time of the 

network packet departing from Hololens, and t1 denotes the 

time of packet arrival on UAV. Latency measurement has 
been done in both VS and VSC &C scenarios.

Figure  9 represents the latency that occurred in VS 
and VSC &C scenarios. Experiments were conducted in a 
total of 20 trials. By counting the average for a total of ith 
60 s each. The total average latency for VS measurement 
is 0.077s. In VSC &C latency measurement, the average 
latency is 0.244s. In addition, the calculated standard devia-
tion for VS latency is ≈ 0.015, while the standard error is 
≈ ± 0.003. Furthermore, the standard deviation for VSC &C 
latency is ≈ 0.03, while the standard error is ≈ ± 0.008.

The result shown by Mellinkoff et al. (2018) shows the 
minimum thresholds of low-latency teleoperation range from 
0.4 to 2.4s. Based on this threshold, the current work falls 
short of meeting this threshold, which can lead to a notable 
decrease in operator efficiency, and it is the limitation of this 
current work. This latency problem can be minimized in the 
future iteration of this work, especially for video streaming 
by using e.g., WebRTC, Nimbro, etc.

5.4 � Speech accuracy test

In this section, the analysis of the system performance was 
performed. The result of the performance tests is the num-
ber of retries and count of errors that occur while giving 
speech commands to the UAV. For this experiment, multiple 
users who have different native language backgrounds are 
involved. Experiments were conducted in a total of 20 trials, 
where every ith trial contains 102 random speech commands 
from Table 2. Additionally, in order to achieve reliability 

Fig. 7   Server to HoloLens video streaming RTT​

Fig. 8   Server to HoloLens video streaming and command and control 
RTT​

Fig. 9   The result of end-to-end latency devices
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of the system, it is considered that the fail threshold is 
�
x
≈ 0.9 × Trials

1

Figure 10 represents the number of �
c
 of each ith trial, 

where �
c
 denotes number of fail counts. The fail counts are 

calculated when UAV action is not suitable with the speech 
command. It is considered that the system is considered reli-
able since the fail counts from all i trials fall below �

c
.2 In 

addition, the calculated standard deviation from all trials is 
≈ 2.1, and the standard error is ≈ ± 1.43. Figure 11 shows 
the total number of speech command retries that have to be 

made until the UAV takes an action based on it, and it is 
denoted with �

e
 . Based on this condition, it can be concluded 

that the average retries that have to be done are ≈ 102

27
≈ 3 . 

In addition, the standard deviation from �
e
 is ≈ 6.3, and the 

standard error is ≈ ± 0.48.

The accuracy success rate is the percentage of attempts that 
result in success. Equation(3) shows a formula to count the 
success rate of the proposed system, where E is the error 
trial amount, and TotalTrial is the total of the command 
trial, which can be calculated as 20 × 102 = 2, 040 random 
commands.

5.5 � User study

A user study was conducted with 40 participants, includ-
ing 24 males and 16 females aged 18 to 40, who joined the 
experiment and provided feedback through a questionnaire 
after trying the applications. Three of the participants had 
prior experience with HMD, and the other 37 were unfamil-
iar with it. Eight participants (20%) are fellow laboratory 
members, and the other 32 (80%) are students enrolled in 
the school. System Usability Scale (SUS) has been chosen 
to evaluate the effectiveness of the system as SUS become a 
standard for system analysis (John 1996). SUS is composed 
of 10 statements, and users answer on a five-point scale 
ranging from “strongly disagree” (1) to “strongly agree” (5). 
The statement list shown in Table. 3.

In order to assess the SUS score, the result of each state-
ment is calculated and added together. The result can range 
from 0 to 4, depending on whether the statement is worded 
positively or negatively. For positively worded statements 
(Q1, Q3, Q5, Q7, and Q9), the result equals the scale posi-
tion minus by 1. For negatively worded statements (Q2, Q4, 

(3)SuccessRate = 1 −
E

TotalTrial
X100%

Fig. 10   Number of wrong actions that UAV takes while receiving 
speech command

Fig. 11   Number of retry command that has to be repeated in order to 
obtain correct UAV action

Table 3   Questionnaire item

No. Statements

1 I can control the UAV properly with this system.
2 I found the latency interferes with the control operation.
3 I found the functions in this system were well integrated.
4 I feel confident controlling the UAV using button control.
5 I think the speech command mechanism is easy to control.
6 I found the system unnecessarily complex.
7 I think that most people would adapt to this service very 

quickly.
8 I think that I would need the support of an experienced person 

to be able to use this system.
9 I felt comfortable doing the experiment.
10 I felt tired during the experiment.

1  The �
x
 represents the threshold for different scenarios and Trials is 

the total of trial test performance.
2  Obtain fail count threshold with calculation �c ≈ 0.9 × 102 ≈ 90.
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Q6, Q8, and Q10), the result equals 5 minus the scale posi-
tion. The final SUS score is obtained by multiplying the total 
score by 2.5, which results in a score between 0 and 100, 
indicating the overall usability of the system.

The SUS result depicted in Fig. 12 reveals an average 
score of 85.25, falling within the “good” to “excellent” range 
for system evaluation (Bangor et al. 2009). Figure 12b shows 
the Box-and-Whisker diagram of the scores of the ten SUS 
statements. It shows the median and the distribution of the 
scores of the ten SUS statements. Based on the result, the 
highest average scores are for Q1, Q7, and Q9. This implies 
that the participants can control the UAV properly with this 
system, this system is easy to adapt, and the participants are 

comfortable with the experiment that has been conducted. 
On the other hand, the lowest scores are measured for Q4. 
This implies that the participants were not confident in con-
trolling the UAV using the button control and were more 
confident using speech commands instead.

6 � Conclusion

This paper presents an implementation of MR-GCS to sup-
port HRI on UAV teleoperation. The proposed system com-
prises a speech command-based UAV control system, video 
streaming, and a designed user interface. A user study with 
40 participants was conducted to measure the effectiveness 
of the system. The qualitative result suggests that HoloGCS 
has the potential for teleoperation in HRI, with speech com-
mands being easier to use than non-speech interfaces. Based 
on the quantitative result, VSC &C scenarios show lower 
throughput, higher RTT, and higher latency. However, based 
on the SUS score that represents the qualitative result of 
the proposed system, the system got an 85.25 SUS score, 
and it does not interrupt the control mechanism in terms of 
drone response and user experience. Future studies in net-
work optimizers for HoloGCS latency minimization using, 
e.g., WebRTC and Nimbro, can be implemented to reduce 
these network limitations. Moreover, by decreasing latency, 
the current system can be extended for more complex com-
mands, and the SUS score can be improved.
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