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Abstract
For software applications with a significant level of user involvement, the traditional concept of usability has evolved into 
the more complex idea of user experience, which also covers emotional, cognitive or physical responses. In virtual reality, 
user experience also depends on the user perception related to some peculiarities of immersive environments, where also 
the devices employed for user interaction play a determinant role. This has led to the design of the Presence Questionnaire 
(PQ) for the evaluation of the effectiveness of virtual environments. This work analyzes the effects of two different interac-
tion modalities on usability and sense of presence: in particular, the Myo armband, a gesture-based device for touchless 
interaction, is compared with the Vive handheld controller bundled with the HTC Vive headset. A total of 84 subjects were 
recruited to test the virtual environment and asked them to fill in a questionnaire obtained by combining the Usability Met-
ric for User eXperience (UMUX) questionnaire, the System Usability Scale (SUS) and the presence questionnaire (PQ), 
which was specifically designed for virtual environments. A comparison between the scores obtained for the two interaction 
modalities revealed which questionnaire items are significantly influenced by the input interface and deduce some insights 
about the consequences on human factors.
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1  Introduction

User experience (Tullis and Albert 2013) goes beyond the 
traditional concept of usability by including emotional and 
aesthetical factors (Bachmann et al. 2018). As defined by 
ISO 9241-210 (ISO 2010), it encompasses “perceptions 
and responses that result from the use or anticipated use of 
a product, system or service.” User task performance con-
cerns specific tasks such as navigation, object placement 
and object selection. An important factor influencing the 
user performance is the mental workload (Cain 2004), also 
known as cognitive workload, which represents the men-
tal effort required to perform the tasks. It can be assessed 
by means of quantitative performance tests, physiological 

measures or subjective feedback collected through question-
naires (Moustafa et al. 2017).

A key aspect for the effectiveness of virtual environments 
is the sense of presence. It denotes the subjective experi-
ence of being in one place or environment, independently 
of where a subject is actually located (Witmer and Singer 
1998). Another important aspect that characterizes the expe-
rience in virtual environments is user interaction. Touchless 
interfaces enable new forms of natural interaction, where 
well-defined positions or movements of some parts of the 
human body, known as gestures (Garber 2013), are asso-
ciated with meaningful commands. For instance, gestures 
allow doctors to consult medical data during interventions 
(De Paolis 2016). Moreover, in image-guided navigation 
systems (De Mauro et  al. 2012) and augmented reality 
applications (De Paolis and De Luca 2019; De Paolis and 
Ricciardi 2018) for the intraoperative support of surgical 
procedures, a touchless interaction with virtual organs (De 
Paolis 2018; Indraccolo and De Paolis 2017) is fully compli-
ant with sanitary regulations. In military operations, it can 
increase the situational awareness by providing a faster and 
more natural way to issue commands (Zocco et al. 2015). In 
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addition to offering greater intuitiveness compared to tra-
ditional WIMP (Windows Icon Mouse Pointer) interfaces, 
gesture-based interaction can increase motivation in the edu-
cational field (De Paolis et al. 2019) by fostering kinesthetic 
learning (Kosmas et al. 2018), where the cognitive process 
is enhanced through the physical involvement of the human 
body.

In a virtual environment, gesture-based interaction can 
improve immersion as long as no conscious attention is 
required to the specific gestures being performed (Deller 
et al. 2006). The concept of guessability (Wobbrock et al. 
2005), which is a stronger concept than immediate usability, 
represents the ability to guess symbolic input without any 
prior knowledge or learning phase. Unfortunately, the design 
of gesture detection systems is often based more on ease of 
technology implementation than on naturalness of gestures: 
a typical example is the Myo armband, a wearable device 
that can detect five basic gestures based on the arm electro-
myographic impulses it can recognize (Rawat et al. 2016).

This paper investigates the differences between handheld 
controller and gesture-based interaction in a virtual reality 
experience. In particular, it aims to evaluate the impact that 
abstract gestures based on electromyography (EMG) tech-
nology can have on usability and sense of presence. It is 
expected that the main obstacles may derive either from the 
fact that gestures are abstract/symbolic (as they do not deal 
with grasping or directly manipulating objects), or from 
any problems of accuracy in detection that are intrinsic to 
the device. This will allow us to understand whether future 
research should focus more on improving the accuracy of 
detection, expanding and diversifying the vocabulary of 
abstract gestures, or introducing the possibility of detecting 
’fine’ movements, also involving the fingers, to aim at the 
recognition of less abstract gestures and closer to manipula-
tive ones.

The considered scenario is a virtual navigator for the 
HTC Vive headset (HTC  2021) that allows the user to 
explore the organs of the human body and navigate inside 
them. The study started with earlier work (De Paolis and De 
Luca 2020), which compared the performance of the Myo 
armband with that of the Vive controller, a handheld device 
bundled with the HTC Vive headset. In such context, data 
on user impressions were collected through the Usability 
Metric for User eXperience (UMUX) (Finstad 2010), the 
System Usability Scale (SUS) (Brooke 1996) and the pres-
ence questionnaire (PQ) (Witmer and Singer 1998). While 
the previous work compared various factors of the user 
experience between the two devices, trying to identify any 
interdependence between several components (involvement, 
interface quality, adaptation/immersion, visual fidelity), this 
work goes deeper in the search for the possible causes of the 
differences in terms of user experience taking into account 
the peculiarities of the two interfaces.

The rest of the paper is structured in this way: Sect. 2 
presents the related work about presence and interaction in 
virtual environments; Sect. 3 introduces the main factors 
of user experience in a virtual environment; Sect. 4 briefly 
summarizes the target experimental scenario, which was 
introduced and described more in detail in our previous work 
(De Paolis and De Luca 2020); Sect. 5 presents the question-
naires chosen for our study, after a brief introduction on the 
most frequently used questionnaires for the evaluation of 
usability and user experience; Sects. 6, 7, 8 and 9 present 
the results; Sect. 10 discusses and summarizes the main find-
ings; Sect. 11 concludes the paper.

2 � Related work

Several studies in the literature addressed presence in vir-
tual environments. Mutual relations between presence and 
emotions were discussed in Diemer et al. (2015) with a 
special focus on the perception of fear. The technological, 
cognitive and emotional factors that increase the sense of 
presence were analyzed in Gorini et al. (2011), which con-
siders a virtual hospital scenario. The effects of immersive 
VR on empathy were evaluated in terms of immersion-
presence, illusion of body ownership, illusion of agency, 
engagement and mind-wandering (Barbot and Kaufman 
2020): the results of the study highlighted the role of VR 
as a “perspective taking-machine”. Usability, presence and 
perceived workload were assessed in a virtual operating 
room (Li et al. 2020) recreated through an Oculus Rift VR 
headset and a LapMentor III laparoscopic simulator: the 
high mental demand and low frustration revealed by the 
experimental tests suggested that users tend to enjoy intel-
lectual challenges provided by the virtual environment. 
Presence, workload, usability and flow were evaluated in 
a study comparing a video display terminal and a head-
mounted display in walking and driving scenarios (Rhiu 
et al. 2020): the former is better in terms of workload, 
while the latter provides a higher sense of presence and 
flow in direct interaction; on the other hand, in mediated 
interaction, such as in driving a vehicle, a head-mounted 
display has also a lower usability. An older study (Liva-
tino et al. 2015) assessed the usability of a stereoscopic 
bronchoscope in terms of depth impression, presence and 
comfort. It compared seven systems (from laptops to wall 
screen and head-mounted display), four approaches to ste-
reo viewing (colored Anaglyph, polarized filters, shutter 
glasses, and separated displays), and five types of display 
technologies (digital light processing, cathode ray tube, 
liquid crystal display, LED, and organic LED). Another 
comparative study between a head-mounted display and 
a desktop LCD screen in driving simulation focused on 
sickness, subjective eye symptoms, game engagement and 
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game performance (Cao et al. 2020): it revealed a mod-
erately higher simulator sickness for the head-mounted 
display. Other usability studies comparing various visu-
alization systems for virtual environments can be found in 
Yu et al. (2019), Somrak et al. (2019), Webster and Dues 
(2017), Tcha-Tokey et al. (2017).

The influence of navigation control and screen size was 
assessed in Clemente et al. (2014) by recording brain activa-
tion with an EEG. Three different VR systems for firefighter 
training were compared in terms of usability, ergonomics 
and learning effectiveness (Corelli et al. 2020): in such con-
text, the locomotion management is a key aspect that influ-
ences accuracy and timing of the execution due to the need 
to cover long distances and exert a fine movement control. 
Teleportation and natural walking were studied as inter-
action modalities for abstract data exploration in a virtual 
environment enhanced with haptic feedback (Zenner et al. 
2020): a comparison with a traditional 2D tablet interface 
revealed a tradeoff between efficiency and user interest, but 
no difference in model understandability.

In most virtual environments, an eye-centered interaction 
principle has been adopted, since the user’s visual search-
ing is typically considered more efficient and comfortable 
than hand interaction. The influence of arm movements was 
studied in a free hand target selection experiment in a virtual 
environment (Lou et al. 2020), with a special focus on the 
hand choice and on the hand position. In Pai et al. (2019), 
gaze tracking and forearm contractions, detected through 
electromyography, were associated with cursor movements 
and selections: this combined modality for user interaction 
was proved to perform better than HTC Vive controller, 
Xbox gamepad, dwelling time and eye-gaze dwelling time.

Other experimental studies evaluated the impact of touch-
less and gesture-based interaction on the user experience.

The Leap Motion controller (Leap Motion 2021) and the 
Myo armband were compared with a standard game control-
ler in a ball-balancing maze-like game scenario (Chen et al. 
2018). Despite overall good performance, Leap Motion and 
Myo provide a lower level of control, but the gap with the 
traditional controller tends to narrow as users become more 
familiar with the devices. In particular, the understanding 
of Myo’s physical dynamics gained gradually through prac-
tice gives better control than Leap Motion, which makes it 
more difficult to move objects accurately due to the lack of 
feedback. Users said they found interaction through devices 
such as Leap Motion and Myo more interesting than through 
traditional controllers, which they considered “aged.”

Another work (Wirth et al. 2018) also revealed that the 
interaction through EMG devices is considered to be more 
interesting and exciting than interaction through handheld 
controllers. On the other hand, users involved in this experi-
ment declared the EMG experience was more stressful, as 
it requires more thinking. Similarly, experimental tests on 

virtual manipulation based on Leap Motion highlighted 
some interaction fidelity issues in grabbing virtual objects, 
caused by a difficulty in perceiving the position of their fin-
gers (Gieser et al. 2016).

Two interaction modes for teleportation based on one 
hand and two other based on two hands are compared in 
Schäfer et al. (2021): results revealed that single hand ges-
tures generally provide a more comfortable and effective 
way to move in a virtual environment, whereas two hands 
require a higher workload.

The voice and motion gesture controller presented in 
Niño et al. (2019), which also provides tactile feedback, 
proved that interaction has a significant influence on the 
sense of presence, embodiment and immersion.

The effects of gesture-based interaction in a computer-
based science lesson were studied in Bailey et al. (2019): 
experimental tests proved that gestures perceived as natural 
contribute in increasing not only the sense of control, but 
also the feeling of presence; on the contrary, gestures per-
ceived as unnatural and not very usable can generate inter-
ferences that may distract the user from a task.

3 � The factors of user experience in a virtual 
environment

The following subsections define the main factors charac-
terizing the user experience in a virtual environment that 
outline the framework of this study: presence, immersion 
and interaction.

3.1 � Presence

Presence refers to the sensation of being in a place other 
than the actual physical location, achieved by deceiving the 
user’s cognitive and perceptual systems (Slater et al. 1994).

Riva et al. (2004) identified three layers of presence:

–	 proto presence, based on kinesthetic information about 
the relative position of the user’s body;

–	 core presence, representing the process of selective atten-
tion applied to perceptions;

–	 extended presence, which enhances the significance of 
external events and reinforces the presence of the subject 
in significant experiences.

According to Slater (2009), two perceptual illusions simul-
taneously contribute to the sense of presence: the place illu-
sion of being really in a place and the plausibility illusion 
that events are really happening.

Place illusion is not closely related to perceptual real-
ism (Sanchez-Vives and Slater 2005), which indicates the 
extent to which virtual representations appear similar to the 
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corresponding real objects. Plausibility illusion, on the other 
hand, shares some aspects with social realism (Nilsson et al. 
2016), which is concerned with the level of real-life adher-
ence of a multimedia representation.

Even though place illusion is a subjective experience, 
it partially depends on system immersion, which can be 
described in terms of objective properties (Slater 2003) 
(such as frame rate, fidelity of tracking and field of view) and 
measured in quantitative terms. An immersive system can 
be described through its sensorimotor contingencies (Slater 
2009), which are the actions performed to explore the envi-
ronment and inspect the objects in it. On the contrary, the 
sense of presence is not an objectively measurable quantity: 
it can vary between different subjects according to the dif-
ferent actions they perform, as one individual, for example, 
may explore the environment more widely than another.

Plausibility illusion requires that (Rovira et al. 2009):

–	 each action performed by the user corresponds to a spe-
cific reaction in the virtual environment;

–	 the environment always responds directly to the user;
–	 the events within the environment correspond to the 

user’s expectations deriving from everyday life.

Waterworth and Waterworth (2001) described presence as “a 
conscious emphasis on direct perception of currently present 
stimuli rather than on conceptual processing.” In particular, 
he identified three dimensions in the allocation of attention 
in a virtual environment:

–	 focus of attention is directly related to the sense of pres-
ence, which increases when a low degree of conceptual 
and abstract reasoning is required; a technologically 
immersive system plays an important role in this dimen-
sion insofar as it provides concrete information that can 
be processed directly by perceptual-motor systems;

–	 locus of attention deals with the attention paid to the vir-
tual environment rather than to the external environment;

–	 sensus of attention represents the degree of conscious 
arousal, i.e., the basic psychological response to external 
stimuli.

3.2 � Immersion

According to Agrawal et al. (2020), immersion is a state of 
deep mental involvement characterized by a shift of atten-
tion from the awareness of the physical world and can be 
described through three main factors. The first one is the 
subjective sense of being surrounded, known as perceptual 
immersion. Another factor is the absorption in the narrative, 
which causes a shift of attention in the player: it consists of 
spatial immersion, which concerns the sense of space and 
the act of exploration, temporal immersion, which derives 

from the curiosity to know how a story evolves, and emo-
tional immersion, which refers to the emotional attachment 
with a story character (Ryan et al. 2003). The third factor is 
made up of strategic immersion and tactical immersion: the 
former derives from the absorption when a player is making 
choices, while the latter derives from the attention on tasks 
requiring quick reactions. Opposed to the concept of immer-
sion based on strategic or tactical challenges, systematic 
immersion (Arsenault 2005), which is more suitable to non-
participatory activities, simply focuses on the acceptance 
of the game’s system instead of real-world laws of physics.

In the various papers presented so far, immersion has 
been described sometimes as the ability of technology to 
faithfully reproduce real-world perception and actions, 
known as system immersion, and other times as a subjective 
experience induced by specific devices (Nilsson et al. 2016).

According to Witmer and Singer (1998), who designed 
the Presence Questionnaire employed in this study, the psy-
chological state deriving from directing attention to a stimu-
lus is called involvement, while immersion is considered as 
the subjective experience of being surrounded in an inter-
active environment. According to Witmer’s view, the main 
factors influencing immersion are:

–	 the level of isolation from the physical environment;
–	 the sense of self-inclusion in the virtual environment;
–	 egocentric motion perception and the natural interaction 

with the environment.

A concept close to immersion is that of flow, defined as “the 
state in which people are so involved in an activity that noth-
ing else seems to matter” (Csikszentmihalyi 1991). It was 
described through the following eight components: balance 
between ability and challenge, concentration/attention, clear 
goals, immediate feedback, escape from everyday life, sense 
of personal control, loss of self-consciousness and altered 
sense of time. Passive activities, in which some of these 
factors (balance between ability and challenge, clear goals, 
immediate feedback) are absent, cannot be considered as 
flow experiences, although they may induce immersion.

3.3 � Interaction

An important concept underlying the interaction in a vir-
tual environment is discoverability (Norman 2013), which 
refers to the possibility of exploring how the environment 
works and what operations are possible. Norman identified 
three phases in interaction (Norman 2013): forming the 
goal, executing the action and evaluating the results. Execu-
tion consists of planning the action, specifying the action 
sequence and performing it. Evaluation consists of perceiv-
ing the state of the world, interpreting it and comparing it 
with the original goal. The user is only vaguely aware during 
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the execution and evaluation phases. Only the appearance of 
something new or an obstacle awakens conscious attention. 
In particular, the processes of specifying actions and inter-
preting perception occur in a semiconscious manner; on the 
contrary, the processes of performing actions and perceiving 
are usually automatic and subconscious unless some action 
requires special attention. Gulf of execution refers to the situ-
ation where it is unclear how to achieve an objective that is 
known, while gulf of evaluation refers to not understanding 
the results of an action (Jerald 2015).

The degree to which physical actions required for a task 
in a virtual environment correspond to the physical actions 
required by the equivalent real-world task is known as inter-
action fidelity (Bowman et al. 2012). Realistic interactions 
avoid adaptation problems, which may have a negative 
impact on the effectiveness of a training procedure. How-
ever, even non-realistic magic interactions, based on meta-
phors that enable gestural interaction with distant objects, 
can improve the user experience by overcoming the limita-
tions of the real world. In both realistic and non-realistic 
interactions, the intuitiveness of the interface is crucial. 
Interaction metaphors (Jerald 2015) are interaction modali-
ties that refer to specific knowledge deriving from other 
domains. An ideal virtual environment should be consistent 
with the conceptual model in the mind of each user, without 
any explanation.

In general, two key interaction fidelity factors that are 
crucial to achieve good performance and avoid user frus-
tration are input veracity and control symmetry (McMahan 
et al. 2015): the former represents the ability of an input 
device to capture user actions in terms of accuracy, preci-
sion, and latency, while the latter is the level of control in 
the interaction compared to the equivalent real-world task.

3.3.1 � Touchless interaction with virtual objects

Natural User Interfaces (NUIs) were introduced to allow 
users to interact with a computer system through actions 
similar to those performed in the real world. These devices 
include touchless interfaces, which allow commands to be 
given in the form of hand gestures. In virtual environments, 
they also offer the possibility to move or manipulate virtual 
objects by means of gestures or by simulating the act of 
grasping them.

Various criteria for gesture classification were discussed 
in Li et al. (2019):

–	 from the point of view of spatiotemporal status, gestures 
can be static or dynamic: the former are static poses at 
a given instant of time that do not include information 
about time series, while the latter represent changes in 
poses over a certain period of time;

–	 from a semantic point of view, manipulative gestures 
allow moving or rotating objects through arm or hand 
movements, whereas communicative gestures have a spe-
cific information function;

–	 from the point of view of the scope of interaction, stroke 
gestures consist in moving the hand on a support surface 
such as a touchscreen, whereas mid-air gestures consist 
in movements in a free space without any support sur-
face. The former exhibit a better ability to capture the 
details of actions, while the latter allow a larger volume 
of interaction.

Another systematic review (Vuletic et al. 2019) classified 
hand gestures into the following categories:

–	 deictic gestures, i.e., pointing gestures used to indicate a 
direction or a point selection or to move an object along 
a path created by the hand;

–	 pantomimic gestures, which emulate the real-life actions 
performed to pick up, pull and modify parts of an objects;

–	 free-form gestures, used to move virtual objects, win-
dows or pointers;

–	 manipulative gestures, associated with translation, rota-
tion, scaling/zooming or object size manipulation;

–	 semaphoric gestures, which consist in abstract and pre-
defined hand motions representing concepts.

Other studies analyzed which gestures are preferred by users 
(Chen et al. 2015) and perceived as natural (Grandhi et al. 
2011).

Visual affordances play a critical role on several gestures 
operating on virtual objects (Kang et al. 2020): they concern 
the direct perception of the potential actions that can be per-
formed with them without the need for high-level processes 
such as reasoning about object properties (Thill et al. 2013). 
Electroencephalographic (EEG) signals, gathered through 
some proper headsets (Invitto et al. 2015, 2016), were ana-
lyzed to study the activation of brain areas for affordances 
during gesture-based tasks.

On the contrary, the abstract gestures detected by the 
Myo armband, which are the subject of this study (described 
in Sect. 4), fall into the category of semaphoric gestures 
and are not related to the concept of grasping an object. 
Myo is based on electromyography (EMG), which enables 
the possibility to recognize gestures by detecting the user’s 
motion from changes in the muscle physiological signals: 
EMG-based devices are able to detect changes of the elec-
tric current by means of some electrodes placed on the skin 
surface (Kim et al. 2008).

Several studies have been carried out to find the best ways 
to arrange sensors on the user’s arm for gesture recogni-
tion (Saponas et al. 2008, 2009; Benko et al. 2009; Saponas 
et al. 2010), and several methods (Jo and Oh 2020; Lu et al. 
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2020; Benalcazar et al. 2018; Wan et al. 2017; Kratz et al. 
2012; Huang et al. 2015; Dai et al. 2021) have been pro-
posed to improve detection and classification accuracy. The 
Myo-based gesture classification was compared in terms of 
accuracy with that based on a more expensive EMG system 
that provides a higher sampling rate (Gieser et al. 2017): 
the experimental tests showed that similar results can be 
achieved for the two devices through KNN classification; 
moreover, feature extraction gives better classification 
results than the use of raw data. Other studies (Dolopikos 
et al. 2021) proved that a model calibration process is able 
to produce an improvement of 24% in gesture classification 
accuracy.

4 � The considered scenario

The considered application, developed for the HTC Vive 
headset (HTC 2021) in Unity (Unity Technologies  2021) 
with the SteamVR API (Steam 2021), is a virtual navigator 
of the human body: it provides a combined visualization 
where 3D models of organs are intersected by the plane of 
the CT images used to reconstruct them.

A total of 84 subjects were recruited to test the virtual 
reality application: half of them used the Vive controller, 
while the other ones used the Myo armband.

As explained in our previous work (De Paolis and De 
Luca 2020), commands for zooming/rotating the 3D mod-
els and for translating the CT slices were associated with 
buttons on the Vive controller and gestures detected by the 
Myo armband (Fig. 1). A preliminary calibration process 
was necessary for each user wearing the Myo armband to 

adjust the device to the forearm’s morphology and improve 
gesture detection.

After the virtual reality experience, each users was 
requested to fill some questionnaires as described in the fol-
lowing section.

5 � Evaluation of usability and user 
experience for Vive and Myo interaction 
modalities

Several questionnaires were proposed to measure the per-
ceived usability of a system (Assila et al. 2016; Lewis 2018; 
Hajesmaeel-Gohari and Bahaadinbeigy 2021).

The Software Usability Measurement Inventory (SUMI) 
(Kirakowski and Corbett 1993) is a long and complex ques-
tionnaire designed to assess “software quality from the end 
user’s point of view.”

The System Usability Scale (SUS) (Brooke 1996) is a 
simpler questionnaire, made up of 10 items, forming up two 
subscales (Lewis and Sauro 2009): learnability, which refers 
to the ability of quickly and independently learning how to 
use a system, and usability in a more strict sense.

The more recent Usability Metric for User Experience 
(UMUX) questionnaire (Finstad 2010), made up of 4 items, 
was designed to make usability evaluation compliant with 
ISO 9241-11 (International Organization For Standardiza-
tion 1998; ISO 2018) by including effectiveness, efficiency 
and satisfaction. Users are requested to express their opinion 
on each of the 4 items according to a 7-point Likert scale 
from “Strongly Disagree” to “Strongly Agree.”

Fig. 1   Myo gestures for activa-
tion, zoom, rotation and CT 
slice control
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Alongside the classic concept of usability, user experi-
ence was introduced to cover additional factors such as 
usefulness, emotional factors and design elegance (Vosi-
nakis and Koutsabasis 2018). Although the questionnaires 
such as SUMI and UMUX took a first step toward user 
experience by including a user satisfaction component, 
other specific questionnaires were designed for user expe-
rience evaluation. A first example was the User Experience 
Questionnaire (UEQ) (Laugwitz et al. 2008), made up of 
26 items grouped into 6 scales (attractiveness, perspicu-
ity, efficiency, dependability, stimulation and novelty). The 
more recent User eXperience Context Scale (UXCS) (Lal-
lemand and Koenig 2020), made up of 30 items, focuses 
on the evaluation of objective and perceived contextual 
dimensions in user experience.

In this study, the UMUX and SUS questionnaires were 
employed to evaluate the perceived usability, while the Pres-
ence Questionnaire (PQ) (Witmer and Singer 1998) was 
used to assess the user experience in the virtual environment. 
For each questionnaire, a comparative analysis was carried 
out among three datasets:

–	 the Vive dataset, made up of the item scores collected for 
the 42 subjects using the Vive controller;

–	 the Myo dataset, made up of the item scores collected for 
the 42 subjects using the Myo armband;

–	 the All dataset, made up of the item scores collected for 
all the 84 subjects involved in the test.

The difference between this work and the previous one, 
described in the introductory section, results in a different 
type of approach adopted in the analysis of the data col-
lected through the three questionnaires. Whereas in the pre-
vious work, Principal Component Analysis was employed 
to identify interdependencies between the factors into which 
the items of the questionnaire are grouped, this new analy-
sis addresses the variability of the answers given to each 
individual item. The first part of the analysis considers the 
overall scores of the questionnaires in Sect. 6. Then, the dif-
ferences between the factors/components and the effects on 
the individual items are evaluated in the subsequent sections.

Besides the mean values, we computed the coefficient of 
variation, which is the ratio of the scores’ standard devia-
tion to the mean value, to evaluate the level of dispersion, 
which is an indication of how much users’ opinions differ. A 
significantly higher coefficient of variation for an interaction 
modality suggests users’ impressions about a questionnaire 
item are more in disagreement. Moreover, a high coefficient 
of variation in the All dataset and a low coefficient of vari-
ation in the Vive and in the Myo datasets would suggest a 
clear influence of the interaction modality on users’ opin-
ions, which in this case appear quite different between the 
two datasets while remaining consistent within each of them.

The datasets collected for the Vive controller and for 
the Myo armband were compared also by means of a 
Kruskal–Wallis nonparametric test (Kruskal and Wallis 
1952): p values lower than the 0.05 threshold (highlighted 
in bold in the tables of the following sections) suggest sig-
nificant differences between the two interaction modalities.

6 � Overall scores of UMUX, SUS and PQ 
questionnaires

Table 1 reports the mean values and the coefficients of varia-
tion computed on UMUX, SUS and PQ scores computed on 
the three datasets. For a correct comparison between scores 
computed on different scales (as SUS scores varied between 
0 and 4 while UMUX and PQ scores varied between 0 and 
6), the mean values shown in the table were normalized by 
dividing SUS scores by 4 and UMUX and PQ scores by 6.

Kruskal–Wallis p values suggest a significant difference 
between the two interaction modalities on all the three ques-
tionnaire scores. The UMUX score is characterized by the 
highest difference between Vive’s and Myo’s mean values.

The charts in Fig. 2 compare the probability density func-
tions between Vive and Myo datasets for UMUX, SUS and 
PQ scores.

7 � UMUX items

The scores of odd items, which measure the user’s satisfac-
tion and the perceived ease of use, are computed by subtract-
ing 1 from the scale value chosen by the user. The scores of 
even items, which represent the perceived frustration and 
the system reliability, are computed by subtracting the scale 
value chosen by the user from 7. In this way, all the scores 
increase with users’ positive impressions: high scores for 
items 1 and 3 denote high levels of satisfaction and ease of 
use, whereas high scores of items 2 and 4 denote low levels 
of frustration and the absence of system malfunctions.

For each UMUX item, Table 2 reports the mean values 
and the coefficients of variation computed over the scores 

Table 1   Normalized  mean values, coefficients of variation and 
Kruskal–Wallis p values for the scores of the questionnaires

Questionnaire All Vive Myo Kruskal–
Wallis p 
value

UMUX 0.8090278 0.8740079 0.7440476 0.0001141
0.1970018 0.1445568 0.220063

SUS 0.8032738 0.8345238 0.7720238 0.01724
0.1569781 0.1409709 0.1656139

PQ 0.7974102 0.8241437 0.7706767 0.03064
0.1574491 0.1469569 0.1629878
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of the three datasets presented in the previous section. The 
numbers in brackets specify the ranking in decreasing order 
based on the mean scores and on the coefficients of variation.

To focus only on the significant differences among such 
values, the k-means method was employed to cluster the 
UMUX items according to mean scores and coefficients of 
variation. The relevant number of clusters was estimated by 
means of the NbClust package (Charrad et al. 2014), avail-
able for R software. Three clusters for mean scores and three 
other clusters for coefficients of variation were obtained: 

each cluster corresponds to a score level, represented in 
Table 2 by a number in brackets ranging from 1 to 3. The last 
column in the table contains the p values obtained through a 
Kruskal–Wallis test: the p values lower than the 0.05 thresh-
old, which reveal a significant difference between the two 
datasets, are highlighted in bold.

The mean scores computed on all the 84 subjects are in 
cluster 2, which represents an intermediate level: this dataset 
represents a mean between the scores collected for the Vive 
controller and the scores collected for the Myo armband. 

Fig. 2   Density plots for the UMUX, SUS and PQ scores
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The mean scores obtained for the Vive controller experience 
are in cluster 1, which represents the highest level, whereas 
those obtained for subjects using the Myo armband are in 
lower rank clusters. In particular, the most important dif-
ference can be noticed on items 3 and 4, which fall into the 
lowest level for the Myo armband, represented by cluster 
3: this suggests both the perceived ease of use and reliabil-
ity are clearly worse for the Myo armband. This significant 
difference is confirmed by the Kruskal–Wallis nonparamet-
ric test, whose p values are lower than the 0.05 threshold. 
On the other hand, the test reveals no significant difference 
on items 1 and 2, which express the user’s satisfaction and 
level of frustration: in this case, when comparing the Vive 
controller and the Myo armband, the average scores simply 
move from the highest to the intermediate level.

The coefficients of variation, reported in the second row 
within each cell of Table 2, represent the level of disagree-
ment of users’ opinions. In the dataset of the scores of all 
the 84 subjects, the coefficients of variation of items 2 and 4 
are in the highest level cluster: this reveals a significant disa-
greement on level of frustration and reliability. Users’ opin-
ions are highly discordant on these two factors especially 
in the Myo armband scenario, where there is also a high 
variability in the perceived ease of use. A high variability 
about the level of frustration can be noticed also in the Vive 
scenario, but in this context users seem to strongly agree 
on a good ease of use. Probably the discordant opinions on 
ease of use and reliability in the Myo armband scenario can 
be explained by the different performance of the device in 
terms of responsiveness, which tends to vary according to 
the forearm morphology, unlike a handheld device like the 
Vive controller that exhibited almost the same performance 
for all the users. On the other hand, the high variability on 
the level of frustration in both the Vive controller and the 
Myo armband scenarios suggests there are also other factors, 
not related to the perceived ease of use and not depending 
on the interaction modality, that contribute in generating 
different opinions in users.

The significant differences on items UMUX3 and 
UMUX4 seem to be confirmed by the charts in Fig. 3, 
which combine density and histogram plots to compare the 
distributions of item scores in the Vive and Myo datasets: 
high scores (5 and 6) are predominant in both Vive and Myo 
datasets for items UMUX1 and UMUX2; on the other hand, 
the maximum score (6) is highly predominant in Vive data-
sets for items UMUX3 and UMUX4, whereas in the Myo 
dataset a more moderate score (4) is predominant for item 
UMUX3 and no particular score is clearly predominant for 
item UMUX4.

8 � SUS factors: usability and learnability

Table 3 reports the mean values and the coefficients of vari-
ation computed for SUS usability and learnability compo-
nents on the scores collected for all the 84 users, for subjects 
using the Vive controller and for subjects using the Myo 
armband. For both interaction modalities, usability has a 
higher mean score than learnability. Moreover, the higher 
coefficient of variation for learnability suggests that users 
have more discordant opinions about the ability to learn how 
to use the system quickly and independently. The last col-
umn of the table reports the p values of the Kruskal–Wallis 
test carried out to compare the Vive and the Myo datasets: 
only for usability the p value reveals a significant difference 
between the two interaction modalities.

The k-means method applied to SUS factors detected two 
clusters for mean scores and two other clusters for coeffi-
cients of variation, represented in Table 3 by the numbers in 
brackets. In both interaction modalities, the usability mean 
scores fall in the higher level (represented by cluster 1), 
whereas the learnability mean scores are in the lower level 
(represented by cluster 2).

Coefficients of variation highlight a significant variabil-
ity in learnability scores, especially in the Myo scenario, 

Table 2   Mean values, coefficients of variation and Kruskal–Wallis p values for the UMUX questionnaire items

UMUX item All Vive Myo Kruskal–
Wallis p 
value

1. This system’s capabilities meet my requirements (UMUX1) 4.976190 (2) 5.095238 (1) 4.857143 (2) 0.575
0.1922360 (3) 0.1357634 (3) 0.2387656 (2)

2. Using this system is a frustrating experience (UMUX2) 4.880952 (2) 5.119048 (1) 4.642857 (2) 0.08101
0.3356783 (1) 0.3026404 (1) 0.3679308 (1)

3. This system is easy to use (UMUX3) 4.726190 (2) 5.380952 (1) 4.071429 (3) 5.111e–07
0.2774376 (2) 0.1923113 (3) 0.3039427 (1)

4. I have to spend too much time correcting things with this system 
(UMUX4)

4.833333 (2) 5.380952 (1) 4.285714 (3) 0.0003315
0.3272635 (1) 0.2320147 (2) 0.3968029 (1)
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Fig. 3   Density plots for the four UMUX items

Table 3   Mean values, 
coefficients of variation and 
Kruskal–Wallis p values for the 
SUS components

SUS component All Vive Myo Kruskal–
Wallis p 
value

Usability 3.330357 (1) 3.443452 (1) 3.217262 (1) 0.04096
0.1557542 (2) 0.1436906 (2) 0.1626035 (2)

Learnability 2.744048 (2) 2.916667 (2) 2.571429 (2) 0.06737
0.3039724 (1) 0.2509117 (1) 0.3503987 (1)
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where some users probably supposed that responsiveness 
and accuracy issues in gesture detection were caused by a 
poor familiarity with the device.

The charts in Fig. 4 compare the distributions of Vive 
and Myo datasets for each SUS component: the maximum 
score (4) is predominant in Vive usability, while there is no 
clear score dominance in Myo usability; on the other hand, 
in Vive learnability a moderate score (3) is predominant, 
followed by an intermediate score (2.5), while Myo learn-
ability scores are mainly divided between moderate (3) and 
intermediate (2) values.

8.1 � Usability and learnability items

Table 4 reports the mean values and the coefficients of varia-
tion computed for each single item of the SUS questionnaire.

For items 4 and 10, which make up the learnability compo-
nent, a significant difference can be noticed only on the former, 
which has also the lowest mean values among all the SUS items 
in both the interaction modalities: users think there are not many 
things to learn to use the system, but they think they need the 
support of a technical person, especially to interact through the 
Myo armband; however, the very high coefficient of variation ( ≃
0.689) suggests a great disagreement on the latter point.

The mean values in Table 4 were grouped in 4 clusters, 
as suggested by the NbClust package, through the k-means 
method. Table 5 reports the 4 clusters in decreasing order, 
corresponding to 4 score levels. The items for which the 
Kruskal–Wallis test revealed a significant difference between 
Vive and Myo are highlighted in bold.

Item 3, which represents the ease of use in the strictest 
sense just as item 3 of the UMUX questionnaire analyzed 
in the previous section, is greatly influenced by the interac-
tion modality: it achieves the highest score level (1) for the 
Vive controller, but it drops two levels for the Myo armband, 
when it reaches level 3. The corresponding p value, which is 
lesser than the 0.05 threshold, confirms there is a significant 
difference in terms of ease of use between the two interac-
tion modalities. This difference is probably related to a better 
familiarity with handheld controllers and some reliability 
issues of the Myo armband, which showed a different accu-
racy in gesture detection based on the forearm morphology 
of users wearing it. However, the second aspect seems to 
take a back seat for users, since no significant difference 
between the two interaction modalities can be noticed in 
terms of system consistency, represented by item 6.

Also, the mean values of items 8, 9 and 10, which deal 
with encumbrance, the confidence acquired with the system 
and the practice needed to become confident with it, are 
influenced by the interaction modality, although to a lesser 
extent, since each of them drops just one score level: how-
ever, only on item 9 the Kruskal–Wallis p value suggests a 
significant difference between the two interaction modalities.

For the coefficients of variation of SUS items, the 
NbClust package suggested 3 clusters, corresponding to 
3 score levels reported in decreasing order in Table 6. 
The k-means method produced the 3 clusters represented 
in Table 6. The items in bold are those with a different 
score level for the coefficient of variation between the 
Vive and Myo datasets. They suggest that opinions on the 

Fig. 4   Density plots for usability and learnability SUS components
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consistency of the system (item 6) and on its frequent use 
(item 1) in the Myo scenario are more in agreement than in 
the Vive scenario. On the other hand, opinions on system 
complexity (item 2), ease of use (item 3), need for support 
(item 4) in the Vive scenario are more in agreement than 
in the Myo scenario. In particular, the huge disagreement 
on the need for support is the main cause of the high vari-
ability in learnability scores highlighted in the previous 
subsection.

9 � PQ: presence

The Presence Questionnaire (PQ) (Witmer and Singer 1998) 
focuses on the evaluation of the sense of presence in virtual 
environments. It consists of 24 items with seven response 
options, but only 19 items were considered in this study, 

while items about audio and haptic interaction, which are 
not included in the current version of our simulator, were 
discarded.

The scores of items 14, 17 and 18 are computed by sub-
tracting the scale value chosen by the user from 7 (since for 
such items higher values denote worse opinions expressed 
by the users). The scores of all the remaining items are com-
puted by subtracting 1 from the scale value chosen by the 
user.

9.1 � PQ factors

PQ items can be grouped into four factors (Witmer et al. 
2005) representing involvement (items 1, 2, 3, 4, 5, 6, 7, 10 
and 13), interface quality (items 17 and 18), adaptation/
immersion (items 8, 9, 14, 15, 16 and 19) and visual fidelity 
(items 11 and 12).

Table 4   Mean values, coefficients of variation and Kruskal–Wallis test for SUS scores and their relative errors

SUS item All Vive Myo Kruskal–
Wallis p 
value

1. I think that I would like to use this system frequently 3.261905 3.333333 3.190476 0.2289
0.2697031 0.2862712 0.2518722

2. I found the system unnecessarily complex 3.500000 3.571429 3.428571 0.9825
0.2449389 0.1869916 0.2962045

3. I thought the system was easy to use 3.297619 3.642857 2.952381 1.941e–05
0.2653694 0.1994450 0.2987882

4. I think that I would need the support of a technical person to be able to use this system 2.130952 2.404762 1.857143 0.0381
0.5632216 0.4410381 0.6890689

5. I found the various functions in this system were well integrated 3.214286 3.238095 3.190476 0.7716
0.2268855 0.2242522 0.2320673

6. I thought there was too much inconsistency in this system 3.547619 3.452381 3.642857 0.5656
0.2603573 0.3147266 0.1994450

7. I would imagine that most people would learn to use this system very quickly 3.571429 3.690476 3.452381 0.138
0.1908762 0.1524401 0.2234738

8. I found the system very cumbersome to use 3.214286 3.333333 3.095238 0.1588
0.3132457 0.3084185 0.3175894

9. I felt very confident using the system 3.035714 3.285714 2.785714 0.003779
0.3129106 0.2874413 0.3224022

10. I needed to learn a lot of things before I could get going with this system 3.357143 3.428571 3.285714 0.3317
0.2721529 0.2667175 0.2794711

Table 5   Score levels for the SUS questionnaire items

Score level All Vive Myo

1 (highest) 2, 6, 7 2, 3, 6, 7, 10 2, 6, 7
2 1, 3, 5, 8, 10 1, 5, 8, 9 1, 5, 10
3 9 – 3, 8, 9
4 (lowest) 4 4 4

Table 6   Levels of disagreement among users about the SUS ques-
tionnaire items

Score level All Vive Myo

1 (highest) 4 – 4
2 1, 3, 6, 8, 9, 10 1, 4, 6, 8, 9, 10 2, 3, 8, 9, 10
3 (lowest) 2, 5, 7 2, 3, 5, 7 1, 5, 6, 7
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As suggested by the NbClust package, three clusters 
for mean scores and three other clusters for coefficients 
of variation of PQ components were created through the 
k-means method. In this way, three different score levels 
were obtained: they are represented by the numbers in brack-
ets in Table 7.

A Kruskal–Wallis nonparametric test was performed on 
these four PQ components: the p values lower than 0.05 for 
involvement and adaptation/immersion revealed a significant 
difference for these two factors between the two interaction 
modalities.

The charts in Fig. 5 compare the distributions of Vive and 
Myo datasets for each PQ factor. In the Vive scenario, most 
involvement scores achieve high values in the range between 
5 and 5.8, while in the Myo scenario most of the scores are 
distributed within a wider range between 4.2 and 5.5. In the 
Vive scenario, adaptation/immersion scores are mainly con-
centrated around the values of 5.5 and 4.8, while in the Myo 
scenario there are no particular dominant values or ranges. 
These differences in the charts reflect the significant differ-
ence between Vive and Myo for involvement and adaptation/
immersion components. Apart from visual fidelity, which 
is obviously not affected by the interaction mode, interface 
quality also has very similar distributions between the two 
interaction modes, except for a clear predominance in the 
Myo scenario of values around 5.

9.2 � PQ items

Tables 8 and 9 report the mean scores and the coefficients 
of variation computed for the 19 items of the PQ question-
naire. The p values of the Kruskal–Wallis test, reported in 
the last column of the tables, revealed a significant differ-
ence between Vive and Myo on items 1, 2, 3, 5, 14, 15, 
16 and 19. In particular, items 1, 2, 3 and 5 belong to the 
involvement factor, while items 14, 15, 16 and 19 belong to 
the adaptation/immersion factor.

To focus only on significant differences among mean val-
ues, PQ items with similar mean scores and with similar 

coefficients of variation were grouped together through 
k-means clustering. The NbClust package was employed to 
estimate the relevant number of clusters. Two different clus-
terings, reported in Tables 10 and 11, were obtained: the for-
mer groups mean values into four score levels, whereas the 
latter groups coefficients of variation into three score levels.

The items for which the Kruskal–Wallis test suggested 
a significant difference are highlighted in bold in Table 10.

PQ items 1, 2, 3, 5, 14 and 16 are the most influenced 
by the interaction modality, since their scores downgrade 
by two levels when the Myo armband is employed in place 
of the Vive controller: in particular, items 1, 2, 3, 5 and 14 
downgrade from level 2 to level 4, while item 16 down-
grades from level 1 to level 3. On the other hand, the scores 
of items 15 and 19 downgrade only by one level: the former 
from level 1 to level 2, the latter from level 3 to level 4: 
therefore, the interaction modality has only a moderate influ-
ence on the adaptation in a strict sense (i.e., the ability to 
adjust to the virtual experience, represented by item 15) and 
on the ability to concentrate on tasks and activities (item 19). 
However, the adaptation/immersion factor in a wider sense 
also includes items 14 and 16, which are heavily influenced: 
the former represents the delay experienced between actions 
and outcomes, whereas the latter refers to the proficiency 
in movements and interactions. Items 8 and 9, which also 
belong to the adaptation/immersion factor, do not present 
significant differences according to the Kruskal–Wallis test: 
the former expresses the ability of users to anticipate the 
response to their actions, whereas the latter represents the 
ability to survey and search the environment.

PQ items 4, 6, 10, 11, 12 and 13 remain in the highest 
score level for subjects using the Myo armband, despite the 
more difficult interaction experienced with such device. In 
particular, it is important to underline that the sense of object 
moving through space (item 6) and the ability to examine 
objects closely (item 11) and from multiple viewpoints (item 
12) are not influenced by Myo’s usability issues, even though 
such activities can be carried out also by giving commands 
through the Vive controller or by performing Myo’s gestures 

Table 7   Mean values, 
coefficients of variation and 
Kruskal–Wallis p values for PQ 
components

PQ component All Vive Myo Kruskal–
Wallis p 
value

Involvement 4.895503 (2) 5.079365 (1) 4.711640 (2) 0.01463
0.1608888 (3) 0.1477554 (3) 0.1675680 (3)

Interface quality 4.446429 (3) 4.309524 (3) 4.583333 (2) 0.4235
0.3107968 (2) 0.3447037 (1) 0.2777802 (2)

Adaptation/immersion 4.488095 (3) 4.722222 (2) 4.253968 (3) 0.01472
0.2028900 (3) 0.1842476 (3) 0.2114712 (3)

Visual fidelity 5.273810 (1) 5.190476 (1) 5.357143 (1) 0.3103
0.1743863 (3) 0.1817212 (3) 0.1678301 (3)
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to zoom or rotate the objects. A possible explanation is that 
users were more impressed by the possibility of walking 
toward the virtual objects to get closer and take a look inside 
them: this modality of examining the virtual objects prob-
ably prevailed over the interaction through the Vive control-
ler or the Myo armband.

PQ item 13, representing involvement in a strict sense 
together with item 4, is not influenced by the interaction 
modality, but it is worth highlighting that in a wider sense 
the involvement factor also includes items 1, 2, 3 and 5. 

Therefore, the involvement factor is affected only on its 
two subcomponents dealing with control, made up of items 
1 and 2, and natural interaction, made up of items 3, 5 and 
7. A heavy influence can be noticed on the control sub-
component, since the scores of both its items downgrade 
by two levels. The influence is strong also on the natu-
ral interaction subcomponent, due to the scores of items 
3 and 5 downgrading by two scales, even though item 7 
is not significantly influenced by the interaction modal-
ity: naturalness in interaction and in movement control is 

Fig. 5   Density plots for the four PQ components
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Table 8   Mean values, coefficients of variation and Kruskal–Wallis p values for the PQ questionnaire (items 1–10)

PQ item All Vive Myo Kruskal–
Wallis p 
value

1. How much were you able to control events? 4.523810 4.833333 4.214286 0.009418
0.2921254 0.2661233 0.3079877

2. How responsive was the environment to actions that you initiated (or performed)? 4.595238 4.976190 4.214286 0.01622
0.3042491 0.2368960 0.3575134

3. How natural did your interactions with the environment seem? 4.511905 4.833333 4.190476 0.006175
0.2675915 0.2457256 0.2750731

4. How much did the visual aspects of the environment involve you? 5.226190 5.333333 5.119048 0.5548
0.2022186 0.1639127 0.2371125

5. How natural was the mechanism which controlled movement through the environment? 4.452381 4.833333 4.071429 0.001136
0.2709688 0.2326301 0.2890552

6. How compelling was your sense of objects moving through space? 5.285714 5.357143 5.214286 0.444
0.1982525 0.1969524 0.2010777

7. How much did your experiences in the virtual environment seem consistent with your real 
world experiences?

4.702381 4.809524 4.595238 0.4824
0.2487453 0.2260842 0.2721408

8. Were you able to anticipate what would happen next in response to the actions that you 
performed?

4.214286 4.500000 3.928571 0.07532
0.3495791 0.3074896 0.3870302

9. How completely were you able to actively survey or search the environment using vision? 5.047619 5.023810 5.071429 0.9308
0.2400021 0.2618974 0.2194565

10. How compelling was your sense of moving around inside the virtual environment? 5.488095 5.452381 5.523810 0.8637
0.1399860 0.1526573 0.1279364

Table 9   Mean values, coefficients of variation and Kruskal–Wallis p values for the PQ questionnaire (items 11-19)

PQ item All Vive Myo Kruskal–
Wallis p 
value

11. How closely were you able to examine objects? 5.345238 5.238095 5.452381 0.2033
0.1754365 0.1923449 0.1579402

12. How well could you examine objects from multiple viewpoints? 5.202381 5.142857 5.261905 0.5804
0.2083980 0.2128795 0.2058845

13. How involved were you in the virtual environment experience? 5.273810 5.285714 5.261905 0.6349
0.1798886 0.1927807 0.1682079

14. How much delay did you experience between your actions and expected outcomes? 4.523810 4.928571 4.119048 0.009855
0.3335284 0.2665998 0.3874105

15. How quickly did you adjust to the virtual environment experience? 4.988095 5.190476 4.785714 0.03413
0.2233159 0.2179626 0.2238927

16. How proficient in moving and interacting with the virtual environment did you feel at the 
end of the experience?

4.750000 5.142857 4.357143 0.0005198
0.2507540 0.2171681 0.2625199

17. How much did the visual display quality interfere or distract you from performing 
assigned tasks or required activities?

4.619048 4.380952 4.857143 0.2814
0.3325259 0.3903532 0.2712020

18. How much did the control devices interfere with the performance of assigned tasks or 
with other activities?

4.273810 4.238095 4.309524 0.9707
0.4001131 0.4162892 0.3885821

19. How well could you concentrate on the assigned tasks or required activities rather than on 
the mechanisms used to perform those tasks or activities?

3.880952 4.452381 3.309524 0.001816
0.4443279 0.3549571 0.5103772
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considerably lower in the Myo armband scenario, but the 
consistency of the virtual experience seems not greatly 
affected by Myo’s usability issues.

The interface quality factor includes item 18 about the 
interferences of the control devices: however, the Myo 
armband did not generate a higher interference than the 
Vive controller, even though the high coefficients of vari-
ation suggest that users have discordant opinions on both 
the Vive’s and the Myo’s interferences, as well as on the 
ability to concentrate on tasks, represented by item 19.

In general, the differences in terms of coefficients of 
variation between the two interaction modalities (Table 11) 
are not so pronounced, since all the items remain at the 
same level or downgrade at most by one level. The vari-
ability of the scores for PQ items 2 and 14, which con-
cern the responsiveness of the environment and the delay 
between the user’s actions and the expected outcomes, is 
slightly higher in the Myo scenario. This was probably 
caused by the unpredictable behavior of the Myo device, 
whose performance varies depending on the morphology 
of the user’s forearm: in particular, during the tests the 
Myo device sometimes failed in detecting some gestures 
(especially spread fingers, the one on the bottom right in 
Fig. 1, used to move the plane of the CT slices) when it 
was worn by thin forearms, with a low muscle and tendon 
tone. Users experiencing such issues often tried to repeat 
the same gesture or thought there was a delay in gesture 
detection. For this reason, a higher coefficient of variation 
can be noticed on item 16, which suggests a higher vari-
ability in the interaction proficiency perceived by Myo’s 
users.

Even though the Kruskal–Wallis p values do not high-
light any significant difference between the two interac-
tion modalities on the level of consistency of the virtual 
experience (item 7) and on the ability of users to anticipate 
the responses to their actions (item 8), a slightly higher 
variability can be noticed in the Myo scenario also for 
these two items.

10 � Discussion

The interaction modality influences several aspects of the 
user experience in a virtual environment. The involvement 
factor is the one with the highest number of items influ-
enced by the interaction mode, even though the bar charts 
in Fig. 5 show a greater difference in the distribution of 
scores for the adaptation/immersion factor.

In the Myo armband scenario, users perceived a lower 
ability to control events (PQ item 1), a lower responsive-
ness of the system (PQ items 2 and 14), less natural and 
less proficient forms of interaction (PQ items 3, 5 and 
16), a greater difficulty in adapting to the virtual experi-
ence (PQ item 15) and a greater distraction generated by 
the mechanisms used to perform activities (PQ item 19). 
Nevertheless, they did not perceive any sensible degrada-
tion in task performance.

The SUS questionnaire can be decomposed into two fac-
tors (Lewis and Sauro 2009), namely usability and learn-
ability, which are weakly correlated (Borsci et al. 2009). In 
particular, the learnability factor is made up of items 4 (“I 
think that I would need the support of a technical person 
to be able to use this system”) and 10 (“I needed to learn 
a lot of things before I could get going with this system”), 
whereas item 7 (“I would imagine that most people would 
learn to use this system very quickly”), contrary to what it 
may seem, belongs to the usability factor together with the 
remaining items, probably because it refers to the skills of 
other users (Lewis and Sauro 2009). A previous work (De 
Paolis and De Luca 2020) highlighted Vive’s controls and 
Myo’s gestures have a similar level of intuitiveness, with 
no significant difference between the two devices in terms 
of learnability, despite Myo’s inferior usability. Now, the 
more detailed analysis presented in this paper on the two 
learnability items and usability item 7 reveals interesting 
insights into the structure of the learnability component 
and how the user sees his/her performance in relation to 
that of other users. A user generally thinks he/she is the 

Table 10   Score levels for PQ 
items

Score level All Vive Myo

1 (highest) 4, 6, 10, 11, 12, 13 4, 6, 10, 11, 12, 13, 15, 16 4, 6, 10, 11, 12, 13
2 7, 9, 15, 16 1, 2, 3, 5, 7, 9, 14 9, 15, 17
3 1, 2, 3, 5, 14, 17, 18 8, 17, 19 7, 16, 18
4 (lowest) 8, 19 18 1, 2, 3, 5, 8, 14, 19

Table 11   Levels of 
disagreement among users 
about PQ items (based on the 
coefficients of variation)

Level of disagreement All Vive Myo

1 (highest) 8, 14, 17, 18, 19 17, 18, 19 2, 8, 14, 18, 19
2 1, 2, 3, 5, 7, 9, 16 1, 2, 3, 5, 8, 9, 14 1, 3, 4, 5, 7, 16, 17
3 (lowest) 4, 6, 10, 11, 12, 13, 15 4, 6, 7, 10, 11, 12, 13, 15, 16 6, 9, 10, 11, 12, 13, 15
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one who has the main problems with Myo, because he/she 
believes that there are not many things to learn, although 
he/she feels the need to be helped by an expert, and thinks 
that it is easy for other users to learn how to use the sys-
tem. This also suggests that the learnability component 
of SUS can be further decomposed into two sub-compo-
nents: one component, closer to item 10, represents the 
amount of things to be learned while the other, closer to 
item 4, concerns the practice needed under the guidance 
of an expert to master and apply them correctly. There 
are not many gestures that need to be learned to interact 
with Myo, but sometimes they require practice before they 
can be performed accurately. During the experiments, it 
was actually the device that sometimes exhibited problems 
in terms of input veracity: in particular, the “spread your 
fingers” gesture, which allows translating the plane of the 
CT images, was sometimes interpreted by Myo as “wave 
left” or “wave right” because some users did not stretch 
their fingers enough when opening their hand. An earlier 
study (Dolopikos et al. 2021) had explained this ambiguity 
by pointing out that finger abduction, required to spread 
fingers, involves the flexor carpi radialis muscles, on which 
the wrist flexion necessary for the wave-in gesture is also 
based. In light of this, to avoid usability problems, touch-
less interaction should be based on a vocabulary of ges-
tures that are well differentiated and clearly distinguish-
able: the design of the device should be careful to avoid 
ambiguities that could derive from particularities in the 
conformation of the user’s limbs (e.g., too thin arms in 
the case of devices based on electromyographic pulses).

However, the significantly lower score on PQ item 19 
for the Myo device, which indicates a reduced level of con-
centration, could also refer to a decrease in focus of atten-
tion, caused by certain gestures requiring a higher degree of 
abstract reasoning. The gestures detected by the Myo arm-
band, designed according to the principle of operation of 
the device (electromyographic pulse detection), might not 
be perceived as a natural form of interaction. Ideally, how-
ever, gesture design should be oriented toward the principle 
of guessability (Wobbrock et al. 2005), which would allow 
users to master their use without the need for prior knowl-
edge or training. This could include the definition of gesture 
vocabularies based on user preferences and attitudes (Dong 
et al. 2016).

Also during the tests, some of the users experiencing 
problems using the Myo armband usually tended to repeat 
gestures, probably because they could not see the results of 
their actions (the so-called gulf of evaluation mentioned in 
Sect. 3.3) and thought these issues were related to a delay 
in gesture detection (as reflected in the lower average score 
for PQ item 14).

Anyway, the lower ease of use (UMUX item 3 and SUS 
item 3) and reliability (UMUX item 4) of Myo do not 

generate frustration among users (UMUX item 2), who do 
not perceive any serious inconsistencies (SUS item 6) and 
remain generally satisfied with the system (UMUX item 1), 
probably because the fascination with virtual reality out-
weighed the difficulties related to the use of the device. In 
the experimental scenario considered in this work, the user 
was left completely free to explore the environment without 
time constraints, trying all the available interaction modes. 
It would be interesting to assess how the opinions expressed 
by the users would change in the presence of tasks to be 
performed within certain timeframes (as in the case of action 
video games) and how haste might amplify the perception 
of problems.

It is possible to speculate that leaving the user free to 
explore the environment autonomously at will, without any 
particular task to be completed, allowed curiosity and attrac-
tion toward the VR environment to take over any difficulties. 
Such activities can fall within the context of informal learn-
ing (Lin et al. 2012): unlike institutional education, it relies 
on intrinsic motivations, such as personal curiosity, which 
make it an enjoyable activity.

Moreover, it is likely that the possibility of approaching 
the organs by walking and exploring them from the inside 
partially compensates the possible shortcomings of the 
input device. In general, the possibility to walk in a virtual 
environment with the same movements as in the real world 
improves presence, ease of navigation, spatial orientation 
and movement understanding (Usoh et al. 1999; Chance 
et al. 1998). Therefore, in the considered scenario, the device 
used for interaction affects the ability to concentrate but not 
performance, as users still manage to complete the tasks they 
undertake. On the contrary, the unreliable behavior of the 
Myo armband could interfere also with the performance of 
tasks or the achievement of set goals, generating a greater 
sense of frustration which would also have a negative impact 
on user involvement.

11 � Conclusions and future work

This paper focused on the usability and the perceived pres-
ence in a virtual environment: starting from the findings 
of a previous work (De Paolis and De Luca 2020), the 
differences between the HTC Vive handheld controller 
and the Myo armband touchless device were investigated. 
The analysis considered both traditional usability, covered 
by the items of UMUX and SUS questionnaires, and user 
experience in a virtual environment, assessed by means 
of the PQ questionnaire. The tests revealed a significant 
difference in terms of user experience between the two 
devices and a relevant impact on the sense of presence: 
we analyzed in detail which components are influenced by 
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the mode of interaction and how much the users’ opinions 
agree on each of them.

In the considered scenario, the user was left free to inter-
act as he/she liked, combining the interaction through Vive 
controller or Myo armband with walking in the virtual envi-
ronment. In this context, it has been seen that the use of 
the Myo armband partially distracts users from the tasks of 
exploring the virtual environment, but without generating 
frustration, probably because the fascination of the experi-
ence in the virtual environment tends to prevail over possible 
problems related to the functioning of the interaction device. 
Compared to the interaction based on a traditional controller, 
the Myo-based interaction suffers from problems in both the 
detection accuracy and the naturalness of abstract gestures.

Another interesting finding is that users feel that they do 
not have much to learn in order to use the Myo armband, but 
need the support of an expert, so they probably have more 
difficulty practising with the device than understanding the 
gestures: this may suggest that there is a slight prevalence 
of problems related to accuracy of detection over problems 
related to intuitiveness of abstract gestures.

For future experiments, we will evaluate the possibility 
of assigning precise tasks to the user, defining a workflow of 
actions that he/she will have to perform through certain ges-
tures. In this way, it will be possible to force the user to try at 
least once with all the interaction possibilities, avoiding that 
he/she adopts, for example, the walk to approach a virtual 
object when he/she is not able to perform the zoom gesture.

Then, it will also be possible to establish timeframes 
within which the user will have to perform the various 
actions or to assign scores after the achievement of certain 
objectives. In this way, it will be possible to evaluate how 
the impact of the different interaction modalities varies on 
the user experience both in case of guided actions and in 
presence of gaming policies.

The study could be extended to a wider range of more 
articulated gestures through the use of camera-based touch-
less devices, such as the Leap Motion controller (Leap 
Motion 2021), which can track hands and fingers, or Micro-
soft Azure Kinect (Microsoft 2021a), which can detect 
movements of arms and legs. Furthermore, the considered 
experimental scenario could be ported in a mixed reality 
environment by adopting Microsoft Hololens (Microsoft 
2021b), a headset able to detect hand gestures. These devices 
will enable the possibility of implementing gestures to grasp 
virtual objects, which will be compared with the abstract 
semaphoric gestures addressed in this study in terms of 
usability and impact on the sense of presence. Moreover, by 
recording signals through an EEG headset, we could study 
the perception of affordances and make a comparison with 
the impressions gathered through the questionnaires.
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