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Abstract
Virtual reality as a research environment has seen a boost in its popularity during the last decades. Not only the usage fields 
for this technology have broadened, but also a research niche has appeared as the hardware improved and became more 
affordable. Experiments in vision research are constructed upon the basis of accurately displaying stimuli with a specific 
position and size. For classical screen setups, viewing distance and pixel position on the screen define the perceived position 
for subjects in a relatively precise fashion. However, projection fidelity in HMDs strongly depends on eye and face physi-
ological parameters. This study introduces an inexpensive method to measure the perceived field of view and its dependence 
upon the eye position and the interpupillary distance, using a super wide angle camera. Measurements of multiple consumer 
VR headsets show that manufacturers’ claims regarding field of view of their HMDs are mostly unrealistic. Additionally, we 
performed a “Goldmann” perimetry test in VR to obtain subjective results as a validation of the objective camera measure-
ments. Based on this novel data, the applicability of these devices to test humans’ field of view was evaluated.
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1  Introduction

Virtual reality research has been conducted for over 25 
years (Cipresso et al. 2018). During this period, the tech-
nical specifications from original devices have fallen far 
behind the present ones. Greater resolutions, bigger fields 
of view (FoV), the introduction of eye-tracking technolo-
gies and significantly higher computational power have 
improved the overall virtual reality experience. All of these 
vast enhancements have led to novel applications in a variety 
of fields such as medical training (Bric et al. 2016; Pfandler 
et al. 2017), military training (Alexander et al. 2017) or 
gaming (Zyda 2005). Likewise, further experimental pos-
sibilities in psychophysics and vision sciences have been 
opened (Tychsen and Foeller 2020; Mohamed Elias et al. 
2019; Tieri et al. 2018) as these devices became more and 
more affordable. Moreover, there has been a notable rise 

in clinical applications of VR, led by telemedicine systems 
for home-based medical assessments (Bashshur et al. 2020; 
Tatiyosyan et al. 2020; Neugebauer et al. 2021) where, for 
example, different ophthalmological (visual-field) tests have 
been proposed (Hollander et al. 2000; Tsapakis et al. 2017, 
2018; Mees et al. 2020).

In virtual reality, immersion refers to the process of losing 
awareness of the simulated world’s virtuality and accepting 
it as real. More immersive environments have reported zeal 
and alacrity toward the performed task and better assimi-
lation of concepts. Hence, every developer attempts to 
improve the immersion by tweaking the virtual environment. 
However, some factors that affect the immersion feeling are 
related to the hardware used rather than the developed soft-
ware. Among these, the FoV that head-mounted displays 
(HMDs) may reach can greatly impact the perception of the 
virtual environment (Miller and Bugnariu 2016; Hollander 
et al. 2000) and can limit possible applications for virtual 
reality.

Thus, it is not strange that head-mounted display man-
ufacturers have entered a fierce competition to have the 
greatest field of view displaying the fewest aberrations. 
Manufacturers’ claims may refer to the rendered FoV, with-
out considering how eye relief (frontal distance of eyes to 
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HMD), inter-pupillary distance (IPD) or lens to display dis-
tance, factors that actually compromise the effective field 
of view.

The FoV size promised by manufacturers, if not fully vis-
ible, might not only compromise the user’s experience but 
it can also introduce an instrumental error in experiments 
that rely on a precise size and positioning of their stimu-
lus. For instance, measuring visual field defects requires 
precise knowledge of which FoV actually can be assessed. 
Moreover, when studying visual perception in virtual real-
ity, knowledge about the size and shape of the FoV can 
be important. For example, distance perception (Masnadi 
et al. 2021), navigation (Hassan et al. 2007) and speed and 
motion perception (Caramenti et al. 2019; Segawa et al. 
2012; Warren and Kurtz 1992; Pretto et al. 2009) have been 
shown to depend on the FoV size. One recent study showed 
a strong FoV dependence of perceived heading from dis-
torted optic flow in VR (Sauer et al. 2021), so that individual 
FoV differences between subjects might have influenced the 
experimental results. To know which part of the visual field 
was exposed to optic flow and to guarantee comparability 
between different subjects in VR-based motion perception 
studies, an objective measurement of the effective FoV is 
required.

Here we introduce an easy and affordable method to 
quantify the size and shape of the FoV and estimate the 
influence of individual eye position parameters. This setup 
allows fast validation of the official specifications and opens 
the possibility to compare different headsets. The used cam-
era equipment (Raspberry Pi and fisheye camera) is inexpen-
sive and available for the consumer market.

The method presented here was tested by measuring the 
FoV of multiple generic HMDs. To compare the camera-
based FoV measurements to the one perceived by subjects, 
we recreated an established clinical field of view test (perim-
etry) in virtual reality. In this test, the subject has to respond 
about the visibility of a moving peripheral stimulus. The 
answers help to delimit the individual’s FoV along multiple 
meridians of the visual field. We further conducted a clas-
sical semi-automated FoV test (Octopus 900, Haag Streit 
International, Koeniz, Switzerland) to compare the virtual 
reality recreated test to the standardized clinical procedure.

1.1 � Related work

Often, the FoV of different HMDs is compared directly 
using their rendered FoV, as in the database by Musil (2021). 
Rendered values can be easily extracted from the VR sub-
system as implemented by Musil. However, as recognized 
before by Pohl et al. (2016) not all parts of the HMD screen 
are visible. Furthermore, lens distortions can change the per-
ceived position if not corrected accordingly (Rolland and 
Hopkins 1993; Martschinke et al. 2019) or the settings for 

FoV of the virtual camera might not fit the physical FoV of 
the HMD. Therefore, rendered FoV cannot be taken as a 
measurement of visible FoV, and other objective measure-
ments are necessary.

Wheelwright et al. (2018) suggested already camera-
based FoV measurements. They also explained that indi-
vidual face shape could influence FoV, yet they did not 
measure individual HMDs to compare with the manufac-
turers’ specifications. Lynn et al. (2020) measured, among 
other physical properties, the lens diameter and screen size 
of different consumer headsets to calculate the horizontal 
FoV as the opening angle of the lens. This method does not 
consider the optical properties of the lenses and requires 
disassembling the headsets to measure screen distance. In 
contrast, our camera-based measurement can be used eas-
ily without disassembling and additionally shows the exact 
shape and area of the FoV. Furthermore, previous work did 
not measure the influence of different eye relief and IPD 
values on the exact size and shape.

2 � Apparatus

Head mounted displays In this study, several virtual reality 
head-mounted displays were evaluated, from some developer 
kits, first customer commercially available ones, passing by 
the first HMD to embed eye-tracking, to a canted device 
which exhibits a great increase in the field of view. A list of 
the tested devices can be found below:

–	 StarVR One (StarVR, Taipei, Taiwan)
–	 HTC Vive Pro Eye (HTC Cooperation, Xindian, Taiwan)
–	 HTC Vive (HTC Cooperation, Xindian, Taiwan)
–	 Pico Neo 2 (Pico Interactive, San Francisco, CA, USA)
–	 Oculus Rift DK2 (Oculus VR, Irvine, CA, USA)
–	 Fove 0 (Fove Inc, Torrance, CA, USA)

Camera & Set-up A camera-based measurement of the field 
of view of HMDs gives the possibility to precisely determine 
the size and shape of the visible FoV and examine the influ-
ence of different eye positions, horizontal and distance to 
the HMD lenses. We used a wide field of view fisheye Rasp-
berry Pi camera (Joy-IT 5MP Wide-Angle Camera for Rasp-
berry Pi (rb-camera-WW2), SIMAC Electronics GmbH, 
Neukirchen-Vluyn, Germany), which is small enough to be 
placed as close in the headset as eyes would be and with 
200◦ FoV can capture the complete image presented in the 
headset, even for wide FoV HMDs.

To change vertical and horizontal alignment as well as the 
distance of the camera to the lens of the HMD, the relative 
position of the camera and HMD should be adjustable in all 
three directions. As illustrated in Fig. 1, the different HMDs 
were fixated with clamps on a stand mounted to an optical 
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rail. The camera was placed on a second rail orthogonal to 
it. Both rails could then be used to change relative horizontal 
position as well as simulate different eye relief distances. For 
vertical alignment, the camera mount was height adjustable.

Hardware & Software The virtual testing environments 
were constructed and tested using Unity 2019.4.18f1 (Unity 
Technologies, CA, USA) in a Windows 10 (20H2) PC with 
16 GB of RAM, a processor i7-10700 and a graphics card 
Nvidia GeForce 3080. The scripts for capturing the images 
with the Raspberry Pi were written in Python, and all analy-
sis was performed in Matlab (The Mathworks Inc, Natick, 
MA, USA).

3 � Methods

3.1 � Camera calibration

A precise camera calibration is needed to compensate for 
the camera’s distortions and to recalculate the pixel posi-
tions in the captured images into angular position in the 
field of view. For calibration, pictures of a 7 × 9 check-
erboard pattern with square size 20mm were taken from 
various angles. Afterward, these images were used in the 
Urban et al. (2015) omnidirectional camera calibration 
toolbox, which is an improved version of Scaramuzza et al. 
(2006) OCamCalib Toolbox for MATLAB. In 74 images, 
the checkerboard pattern was successfully detected, and 
calibration was calculated with a mean reprojection error 

of 1.0025 px . The calibration can then be used to transform 
an image pixel position (x, y) into a normalized vector 
(xw, yw, zw) pointing to the corresponding world location.

In this experiment, the camera’s position is always 
measured relative to the front of the camera’s lens. 
To determine the offset between the lens front and the 
camera’s entrance pupil (the origin of the world vector 
(xw, yw, zw) ), a set of pictures of a pattern of known size 
were taken at multiple distances d from 5 to 40 mm. In 
each image, the pixel position of 25 points were trans-
formed to their world vectors using the camera calibration. 
The known distance of the points in real world was then 
used to calculate the distance of the pattern to the entrance 
pupil e. The offset Δd is the difference e − d . The mean 
overall measured distances was Δd = (3.2 ± 0.4)mm.

3.2 � Camera‑based field of view measurement

The above-mentioned camera setup was used to take 
images of the HMD’s left eye view at different eye relief 
distances. The camera feed was shown on a separate screen 
and overlayed with a pattern of concentric circles around 
a cross at the pixel position of the optical axis, as returned 
by the camera calibration. At the same time, an alignment 
pattern (concentric circles of different colors) on top of a 
white background was displayed in the HMD. With the 
camera placed directly in front of the HMD, the central 
cross and the virtual image’s center were aligned. Then, 
the orientation of the HMD was adjusted until the cam-
era overlay pattern and HMD pattern stayed aligned when 
moving the camera along the orthogonal rail, simulating 
a straight gaze position at correctly aligned IPD. Pictures 
were taken every 5 mm from the HMD lens, up to 40 mm. 
Different IPDs were also simulated by moving the HMD 
only horizontally out of the aligned position, without 
changing the orientation.

The process of calculating the FoV contour in visual 
angle from the captured images was performed entirely 
in MATLAB R2020b (The Mathworks, Inc., Natick, 
USA) using the Image Processing Toolbox as illustrated 
in Fig. 2. The images taken for FoV measurement were 
binarized. First, holes were closed in the binary image 
and then small areas removed, which mainly were caused 
by bright reflections on the lenses of the HMDs. Finally, 
edges were cleaned using morphological closing.

The contour of the remaining area in the binarized 
image is taken as the outline of the visible FoV. Using 
the camera calibration, the pixel coordinates (x, y) of the 
contour were transformed to vectors (xw, yw, zw) pointing 
into the direction of the corresponding world position. 
Polar angle � and azimuthal angle � are then calculated 
following Eq. 1.

Fig. 1   Set-up for the camera-based measurement of visible FoV: 
HMDs were fixated with clamps on a stand that was movable on an 
optical rail. The camera connected to a Raspberry Pi was placed at 
the end of a rod which was mounted on an optical rail. The camera 
mount was height adjustable to align the camera for each HMD. 
Camera-lens distance was changed by moving the camera mount on 
the optical rail. Horizontal camera to lens alignment, representing 
different IPDs, was changed by moving the HMD on the other rail. 
Raspberry Pi model modified from Juanma de las Heras (grabcad.
com). Headset model modified from HTC Vive Pro model by Eternal 
Realm (licensed under Creative Commons Attribution)
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The polar angle � is the angle of a meridian through the 
center of the visual field and � the limitation of FoV in this 
direction. To compare HMDs, we extract vertical, nasal and 
temporal FoV size as the � value for the vertical meridian 
and the horizontal half-meridians, respectively. The final 
field of view values are reported for each headset at the aver-
age corresponding eye relief distance.

Since the FoV shape might be different between HMDs, 
another measurement for comparison is the solid angle Ω of 
the area enclosed by the FoV, as defined by Eq. 2.

This term was calculated by the summation of 
(1 − cos (�(�))) d� over all meridians.
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3.3 � Subjects

Twenty-one (21) participants (13 males / 8 females) aged 
between 22 and 40 years (mean = 29 years) took part in the 
study, and their interpupillary distance and eye relief for 
each headset were measured. None of the study participants 
reported any ocular complication or any medical condition 
that affected their normal vision or their motion judgements, 
such as cataracts, retinal or corneal dystrophies, epilepsy, or 
prior history of motion sickness.

3.4 � Eye relief distance

The distance between the wearer’s eyes and the HMD lenses 
(eye relief) varies due to the device’s dimensions, and the 
way it fits to the physiognomy of the wearer’s head. Moreo-
ver, it can also vary depending on how tightly the straps that 
hold the device are fastened and how soft the foam surround-
ing the face is.

Custom 3D printed models in the shape of a hollow cyl-
inder (See Fig. 3 and Supplementary material A.1) were 
used along with small paper tubes to measure each subject’s 
distance and get a general idea of what this distance might 
be for every device. Subjects wore the headset to which the 
hollow cylinder pieces were previously taped and, with their 
eyelids closed, pushed the paper tubes inside the cylinder 
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Fig. 2   A) Calibration procedure. From left to right, an example cali-
bration image is shown with the marked detected checkerboard cor-
ners, a 3d representation of the spatial camera locations for all cali-
bration images and the resulting image after distortion correction. B) 
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the detected center, binarized image with the contour defined, and 
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holes as they fastened the headsets. When finished, the 
device was removed, and the distance was measured using 
a caliper. These measurements were repeated twice per eye 
and headset.

This separation can be referred to as the closed eye relief 
distance, yet this distance can vary from the natural eye 
relief due to the upper eyelid thickness (Osuobeni and Al-
Mijalli 1997; Lee et al. 2006). However, at the same time, 
the eye translates backward when it is closed (Kirchner et al. 
2021), and it can be even retracted further due to the pres-
sure applied by the piece of paper. Given the uncertainty on 
this parameter, eye relief was not modified from the meas-
ured value. Likewise, the distance to the eye’s entrance pupil 
was neglected for the FoV calculations as the value roughly 
matches the fisheye camera aperture entrance.

For every HMD, the typical range of eye relief was deter-
mined by taking the mean of all measurements of all 21 sub-
jects combined. Results are presented in Table 1. The fields 
of view for specific eye relief values were linearly interpo-
lated from the measurements taken between 5 and 40 mm.

3.5 � Interpupillary distance (IPD)

For most of the HMDs used in this study, the position of the 
lenses was fixed in the headset. Only for the HTC Vive and 
HTC Vive Pro do changes to the IPD settings also change 

horizontal distance between the lenses. For the other HMDs, 
changes to IPD settings adjust only the rendered image, by 
adapting both eye’s projection matrices.

IPD of every subject was measured manually using a 
pupilometer (Breitfeld & Schlikert GmbH, Karben, Ger-
many) and the eye tracking-based automatic IPD detection 
algorithms from the headsets. The mean IPD found in our 
subjects was 63.9 mm and ranged from 58 to 73 mm.

When possible, the lenses of the devices were adjusted 
manually to fit the subject’s IPD. This way, subjects always 
obtained the exact center of the image when the IPD was set 
correctly, and the limits of the FoV only shifted horizontally. 
The effect of different IPDs was analyzed for the StarVR 
One, the HTC Vive Pro and the Fove 0. For the first ones, 
pictures of a small, default and big IPD were taken at the 
average eye relief distance. As the HTC Vive Pro can be 
manually adjusted to fit individual IPD, photographs were 
taken either with the lens distance adjusted for correct IPD 
alignment or while the headset remained at the default IPD 
settings. For comparison, pictures with a headset without 
IPD correction possibilities (Fove 0) were taken.

3.6 � Binocular FoV

It is assumed that the right eye’s field of view is the mirrored 
version of the left one. The combined binocular FoV along 
the horizontal meridian is then calculated by doubling the 
larger angle from either the temporal or nasal direction. To 
get the binocular contour, the monocular field of views are 
merged by taking the maximum value from either eye along 
each meridian. Binocular overlap is the region of the bin-
ocular FoV which is seen by both eyes at the same time. As 
quantification, we calculate the ratio between the overlapped 
area and the binocular area. These calculations are based on 
the assumption of perfect IPD alignment, in which case the 
subject’s visual field center for straight gaze is aligned with 
the headset’s FoV center.

4 � Results

Figure 4 shows the FoVs obtained for each headset at their 
normal eye relief distances, for a direct comparison. In 
Fig. 5, individual panels for each HMD show the influence 
of different eye relief values. Table 2 displays the FoV values 
extracted from these contours.

Effect of eye relief As mentioned in the Sect. 3.4, eye 
relief varies among headsets. This distance is in fact sig-
nificantly different ( p = 0.009 , K–W) with pair-wise dif-
ferences between the Oculus Rift DK2 (smallest eye relief 
distance) and the rest of headsets, except for the Fove 0 and 
the original HTC Vive. Fove 0 also differs from the Pico Neo 
2 (biggest eye relief).

Fig. 3   Figure showing one type of the 3D printed models and how 
they are located. Modified from HTC Vive Pro model by Eternal 
Realm (licensed under Creative Commons Attribution)

Table 1   Results of eye relief measurements for all HMDs

HMD Mean eye relief SD Range
(e.r.) (mm) (mm) (min.–max.) (mm)

StarVR One 18.2 1.7 15.8–23.9
HTC Vive Pro 17.0 2.2 14.5–24.6
HTC Vive 16.6 1.9 14.4–23.0
Pico Neo 18.3 2.1 14.8–23.2
Oculus Rift DK2 10.7 0.9 8.6–13.6
Fove 0 11.4 1.7 8.4–15.9
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In most cases, the size and shape of the lens determine 
the FoV, meaning the outer parts of the screen are not vis-
ible through the lens. An increase in eye relief will, there-
fore, always reduce the FoV size. For small eye relief, also 
the screen size becomes relevant. For Vive and Vive Pro, 
for example, the nasal FoV is limited by the screen for the 
minimum eye relief, a vertical cut-off is visible. At mean 
eye relief distance, only for Oculus Rift DK2 and Fove 0 the 
screen size limits the FoV.

Effect of IPD FoV measurements for fixed eye relief at 
different IPDs are shown in Fig. 6.

For the StarVR One, the nasal FoV changes minimally 
with IPD ( < 1◦ ). Only temporal FoV shifted 4 degree 
between minimum IPD 53 mm and maximum IPD 77 mm.

When manually adjusting the lens position of the HTC 
Vive Pro, the field of view stays roughly the same (change of 
nasal and temporal < 2◦ between IPDs 61 mm and 70 mm).

Simulating a misaligned headset, meaning the lens dis-
tance was set to a fixed value 64 mm, there is a difference of 
11◦ in the temporal FoV between smallest and biggest IPD. 
The nasal FoV shows only a small difference of 2.4◦ , as the 
field of view here reaches the limit of the screen.

There are also big differences for the Fove 0, where lens 
position cannot be adjusted. Temporal FoV changes by 11.8◦ , 

nasal by 5.6◦ between the different IPD values 60 mm and 
69 mm. The limit of the nasal shift is due to the screen size.

5 � VR perimetry

In 1945, Hans Goldmann introduced a hemispherical bowl 
perimeter, which soon became the “gold standard” in clini-
cal practice (Goldmann 1946). This device allowed a precise 
measure of the visual field boundaries of each participant. 
Although the perimeters evolved and fully or semi-auto-
mated versions measuring the whole field of view appeared, 
Goldmann’s perimeter idea remains active in clinical use. 
This part of the experiment aims to observe the feasibility 
of performing virtual perimetry based on the Goldmann’s 
device, albeit with the benefits and limitations of virtual 
reality headsets.

Two options may appear, as the subject’s field of view 
might be delimited by either the HMD’s FoV limits or the 
eye’s visual field limits.

Limits of the FoV were obtained by moving a stimulus 
along different meridians separated by 15◦ , while partici-
pants fixated at a central fixation target; this procedure is 
usually referred to as kinetic perimetry. The moving stimulus 
was created in Unity, as a sphere located at the surface of a 
virtual sphere with a radius of 50 m and whose center was 
at the eye (virtual camera). The stimulus subtended 0.8◦ of 
visual angle at all times. For monocular presentation, the vir-
tual camera was set to render to the left eye only. The virtual 
FoV of the camera was set automatically by the VR plugin 
in Unity. First, the stimulus moved outward. Subjects were 
instructed to press a button as soon as the moving target was 
not visible to them anymore. Then, the stimulus was set fur-
ther outside and moved inward until subjects pressed again, 
indicating its reappearance in their visual field. This proce-
dure of moving outward and inward was repeated three times 
for each meridian. The subjective FoV along each meridian 
was calculated as the mean of those six measurements.

Unlike traditional testing, some of these HMDs embed 
eye-tracking technologies, which allow for a gaze contin-
gency paradigm (Sipatchin et al. 2021; Stein et al. 2021), 
ensuring that the subject always fixates at the center by inter-
rupting the test when gaze was not on the fixation target.

5.1 � Luminance limits

Objects moving in the periphery while gaze is fixed cen-
trally might need a larger size or brightness to be detected 
by our visual system. Likewise, for some psychophysical 
experiments, the stimulus’s luminance and contrast have to 
be carefully controlled. However, this is not usually the case 
in virtual reality, where each headset has different display 
panels (even different display panel technologies).
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In order to define the perimeter of the eye’s field of view, 
the background and stimulus luminance have to be con-
trolled. For this reason, luminance values for each headset 
were measured.

The virtual environment’s skybox was fixed at Hue and 
Saturation, while Value was increased from 0 to 100 (in steps 
of 10). At each step, three luminance measurements were 

taken using the luminance meter (Konica Minolta LS-110, 
Konica Minolta, Inc., Tokyo, Japan) with the close-up lens 
in a dark room.

The results from the luminance measurements can be 
found in the Table 3 and Fig. 7.

Only the HTC Vive and Pro version could present an 
equivalent to the stimulus 3 (100 cd m−2 ). Therefore, and in 
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Table 2   Overview of FoV 
extents at mean eye relief for 
each HMD

Vertical, temporal and nasal FoV were extracted from the monocular FoV contours. For the combined bin-
ocular FoV, we give values for the horizontal meridian as well as the maximum FoV, which is along a 
diagonal meridian for some HMDs. Solid angle Ω was determined for the binocular FoV contour. From 
this, the overlap between the eyes was calculated, as the ratio of overlapping FoV to the combined binocu-
lar FoV

HMD Vertical Monocular (°) Binocular (°) Solid angle 
( Ω)

Binocular 
overlap 
(%)

Temporal Nasal Horizontal Maximum (°2) (rad2)

StarVR One 92 91 38 182 182 @ 0◦ 9854 3.00 37
HTC Vive Pro 91 47 40 94 94 @ 0◦ 5937 1.81 84
HTC Vive 95 48 42 96 96 @ 0◦ 6322 1.93 88
Pico Neo 2 88 42 43 86 88 @ 71◦ 5572 1.70 96
Oculus Rift DK2 101 46 47 94 102 @ 42◦ 7192 2.19 98
Fove 0 92 43 43 86 93 @ 60◦ 6034 1.84 95
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order to be comparable with traditional testing, our stimulus 
was set to IV2e in the Goldmann scale, defined as a stimulus 
size of 0.8◦ visual angle and luminance of 32 cd m−2 . The 
background was defined a grey hemisphere of size 50 m and 
luminance 10 cd m−2 or 31.5 asb.

5.2 � Comparison with Octopus perimeter

Virtual perimetry was measured with two different head-
sets (HTC Vive Pro and the StarVR One), with Tobii eye-
tracking technologies. A subset of six subjects from our 
original subject pool (mean IPD = 66.6 mm; ranging from 
61 to 73 mm) undertook the virtual perimetry test in both 
headsets with their individual eye relief and correct IPD set-
tings. The mean eye relief values of these six subjects were 
18.04 mm (16.6–23.1 mm) and 18.33 mm (16.3–22.3 mm) 
for the StarVR and for the HTC Vive Pro, respectively.

After defining the subjective FoV limits within VR, the 
subjects were also tested in a traditional kinetic perimeter 
(Octopus 900, Haag Streit International, Koeniz, Switzer-
land), using the same parameters (IV2e).

In the Fig. 8, the objective field of view at the average eye 
relief distance is plotted for both headsets, together with the 
average contour from the VR perimetry test and the Oculus 
900 measurement.

As observed, the HTC Vive Pro does not reach the human 
eye limits on the nasal, temporal or lower fields of view. On 
the other hand, StarVR One does reach it on the upper side 
and overpasses the temporal side. Only nasal and inferior 
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Fig. 6   Figure showcasing the influence of different inter-pupillary 
distances on the FoV. From left to right, StarVR One (no physical 
adjustment + canted display), HTC Vive Pro with the IPD adjusted 

using the knob to match the IPDs, HTC Vive Pro with a fixed IPD of 
64 mm and the Fove 0 (non adjustable IPD, fixed at 63 mm)

Table 3   Results of “Value” in HSV Color space for the different stim-
ulus luminance in the Goldmann

“o.o.r.” stands for out of range

HMD/values Background Stimulus Max Min

(2) (3) (cd m−2)

Goldmann 10 cd m−2 32 100 – –
(Luminance) 31.5 asb cd m

−2
cd m

−2

HTC Vive 28.8 46.5 76.81 178.7 0.0
HTC Vive Pro 33.8 55.6 93.4 116.1 0.0
StarVR One 42.6 70.8 o.o.r. 68.4 0.0
Oculus Rift DK2 39.9 71.9 o.o.r. 62.4 0.0
Pico Neo 2 43.5 74.0 o.o.r. 60.5 0.1
Fove 0 29.1 55.3 o.o.r. 97.2 0.1
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fields of view are slightly smaller than the subjects’ visual 
field.

6 � Discussion

This study introduces an easy and cost-effective way to 
measure the perceived field of view for VR headsets. Our 
camera-based measurement system provides a precise out-
line of the perceived field of view shape, reproducing eye 
relief and pupillary distance dependence. Based on these 
results, the range of expected visible fields of view can be 
compared with the manufacturers’ specifications. Thanks to 
this development, it can be tested whether the use of these 
devices for the analysis of vision limits is valid. In contrast 
to other suggested methods (Lynn et al. 2020), our meas-
urements are performed imitating common case scenarios, 
so all possible influencing factors (physiological, optical or 
screen-related) are considered.

Eye relief The distance from users’ eyes to the headset 
lenses affects comfort while wearing these devices and mod-
ifies the area of the visual field that is exposed to the virtual 
content. The farther away the eyes lay from the headset lens, 
the smaller this area becomes. This distance was measured 
in multiple subjects for each headset. Results show that eye 
relief varies significantly among headsets, and within the 
same headset. This variation can result in smaller or more 
extensive fields of view. Therefore, tasks that require accu-
rate stimulus positioning should measure this parameter 
before estimating the typical field of view covered by a cer-
tain HMD. For psychophysical experiments depending on 
comparable FoV sizes between subjects, we suggest using 
additional masking of the virtual scene to guarantee repro-
ducible conditions for the FoV limitation .

Measuring eye relief can become complicated. Subjects 
may easily change how the headset rests on their faces or 
how tightly they fasten the straps holding it. Moreover, this 
parameter also varies heavily between subjects due to dif-
ferent facial anatomies. In this study, we propose an analog 
and simple method to measure this parameter. Albeit not 
exempt from errors, it has been proven to be accurate enough 
to estimate and compare the expected field of view for the 
average subject.

Some HMDs, such as both HTC headsets and the Rift 
DK2, allow physical modification of this distance, for exam-
ple to enable users to wear spectacles with the HMD. The 
lens distance can be increased by up to ∼ 1 cm more than the 
minimum distance, which was used in this study. By doing 
so, eye relief increases and therefore also the size of visible 
FoV decreases. Consumers and researchers should be aware 
that adjusting the lens distance for individual subjects will 
lead to drastic changes in the FoV.

Interpupillary distance The adjustment of the virtual 
image to match the visual field of users with different IPDs 
has been always a topic of great relevance in virtual real-
ity. A misalignment between the images of both eyes may 
cause stereopsis problems (Wann et al. 1995), inaccuracies 
of depth perception, convergence issues (Kramida 2016) and 
even diplopia if the images differ too much (Mon-Williams 
et al. 1993). Likewise, this difference between the central 
view of the lenses and the inter-pupillary distance can cause 
some shift on the virtual content displayed and limitations 
on the field of view.

Headsets including eye tracking technologies can measure 
the subject’s individual IPD and virtually adjust the image 
by horizontally shifting the projection of the virtual cameras. 
If IPD measurement is precise, the center of the presented 
image should be aligned with the center of the subject’s 

Fig. 8   Comparison between the 
eye’s visual field limits meas-
ured using the Octopus 900 
and the field of view measured 
in virtual reality with kinetic 
perimetry paradigm. Average of 
six subjects. Objective field of 
view from the StarVR and HTC 
Vive Pro at the subject’s mean 
eye relief distance
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visual field. Some headsets, like the HTC Vive and HTC 
Vive Pro, additionally have an option to physically adjust the 
lens position to align the visual axis to the center of the lens.

Our results, simulating different IPDs, show that without 
adjustment of the lenses the FoV will be shifted along the 
horizontal axis. At some point, the screen limit is reached 
and the nasal or temporal FoV is cropped. Therefore, espe-
cially for users with small or big IPD, HMDs with adjustable 
lenses are recommended. Manual adjustment of the IPD can 
be a double-edged sword, as it may cause even more mis-
alignment, if users are not aware of the adjustment option. 
Canted displays, like the StarVR One, do not present such 
big differences for IPD misalignment due to the angle toward 
the display.

Binocular summation The calculations for binocular field 
of view properties show a big overlap for all HMDs except 
StarVR One. For devices with circular lenses (Oculus Rift 
DK2 and Pico Neo 2), the FoV is almost fully symmetric, 
unless limited by the screen size. In this case, the overlap is 
almost 100% . The HTC headsets and Fove 0 have a notch for 
the nose, reducing the size of the nasal field of view area and 
overlap. StarVR One has canted irregularly shaped lenses 
that produces an irregular binocular FoV similar to the 
shape of the human visual field. Given the temporal extent 

of the FoV this device presents, the percentage of binocu-
lar overlap is inherently smaller than other HMDs. Smaller 
percentage of overlap does not necessarily imply smaller 
overlapping area in general. Nevertheless, in this case the 
area seen by both eyes in the StarVR One is smaller than all 
other devices, due to the narrowest nasal range.

Comparison with official specifications A comparison 
with the manufacturers’ claims is shown in Table 4. Verti-
cal and horizontal FoV are always measured along meridians 
through the center of the visual field. In case of the StarVR 
One, the irregular shape of the FoV contour leads to a verti-
cal angular distance between upper and lower contour, which 
is greater in some parts of the periphery than in the center. 
Therefore, for comparison with the product specifications, 
we also calculated the maximum vertical angular difference 
between upper and lower FoV outlines. The value for this 
maximum is given in Table 4 as the vertical FoV of the 
StarVR One.

As can be observed, every headset, measured in the 
course of this study, presents a smaller field of view than 
their official specifications suggest, even when considering 
the maximum binocular FoV extent along any meridian 
(Table 2). Only the Oculus Rift DK2 meets the manu-
facturer’s claim at a typical eye relief distance. A brief 

Table 4   Comparison 
of measured FoV and 
manufacturers’ claims

Usually horizontal or diagonal FoV is declared. If both horizontal and vertical FoV are given by the manu-
facturer, it is written here as a product. The values for rendered FoV are obtained using HMDQ tool (Musil 
2021), which also considers the Hidden Area Mask (HAM), a digital description of the parts of the screen 
which will not be seen and are not included in rendering
*For the Fove 0 and the Oculus Rift DK2, which are not included in the database, the same tool was 
employed to calculate this parameter
a StarVR - Products http://​www.​starvr.​com/​produ​ct/
b VIVE Pro | The professional-grade VR headset
   https://​www.​vive.​com/​de/​produ​ct/​vive-​pro/
c VIVETM | Buy VIVE Hardware
   https://​www.​vive.​com/​eu/​produ​ct/​vive/
d  Pico Neo 2
   https://​www.​pico-​inter​active.​com/​us/​neo2.​html
e  The All New Oculus Rift Development Kit 2 (DK2) Virtual Reality Headset
   http://​web.​archi​ve.​org/​web/​20141​11320​5611/
   http://​www.​oculus.​com/​dk2/
f  Product FOVE Official website
   https://​fove-​inc.​com/​produ​ct/
   Accessed date 19/03/2021

HMD Bino. FoV (hor. × 
vert.)

Official specifications Rendered (Musil 2021)

StarVR One 182
◦ × 99

◦

210
◦ × 130

◦a
178

◦ × 117
◦

HTC Vive Pro 94
◦ × 91

◦

110
◦b

107
◦ × 108

◦

HTC Vive 96
◦ × 95

◦

110
◦c

109
◦ × 112

◦

Pico Neo 2 86
◦ × 88

◦

101
◦d

101
◦ × 101

◦

Oculus Rift DK2 94
◦ × 101

◦

100
◦e

93
◦ × 106

◦ *
Fove 0 86

◦ × 92
◦ Up to 100◦f

88
◦ × 95

◦ *

http://www.starvr.com/product/
https://www.vive.com/de/product/vive-pro/
https://www.vive.com/eu/product/vive/
https://www.pico-interactive.com/us/neo2.html
http://web.archive.org/web/20141113205611/
http://www.oculus.com/dk2/
https://fove-inc.com/product/


1099Virtual Reality (2022) 26:1089–1101	

1 3

comparison with the rendered fields of view (Musil 2021) 
indicates that the manufacturers’ official specifications 
may, in fact, refer to the rendered field of view size rather 
than the effective field of view. For the StarVR One, offi-
cial values are even bigger than the rendered FoV. Also, 
during this study’s measurement, the horizontal FoV 
extent was slightly bigger than the rendered one, which 
probably means that the projection of the virtual image is 
not precise. Such projection problems are expected since 
the perceived position of screen boundaries in the visual 
field can vary strongly with eye position. If the claimed 
effective FoV value is bigger than the rendered FoV, it will 
be accompanied by large projection errors. The visible 
area of the virtual world cannot stand out of the rendered 
area, or the projection must be distorted. Such a mismatch 
can be caused either by imprecise FoV settings of the vir-
tual camera (the rendered area does not fit the HMD screen 
size) or by optical distortions of the lenses.

These two factors are also possible reasons for differ-
ences between the subjective test and camera-based meas-
urements. While the subjective test uses the virtual position 
of a stimulus, the camera measurement finds the FoV outline 
in the projected image. Eye position dependence of image 
projection and lens distortions (Pohl et al. 2016) can lead 
to deviations between virtual position and perceived posi-
tion. Futures studies should look at how good manufacturers 
apply distortion corrections to the virtual camera FoV for 
different eye positions within VR.

VR perimetry Our subjective measurements confirm the 
validity of the camera-based measurement. Subjects’ visual 
field is, as expected, larger than all traditional HMDs. Only 
the StarVR One’s canted display panels are large enough 
to cover the temporal and superior part of subject’s visual 
field. All of the tested HMDs have the potential to be used as 
environments for testing of central visual field loss (screen-
ing or follow-up). This confirms that these devices cover 
enough area to assess areas affected by typical eye diseases 
such as macular degeneration, glaucoma (Weber et al. 1989; 
Wang and Henson 2013) or retinitis pigmentosa. Only the 
StarVR could theoretically be used for assessing the limits 
of the visual field or testing for defects in the peripheral and 
mid-peripheral visual field areas, enabling the possibility of 
early detection of ocular diseases that affect the visual field.

Nonetheless, the luminance range of the tested devices 
limits their usage in visual field testing. The maximum 
brightness varied between headsets. None of the tested 
devices were capable of reproducing the brightest Goldmann 
stimulus level “4” (320 cd m−2 ), which is usually used for 
intermediate and peripheral areas. Only the original HTC 
Vive was able to present the stimulus level 3 (100 cd m−2 ). 
This prevents the exact results from traditional testing meth-
ods from being reproduced in virtual perimetry.

7 � Conclusions

In summary, manufacturers’ claims regarding the field 
of view are not consistent with our measurements of the 
effectively perceived field of view. These variations appear 
due to the interpupillary distance and variations on the eye 
relief (HMD lens to eye distance). Although some manu-
facturers already mention that there can be variations in 
the field of view, it does not explicitly indicate how much 
is changed. These assessments regarding the field of view 
may ultimately lead to confusion and inaccurate assump-
tions for developers. We propose a new standard format 
for the headsets’ field of view by reporting on objectively 
measured field of view sizes for average eye relief values, 
in the best case along with its typical range. Eye relief in 
general has to be considered as a major influence on per-
ceived field of view. We strongly recommend that future 
studies that use VR technologies and require an accurate 
stimulus position either measure the eye relief of their 
subjects and estimate the field of view for that specific 
headset, or consider performing a subjective field of view 
test. They should also acknowledge eye relief differences 
as a potential cause of errors in their measurements.

Finally, almost every VR headset can be used for testing 
central visual field defects to a certain extent (similar to 
campimeters). Perimetry cannot be performed as periph-
eral areas of the field of view are usually not exposed by 
those headsets. Even in the case of wide-field of view 
devices, the screen luminance prevents testing of the 
intermediate and peripheral areas with traditional clinical 
parameters.
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