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Abstract
Building evacuation training systems and training employees in an organization have a vital role in emergency cases in which 
people need to know what to do exactly. In every building, procedures, rules, and actions are attractively shown on the walls, 
but most of the people living in that building are not aware of these procedures and do not have any experience what to do 
in these dangerous situations. In order to be able to apply these procedures properly in an emergency situation, community 
members should be trained with the state-of-the-art equipment and technologies, but to do so, up-front investment and devel-
opment of such a system are necessary. In this study, augmented reality (AR) technology was applied to realize a game-based 
evacuation training system that implements gamification practices. The architectural plans of a university were used to model 
the floors and the relevant environment. Employees are trained to learn how to reach the nearest exit location in the event 
of a fire or earthquake, and also, the system provides the shortest path for the evacuation. In addition to these features, our 
training game has educational animations about the fire, chemical attack, and earthquake events. A mobile application was 
implemented to train employees working in the building and inform them to know how to escape in an emergency situation. 
The technology acceptance model and the related questionnaire form were applied, and the response of 36 participants was 
analyzed. It was demonstrated that AR and relevant tools provide a flexible environment to develop evacuation systems in 
a university, our mobile application enabled participants to be trained in a realistic environment, and trainees were highly 
satisfied with the system. Educational animations were also another benefit for the trainees.

Keywords Augmented reality · Evacuation training system · Software · Unity3D · Training · ARKit framework · 
Animation · Game engine

1 Introduction

Natural disasters such as floods, hurricane, fire, and earth-
quakes cause serious problems in the community and infra-
structure. For this, community members must be prepared 
and trained for this kind of emergencies and hazards which 
might occur as consequences of the disasters. Since these 
disasters can occur at any time, practice drills must be done 
periodically not to be in a panic in these circumstances.

Some disasters are more common in crowded cities 
and large countries in terms of area. For instance, 25,073 
fires broke out in Istanbul last year (Brigade 2018) and 
38,287 earthquakes occurred in Turkey in 2017 (Disaster 
2018). These numbers are not surprising because 20% of 
residents in Turkey live in Istanbul and Turkey sits atop 
seismically active spots in the world. Due to this huge 
number of events happening throughout the year, training 
is inevitable for community members. However, in case of 
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a fire or earthquake, most of the employees in companies 
do not have a concrete idea on how to leave the building 
effectively to survive. While practice drill is the best way 
to train employees, due to the inefficiency and difficulty in 
the process, employees either do not participate in these 
activities or give enough importance.

The main objective of this research was to design, 
implement, evaluate, and observe a novel evacuation train-
ing system which applies AR technology in the context of 
a university. The young generation is more motivated to 
use new technologies as part of any training activity, and 
AR increases engagement and interaction in any educa-
tional system. Therefore, this novel training system was 
implemented based on AR technology.

The research question of this study is shown as follows:

• RQ: What are the effects of the AR technology in terms 
of the perceived usefulness and easy of use in the context 
of evacuation training systems?

To respond to this research question, we aim to apply the 
technology acceptance model (TAM) and the related ques-
tionnaire used in Chandrasekera’s study (Chandrasekera 
2015). The mobile application which works on the iOS 
platform was built with ARKit framework. ARKit is a 
brand new AR library which is markerless and allows 
users to place objects on the surface, and also, it can scan 
and detect surfaces. With the help of this mobile applica-
tion, we wish to make sure that people in the building 
leave properly and quickly in the event of an emergency 
case. AR lets us combine digital data with the user’s envi-
ronment in real time.

We can divide the system into two parts to investigate 
ARKit from an engineering perspective. The first part is 
indeed the hardware. To detect plane and measure the dis-
tance between ground and phone, it uses the accelerom-
eter, gyroscope, pedometer, magnetometer, and barometer. 
The second part is the software which analyzes the cor-
responding environment. ARKit analyzes the environment 
and creates a map via visual inertial odometry (VIO). This 
method mixes data coming from the camera sensor with 
Core Motion data. To pick up the Core Motion data, it 
uses hardware components (Pallotta 2017). Based on this 
infrastructure, objects can be detected and placed on the 
surface.

Our case study was performed on a university campus 
(Istanbul Kultur University). The implementation process 
is represented in Fig. 1.

As shown in Fig. 1, first emergency evacuation plans of 
the university were retrieved from the head of the emer-
gency support team with the approval of Secretary General. 
Three programs, namely 3ds Max, AutoCAD, and SketchUp, 
were used to create 3D models of the building. Top-down 
views of floors (base, second, and third floors) were drawn 
in AutoCAD software which let us have a 2D view of the 
building. While the interior of the building was modeled 
with SketchUp, the outside was visualized with 3ds Max 
program.

Top-down views produced with AutoCAD were imported 
into the SketchUp program. Walls, windows, seats, tables, 
and the other seating places were drawn in detail, and 
ceramic flooring was attached to this model in SketchUp 
software. Colors of the exterior walls and windows of the 
building were made similar to the original colors of the 
building in 3ds Max program to provide a similar appear-
ance. After all these steps were performed, models were 
transferred to the Unity3D development platform which 
was also applied for generating animations. With the help of 
these programs, we made our training system more realistic.

The following sections are organized as follows: Sect. 2 
provides the background and related work. Section  3 
explains the process, design elements, and technologies 
which were applied during this project. Section 4 provides 
the experimental results. Section 5 discusses the approach 
and outcome of evacuation training systems. Finally, Sect. 6 
explains the conclusions and future work.

2  Background and related work

Virtual reality technology builds an artificial environment 
for several purposes such as improving skills (Faroque et al. 
2018), but AR technology lets us combine the existing 
environment with the new digital information. Therefore, 
the platform created with AR is not totally artificial. Now-
adays, many interesting applications are being developed 
with AR technology. For instance, some researchers apply 
AR for vein visualization (Khor et al. 2016). There are also 
very useful applications for supporting teachers to enable 
e-learning (Mota et al. 2018), anatomy education (Ma et al. 

Fig. 1  Implementation process
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2016), image-guided surgery (Lovo et al. 2007), remote sur-
gical assistance (Shenai et al. 2011), laparoscopic surgery 
(Volonté et al. 2011), surgery of cerebral aneurysms (Cabrilo 
et al. 2014), and bypass surgery (Cabrilo et al. 2015).

Recently, several review papers have been published on 
AR technology. Van Krevelen and Poelman (2010) presented 
numerous applications and several limitations of AR tech-
nology. Billinghurst et al. (2015) explained several defini-
tions of AR and the milestones in its history. Bacca et al. 
(2014) performed a systematic literature review on the appli-
cation of AR technology in education and provided the state 
of the art for the education domain. Li et al. (2018) reviewed 
AR- and virtual reality-related articles. They concluded that 
the top three domains are safety training, safety inspection, 
and hazard identification.

For helping the AR researchers on the usability aspects 
of AR technology, Dey et al. (2016) performed a system-
atic literature review (SLR), analyzed usability-based AR 
papers, and classified them based on application areas. After 
this conference paper, they also published a journal article, 
which presented what has been done between 2005 and 2014 
on the usability aspects of AR technology (Dey et al. 2018). 
Prior to Dey et al.’s study (Dey et al. 2016), a few review 
papers were also published on the usability research of AR 
(Edward et al. 2005; Dünser et al. 2008; Bai and Blackwell 
2012). Swan and Gabbard (Edward et al. 2005) investigated 
four important AR publication venues, but showed that only 
a small group of papers reported the user studies. Dünser 
et al. (2008) evaluated AR papers reporting user studies 
and classified them. Bai and Blackwell (2012) reviewed AR 
papers reporting user studies, but only focused on ISMAR 
conference proceedings. Because the article by Dey et al. 
(2018) is the most recent one on the usability research of 
AR technology, in this part, we explain their observations 
and suggestions.

They reported that less than 10% of investigated papers 
were user study papers among all AR papers and while the 
number of these papers increased, the percentage of this 
kind of papers is still low and did not increase dramatically. 
They stated that there is a shift to use the handheld devices 
since 2011, there is little field testing, the number of user 
studies in the educational context increased, and there are 
fewer pilot studies than expected. The preferred data col-
lection approach was filling out questionnaire forms as in 
our article. They categorized the papers into nine applica-
tion areas: (1) perception (18%), (2) medical (15%), (3) 
education (14%), (4) entertainment and gaming (5%), (5) 
industrial (10%), (6) navigation and driving (9%), (7) tour-
ism and exploration (2%), (8) collaboration (4%), and (9) 
interaction (23%). Based on this categorization, our article is 
considered in the education application domain. In the medi-
cal application area, training and simulation studies were 
dominant and laparoscopy, rehabilitation, and phobia were 

the widely studied topics. In the education application area, 
they reported that the median number of studied users was 
28, which was the highest number among other application 
areas. The most common keyword was learning in this set of 
AR papers. They stated that numerous evaluation methods 
can be applied in this application area. Also, they suggested 
integrating intelligent tutoring systems to these applications, 
which were already implemented in our application.

In addition to these review articles and observations, 
in this part, we present the similar training and evacuation 
applications published so far. Iguchi et al. (2016) aimed to 
train teachers effectively by using AR and smartphone-based 
head-mounted display (HMD) so that they will be able to 
provide evacuation instructions to the students properly in 
an emergency situation. Their system generates 3D virtual 
students with different reactions, and the teacher is expected 
to provide proper instructions to these virtual students. They 
reported that this system was accepted by the teachers. Our 
system is different than their system because participants are 
not expected to use HMD devices which might sometimes 
cause dizziness for some users. In another study (Mitsuhara 
et al. 2016), these researchers introduced a system called 
game-based evacuation drill (GBED) that can improve the 
capabilities of participants in the case of an emergency by 
using AR and HMD. The scenario-based strategy was imple-
mented in the system supported by animations and audio-
visual features. For instance, the crashed car and injured per-
son simulations are the interesting scenarios in this system. 
Kawai et al. (2016) combined the AR and head-mounted dis-
play (HMD) for game-based evacuation drill system. Tatić 
and Tešić (2017) implemented an AR-based occupational 
safety system which was applied in the Thermal Power Plant 
Ugljevik. Due to the inadequate use of electromechanical 
machines in plants, work injuries happen frequently. For 
this reason, their new system provides step-by-step proce-
dures for the workers to follow and decreases the risk of 
injuries. They reported that there was no injury in the short 
experimental period, it took just a few days to adapt to the 
new mobile system, and the system was accepted by all the 
workers. AR application was implemented as a mobile appli-
cation so that it is easily used by workers. Their study is 
different than our project because they focused on the use 
of electromechanical devices and did not focus on evacu-
ation training. Ahn and Han (2011) developed an indoor 
AR-based evacuation system called RescueMe because this 
kind of indoor systems is very challenging. They performed 
two simulations to observe how long it takes to evacuate a 
building in an emergency situation. To identify the room 
number, the system uses a commercial image labeling Web 
service and the server component finds the best exit path 
for the user. Their system mainly focused on the best path, 
did not include additional educational animations, and did 
not model the building as we performed in this project. Tsai 
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and Yau (2013) developed an AR-based mobile application 
including 3D graphics to provide escape routes for radioac-
tive accidents. The spatial relationship between the location 
of the user and the anticipated shelter is shown in real time 
on the mobile application. They demonstrated that this sys-
tem provides better escape routes compared to their previous 
study (Tsai et al. 2012). As seen in this example, this kind of 
applications is quite important for emergency situations such 
as the radioactive accident. Mitsuhara et al. (2015) devel-
oped a Web-based evacuation drill system to allow a number 
of users to participate in the evacuation drill system process 
and compose evacuation scenarios. Their system did not use 
AR technology, but the Web-based system was very useful 
to simplify the scenario design task. Kawai et al. (2015) 
developed tsunami evacuation drill system based on smart 
glasses and reported that the system is very effective as a 
disaster education tool. Leelawat et al. (2018) implemented 
a mobile application to be used as a drill exercise for tsunami 
situation. Teachers can easily apply this tool to improve their 
drill strategies with the help of a mobile device. Mitsuhara 
et al. (2018) presented an AR-based evacuee visualization 
to show how previous participants evacuated.

As we see in these papers, researchers develop new appli-
cations based on AR technology for effective evacuation 
drills. Our project focused on the education of the employees 
and students in a university and aimed to provide additional 
educational animations to improve the situation awareness 
of people working in the building. We also performed user 
studies to observe and measure the perceived usability of 
this system.

3  Methodology

This section defines the system architecture and key com-
ponents of the training system. We implemented an evacu-
ation training software, and the pilot study was performed 

in a university. We used Unity 3D (Technologies 2018) to 
comprehend digital objects and ARKit (A. Inc. 2018) plug-
in to blend these digital objects with the environment for AR 
experience. The general overview of the system architecture 
is shown in Fig. 2. Our training software is designed to work 
on Apple mobile devices running with iOS version 11 and 
more recent ones. ARKit Framework allows us to use the 
mobile device’s motion tracking, camera scene capture, and 
processing features to build interactive AR environments. 
Apart from this reality composer, Unity platform houses our 
game engine and related software components such as views, 
scenes, and artifacts which provides an immersive AR expe-
rience with ARKit. Details of the system elements are given 
in the following subsections.

Elements of the evacuation training system are game, 
scenes, views, artifacts, activities, and visual makers (Bach 
et al. 2017).

3.1  Game

Evacuation game is designed to make feel the disaster scenes 
for educational purposes. Our pilot application includes 
three scenarios regarding the evacuation in the event of an 
earthquake, fire, and chemical attack. The general task of 
this software is to provide appropriate views based on the 
underlying scenario and use artifacts by matching meas-
ured values from a mobile platform with the corresponding 
actions.

3.2  Scenes

The scenes are essentially the background of our pilot appli-
cation. Basically, our scenes allow the user to move around 
and change artifacts to accomplish several missions. The first 
scene is related to the fire evacuation scenario. For evacu-
ation cases, models were navigated with Unity 3D NavMe-
shAgent tool and referenced scripts.

Fig. 2  Infrastructure of the 
evacuation system
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A game was created and added to the scene to teach the 
use of fire extinguisher and common areas. In the second 
scene, the scenario was created to teach where the shelter 
is located at. Models were navigated as in the fire evacua-
tion scene and added a cinematic scene at the beginning of 
the scenario. Components part was added to improve the 
positive feedback of the application which gives information 
about how to use a fire extinguisher and get a position in an 
earthquake case.

We spent a considerable amount of time to implement 
an indoor GPS system to guide the user based on his/her 
coordinate. For a realistic implementation, we had to know 
where the user location is exactly. We utilized the services 
of Unity3D for the GPS part of our system. For each floor, 
longitude and latitude have been stored for mainly the cor-
ridors and the other distinguishing points needed to be rep-
resented in the model. When the application is initiated, 
the system checks at which location the use is according to 
this stored information. Since we used 3D modeling pro-
grams for our models, which can be considered as the most 
accessible method compared to the other alternatives such 
as using a series of photographs, we ended up with a fully 
optimized model. Models were built at a scale of 1:1000, and 
our system is accurate to 10 m2 in tracking accuracy. After 
our solution was implemented, we achieved to determine the 
corridors and the special places where the user is located at. 
As a first approach to deal with this problem and increase the 
accuracy, we decided to make a 3D model of the university. 
Then, we used SketchUp tool to create the floors. Every 
floor was represented as in the real environment. Walls and 
columns were drawn by using AutoCAD software. Floors 
were also represented as in the real condition. Some of the 
sketched scenes are shown in Fig. 3.

3.3  Views

Views refer to the visual representation of user interface 
in the application. We developed views to enable users to 

interact with the game at the most realistic level. In Fig. 4, 
some screens of the application are shown. Finding the fire 
extinguisher, pulling its pin-out, and turning it to the correct 
direction for the fire are some samples from the fire scenario. 
To make it more realistic, we add smoke, fireworks effect, 
and light in the environment. This scenario has virtual 3D 
models (human characters) which go to the nearest fire exit 
when the animation is triggered. In the same figure, the right 
reactions which should be made in the case of an earthquake 
are shown, and the ideal defense position is depicted.

3.4  Artifacts

The artifact is a physical representation of virtual entities 
in the real world that is linked to the data (Willett et al. 
2017). Artifacts used by our application are fire extinguish-
ers, flames, and earthquake-related items. Animations were 
used to simulate the use of objects in the real world. In this 
way, we make sure that the artifacts are placed in the real 
positions in the real environment and AR does not adversely 
affect the real experience.

3.5  Activities

Realization of the game with views through the scenes is 
made possible by the activities presented by the user through 
the interfaces. The management of the activities is orches-
trated by the game, and artifacts and real-world interaction 
are the most important parts which should be focused on.

3.6  Visual makers

Visual markers are the objects that are used to encode infor-
mation for the application. In order to solve the localization 
problem, we applied the signboards in the building. Cor-
ridor signboards and notices with the lecturer names were 
marked on the 3D model to help the identification of the 
user location.

Fig. 3  a SketchUp draw of a single floor. b Autodesk 3ds Max draw of the university
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4  Experimental results

To evaluate and measure the perception of the users, after 
users performed the training by using our application, we 
performed a survey based on the Technology Acceptance 
Questionnaire form. Users actually had to leave the build-
ing following virtual instructions on the tablet. Our survey 
includes 15 questions in total, and answers are on a 7-point 
Likert-type scale (strongly disagree/disagree/somewhat 
disagree/neither agree or disagree/somewhat agree/agree/
strongly agree). We excluded the question 15 of the ques-
tionnaire form used by Chandrasekera (2015) because 
tests were performed on tablets and the effect of nausea, 
dizziness, or discomfort was not significant in this con-
text. Questions retrieved from the study of Chandrasekera 
(2015) are shown as follows:

• Q1: It was easy to understand the instructions
• Q2: It took a long time to learn to use the system
• Q3: This system is difficult to use
• Q4: I felt in control over the system
• Q5: My interaction with the system is clear and under-

standable
• Q6: Interacting with the system does not require a lot 

of my mental effort
• Q7: I find the system to be easy for us
• Q8: This system is fun to use
• Q9: I find it easy to get the system to do what I want it 

to do

• Q10: I would like to use this type of system to receive 
instructions in my profession

• Q11: I would like to use this system in other contexts 
than my profession

• Q12: I feel confident that the system is giving me correct 
instructions

• Q13: I would prefer to receive instructions from a person 
(teacher/tutor)

• Q14: The system does not have any apparent shortcom-
ings

• Q15: I would have difficulty explaining why using the 
system may or may not be beneficial.

36 voluntary participants attended to this evaluation. 
Demographic information about the participants is presented 
in Table 1.

We asked participants to use our system and evacuate 
from the building based on the default play mode. Before 
they used the system, they were given a didactic lesson 
which took between 30 and 60 min depending on the par-
ticipant’s prior experience with AR. Statistical results of the 
survey are shown in Table 2. We also measured the time 
parameter, and the statistical results of the time parameter 
for 36 participants are shown in Table 3. Complex scenarios 
were not considered while measuring the time parameter. 
The mean column indicates that the average evacuation time 
from the building is around 5 min, but there were some par-
ticipants who left after 3 min (minimum) and 6.5 min (max).

The survey includes several statements. Some of them are 
positive in the sense that they support at least one positive 

Fig. 4  Various screens from evacuation game
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aspect of the system, and some of them are negative in the 
sense that they point to the drawback of the system. For 
instance, ‘It took a long time to learn to use the system’ is 
an example for negative statement in survey, but ‘It was easy 
to understand the instructions’ is an example for positive 
statement in survey.

Based on Table 2’s mean column, we draw Fig. 5. Ques-
tions which are only positive statements (Q1, Q5, Q6, Q7, 
Q8, Q9, Q10, Q11, Q12, Q14) are represented in this figure. 
For instance, Q1’s mean value is 6.39 based on Table 2, and 
therefore, we transformed this value into the percentage by 
dividing by 7 (7-point Likert-type scale) and multiplying 
with 100 (6.39/7 × 100 = 91.28%). As seen in this figure, 
the percentage value for each question is over 80.

Q1 was about the easy to understand the instructions, 
and the average value was calculated as 6.39 (max. 7). 
This indicates that the instructions were easily understood 
by the participants. Q5 was about the understandability 
of the interaction with the system, and the average value 
was calculated as 6.17. Q6 was about the requirement of 

the mental effort during the interaction, and the result was 
6.36. Q7 was about the easiness of the system, and the 
result was calculated as 6.33. The result of Q8 was 6.67. 
The average result of Q9 was 5.81. Q10 was about the 
use of this type of system in their own profession and the 
result was 6.28, which means that participants would like 
to use this kind of these systems in their own jobs. Q11 
was about the use of this system in other contexts than 
their own jobs, and the result was 5.78; this shows that 
they want to use this system in different fields. Q12 was 
about the confidence they feel for the correct instructions, 
and the result was 6.61. The result of Q14 was 6.19 which 
indicates that the system does not have shortcomings from 
the participant perspective.

In Fig. 6, results are presented for the negative state-
ment questions (Q2, Q3, Q4, Q13, Q15). For this figure, 
we did not transform results into percentage values. The 
best value for these questions is 1, and the average results 
are quite near to this value. The highest value was for 
the question Q4 (feeling control over the system), but the 
value 2.25 means that participants’ opinions are between 
disagreeing and somewhat disagreeing. This result will 
be taken into account while the new version of our system 
is being implemented. In this evacuation system, feeling 
control over the system should be minimized, and there-
fore, the overall system will be checked to improve this 
drawback.

Results of the other negative statements are low (less 
than 2). In summary, the system was evaluated positively 
by our participants. These experimental results support 
the applicability of this evacuation training system in the 
university context.

Table 1  Demographic information of participants

Male Female Total Mean Percentage

Age range
 20–25 12 9 21 58.3
 26–30 4 3 7 19.4
 31–40 3 2 5 13.8
 41–65 2 1 3 8.3

Race
 Turkish 18 15 33 91.6
 African 3 N/A 3 8.3

Education
 High school 14 11 25 69.4
 University 7 4 11 30.5

Age 27.6

Fig. 5  Survey results regarding the positive statements in survey—
part A

Fig. 6  Survey results regarding the negative statements in survey—
part B
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5  Discussion

When the reactions and feedbacks of the users who used 
the application were evaluated, it was observed that we 
developed a fun, but a very useful solution for a critical 
issue, evacuation drills. The purpose of the evacuation 
training software is not to replace the traditional evacu-
ation education, but to support it with a state-of-the-art 
technological solution. In the first pilot study, we had 
localization problems because we used GPS to locate 
users (Ahad and Hossain 2004). We solved most of the 
localization problems by using static visual markers in 
the building and by pinning them. We accepted this solu-
tion because the overhead does not hinder the use of the 
application. The ideal solution to this problem is the use of 
Beacon-based indoor positioning systems. The availability 
of such kind of devices increased as their costs recently 
decreased.

Another challenge was about the integration of differ-
ent toolsets to build this training system. It also took some 
time to design the 3D environment, and for the new devel-
opers, this might be another dimension to take into account 
because 3D modeling tools are not generally applied by 
software engineers.

We performed our experiments in one university with 
36 participants. The number of participants is acceptable 

compared to the other studies. Although our case was per-
formed in one university, the platform is flexible to be 
customized to the other universities as well.

For the implementation of this system, free character 
models have been used and their rigid bodies were not per-
fect. However, all the characters stay on the ground, and 
therefore, our system gives a realistic impression. When the 
participants experienced in this system, our screens were 
considered realistic. For the new version of this system, we 
will address the registration and spatial position detection 
for a better user experience.

Regarding the visualization of this system, we utilized the 
Unity3D visual packages for the fire visualization. However, 
for the new version of our system, we plan to develop a bet-
ter fire visualization component by using different tools that 
we intend to buy.

For the fire part of the training, we also plan to imple-
ment an animation for a better realism, but due to the time 
and budget constraints of the first prototype, we decided to 
implement the animation in the new version.

We also got feedback from the emergency support team, 
which consists of three experts, in the university while 
developing the game. Some iterations have been performed 
to fulfill their expectations, and at the end of the process, 
the emergency support team and the general secretary of 
the university were satisfied. Since this emergency support 
team defines and follows all the policies in the university 

Table 2  Statistical results of the questionnaire analysis

Mean SD SE of the mean 90% Conf. interval 95% Conf. interval 99% Conf. interval Min Median Max

Q1 6.39 0.69 0.11 6.20–6.58 6.16–6.62 6.08–6.70 5 6.5 7
Q2 1.5 0.56 0.09 1.34–1.66 1.31–1.69 1.25–1.75 1 1 3
Q3 1.56 0.56 0.09 1.40–1.71 1.37–1.74 1.30–1.81 1 2 3
Q4 2.25 0.94 0.16 1.99–2.51 1.93–2.57 1.82–2.68 1 2 4
Q5 6.17 0.51 0.08 6.02–6.31 6.00–6.34 5.94–6.40 5 6 7
Q6 6.36 0.54 0.09 6.21–6.51 6.18–6.54 6.11–6.61 5 6 7
Q7 6.33 0.53 0.09 6.18–6.48 6.15–6.51 6.09–6.58 5 6 7
Q8 6.67 0.48 0.08 6.53–6.80 6.50–6.83 6.45–6.88 6 7 7
Q9 5.81 0.95 0.16 5.54–6.07 5.48–6.13 5.37–6.24 4 6 7
Q10 6.28 0.45 0.08 6.15–6.41 6.12–6.43 6.07–6.48 6 6 7
Q11 5.78 0.59 0.1 5.61–5.94 5.58–5.98 5.51–6.05 5 6 7
Q12 6.61 0.55 0.09 6.46–6.77 6.43–6.80 6.36–6.86 5 7 7
Q13 1.72 0.61 0.1 1.55–1.90 1.51–1.93 1.44–2.00 1 2 3
Q14 6.19 0.58 0.1 6.03–6.36 6.00–6.39 5.93–6.46 5 6 7
Q15 1.72 0.7 0.12 1.52–1.92 1.48–1.96 1.40–2.04 1 2 3

Table 3  Statistical results of the evacuation time tests

Mean SD SE of the mean 90% Conf. interval 95% Conf. interval 99% Conf. interval Min Median Max

Time 5.36 1.22 0.14 5.13–5.19 5.08–5.24 4.59–5.33 3.2 5.17 6.52
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during an emergency case, their feedback had to be satisfied 
properly and at the end of the process, this team confirmed 
that the game does not teach any wrong things and provide 
a positive training for the participants.

The main motivation of this study was to make this kind 
of trainings more fun and useful. From this point of view, 
people who work or study in the university are not inter-
ested in regular lessons including an expert lecturing with 
supporting materials about what they need to do. This was 
also expressed during our conversations by the emergency 
support team in the university. As such, we compared the 
average time calculated for the evacuation with the time 
provided us based on regular lessons. Although there is no 
explicit control group due to the motivation of this study, we 
carefully considered the effect of our system with respect to 
the evacuation time.

Regarding the real-time performance, we did not notice 
any major problem which can cause lag or serious frame 
rate drops. To avoid the lag or performance problem, we 
utilized Unity profiler application during our beta tests. We 
monitored all assets using multiple run time tests with the 
help of Unity profiler and identified exactly which function 
is consuming too much resource or taking too much time. 
Then, we performed refactoring and followed the quality 
assurance activities to optimize our codebase. However, if 
there is insufficient RAM on the mobile device due to the 
multiple applications running in the background, that might 
impact the overall time of the analysis, but during the experi-
ments, this was not the case.

Another issue is about the average evacuation time. 
Although this average time might change from one build-
ing to another depending on the size and complexity of the 
building, we aimed to calculate this time because the emer-
gency support team has provided us a baseline, and there-
fore, the difference between the traditional average evacua-
tion time and the time due to this new system should not be 
very large. Therefore, it was necessary to include the average 
time. Otherwise, they would not consider this system for 
operational purposes.

6  Conclusion and future work

Design and implementation of evacuation training systems 
which provide adequate evacuation drills to the commu-
nity members contain several challenges. In this study, we 
developed a mobile application based on AR technology and 
demonstrated its effectiveness in the emergency situations. 
To evacuate quickly and correctly, the system includes sev-
eral scenarios and features which guide and train the user in 
different contexts. In this study, the Unity3D platform was 
used as the main development platform and ARKit plug-
in was imported into this platform. Top-down view of the 

floors was designed as 2D map with AutoCAD software. 
SketchUp software was applied to create windows, ground, 
seat, table, chairs, and walls as 3D models. These artifacts 
were imported into the 3ds Max program as input. It was 
demonstrated that the AR-based evacuation system is very 
effective for evacuation drills and this kind of systems can 
be preferred instead of theoretical training sessions. As part 
of future work, this application can be customized for spe-
cific domains. One of the possible customization areas can 
be plants which require occupational safety systems. There 
are also some plans to realize the same system in different 
universities in the same city because we observed that there 
is a great interest from many universities.

In the gamification part of this system, there is no first-
person view, but this feature is considered as a future work. 
In the other parts of the system, we provide a first-person 
view feature. To add this feature to the gamification part, the 
back-end part of our system must be updated.

Open Access This article is distributed under the terms of the Crea-
tive Commons Attribution 4.0 International License (http://creat iveco 
mmons .org/licen ses/by/4.0/), which permits unrestricted use, distribu-
tion, and reproduction in any medium, provided you give appropriate 
credit to the original author(s) and the source, provide a link to the 
Creative Commons license, and indicate if changes were made.

References

A. Inc. (2018) Arkit—apple developer. https ://devel oper.apple .com/
arkit /. Accessed 5 Feb 2018

Ahad AR, Hossain S (2004) Augmented reality and its challenges. In: 
SICE 2004 annual conference, vol 2. IEEE, pp 1041–1043

Ahn J, Han R (2011) Rescueme: an indoor mobile augmented-reality 
evacuation system by personalized pedometry. In: 2011 IEEE 
Asia-Pacific services computing conference (APSCC). IEEE, pp 
70–77

Bacca J, Baldiris S, Fabregat R, Graf S et al (2014) Augmented reality 
trends in education: a systematic review of research and applica-
tions. J Educ Technol Soc 17(4):133

Bach B, Sicat R, Pfister H, Quigley A (2017) Drawing into the AR-
CANVAS: designing embedded visualizations for augmented real-
ity. In: Workshop on immersive analytics. IEEE Vis

Bai Z, Blackwell AF (2012) Analytic review of usability evaluation in 
ismar. Interact Comput 24(6):450–460

Billinghurst M, Clark A, Lee G et al (2015) A survey of augmented 
reality, foundations and trends®. Human Comput Interact 
8(2–3):73–272

Brigade IF (2018) Fire statistics. http://itfai ye.ibb.gov.tr/tr/istat istik ler.
html. Accessed 5 Feb 2018

Cabrilo I, Bijlenga P, Schaller K (2014) Augmented reality in the sur-
gery of cerebral aneurysms: a technical report. Oper Neurosurg 
10(2):252–261

Cabrilo I, Schaller K, Bijlenga P (2015) Augmented reality-assisted 
bypass surgery: embracing minimal invasiveness. World Neuro-
surg 83(4):596–602

Chandrasekera T (2015) The effect of augmented reality and virtual 
reality interfaces on epistemic actions and the creative process, 
Ph.D. thesis, University of Missouri–Columbia

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://developer.apple.com/arkit/
https://developer.apple.com/arkit/
http://itfaiye.ibb.gov.tr/tr/istatistikler.html
http://itfaiye.ibb.gov.tr/tr/istatistikler.html


368 Virtual Reality (2020) 24:359–368

1 3

Dey A, Billinghurst M, Lindeman RW, Swan II JE (2016) A systematic 
review of usability studies in augmented reality between 2005 
and 2014. In: 2016 IEEE international symposium on mixed and 
augmented reality (ISMAR-Adjunct). IEEE, pp 49–50

Dey A, Billinghurst M, Lindeman RW, Swan J (2018) A systematic 
review of 10 years of augmented reality usability studies: 2005 to 
2014. Front Robot AI 5:37

Disaster EM Authority (2018) General statistics. http://depre m.afad.
gov.tr/genel istat istik ler. Accessed 5 Feb 2018

Dünser A, Grasset R, Billinghurst M (2008) A survey of evaluation 
techniques used in augmented reality studies. Human Interface 
Technology Laboratory, New Zealand

Edward J, Ii S, Gabbard JL (2005) Survey of user-based experimen-
tation in augmented reality. In: 1st international conference on 
virtual reality, Las Vegas, Citeseer

Faroque S, Mortimer M, Pangestu M, Seyedmahmoudian M, Horan B 
(2018) Evaluation of a new virtual reality micro-robotic cell injec-
tion training system. Comput Electr Eng 67:656–671

Iguchi K, Mitsuhara H, Shishibori M (2016) Evacuation instruction 
training system using augmented reality and a smartphone-based 
head mounted display. In: 2016 3rd International conference on 
information and communication technologies for disaster manage-
ment (ICT-DM). IEEE, pp 1–6

Kawai J, Mitsuhara H, Shishibori M (2015) Tsunami evacuation drill 
system using smart glasses. Procedia Comput Sci 72:329–336

Kawai J, Mitsuhara H, Shishibori M (2016) Game-based evacuation 
drill using augmented reality and head-mounted display. Interact 
Technol Smart Educ 13(3):186–201

Khor WS, Baker B, Amin K, Chan A, Patel K, Wong J (2016) Aug-
mented and virtual reality in surgery–the digital surgical environ-
ment: applications, limitations and legal pitfalls. Ann Transl Med 
4(23). https ://doi.org/10.21037 /atm.2016.12.23

Leelawat N, Suppasri A, Latcharote P, Abe Y, Sugiyasu K, Imamura 
F (2018) Tsunami evacuation experiment using a mobile appli-
cation: a design science approach. Int J Disaster Risk Reduct 
29:63–72

Li X, Yi W, Chi H-L, Wang X, Chan AP (2018) A critical review of 
virtual and augmented reality (vr/ar) applications in construction 
safety. Autom Constr 86:150–162

Lovo EE, Quintana JC, Puebla MC, Torrealba G, Santos JL, Lira IH, 
Tagle P (2007) A novel, inexpensive method of image coregistra-
tion for applications in image-guided surgery using augmented 
reality. Oper Neurosurg 60(suppl–4):ONS-366

Ma M, Fallavollita P, Seelbach I, Heide AM, Euler E, Waschke J, 
Navab N (2016) Personalized augmented reality for anatomy 
education. Clin Anat 29(4):446–453

Mitsuhara H, Inoue T, Yamaguchi K, Takechi Y, Morimoto M, 
Iwaka K, Kozuki Y, Shishibori M (2015) Web-based system for 
designing game-based evacuation drills. Procedia Comput Sci 
72:277–284

Mitsuhara H, Shishibori M, Kawai J, Iguchi K (2016) Game-based 
evacuation drills using simple augmented reality. In: 2016 IEEE 
16th international conference on advanced learning technologies 
(ICALT). IEEE, pp 133–137

Mitsuhara H, Tanimura C, Nemoto J, Shishibori M (2018) Why don’t 
you evacuate speedily? augmented reality-based evacuee visuali-
sation in ICT-based evacuation drill. In: 2018 IEEE international 
conference on teaching, assessment, and learning for engineering 
(TALE). IEEE, pp 893–899

Mota JM, Ruiz-Rube I, Dodero JM, Arnedillo-Sánchez I (2018) Aug-
mented reality mobile app development for all. Comput Electr 
Eng 65:250–260

Pallotta F (2017) How to make an augmented reality app using arkit 
and unity. https ://mediu m.freec odeca mp.org/how-to-make-an-
augme nted-reali ty-app-using -arkit -and-unity -ba165 15a32 fa. 
Accessed 5 Feb 2018

Shenai M B, Dillavou M, Shum C, Ross D, Tubbs R S, Shih A, 
Guthrie B L (2011) Virtual interactive presence and augmented 
reality (vipar) for remote surgical assistance. Oper Neurosurg 
68(suppl–1):ons200–ons207

Tatić D, Tešić B (2017) The application of augmented reality technolo-
gies for the improvement of occupational safety in an industrial 
environment. Comput Ind 85:1–10

Tsai M-K, Yau N-J (2013) Enhancing usability of augmented-reality-
based mobile escape guidelines for radioactive accidents. J Envi-
ron Radioact 118:15–20

Tsai M-K, Lee Y-C, Lu C-H, Chen M-H, Chou T-Y, Yau N-J (2012) 
Integrating geographical information and augmented reality tech-
niques for mobile escape guidelines on nuclear accident sites. J 
Environ Radioact 109:36–44

U. Technologies (2018) Unity video game engine. https ://unity 3d.com/. 
Accessed 5 Feb 2018

Van Krevelen D, Poelman R (2010) A survey of augmented reality 
technologies, applications and limitations. Int J Virtual Real 
9(2):1

Volonté F, Pugin F, Bucher P, Sugimoto M, Ratib O, Morel P (2011) 
Augmented reality and image overlay navigation with osirix in 
laparoscopic and robotic surgery: not only a matter of fashion. J 
Hepato Biliary Pancreat Sci 18(4):506–509

Willett W, Jansen Y, Dragicevic P (2017) Embedded data representa-
tions. IEEE Trans Vis Comput Graph 23(1):461–470

Publisher’s Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

http://deprem.afad.gov.tr/genelistatistikler
http://deprem.afad.gov.tr/genelistatistikler
https://doi.org/10.21037/atm.2016.12.23
https://medium.freecodecamp.org/how-to-make-an-augmented-reality-app-using-arkit-and-unity-ba16515a32fa
https://medium.freecodecamp.org/how-to-make-an-augmented-reality-app-using-arkit-and-unity-ba16515a32fa
https://unity3d.com/

	Evaluation of augmented reality technology for the design of an evacuation training game
	Abstract
	1 Introduction
	2 Background and related work
	3 Methodology
	3.1 Game
	3.2 Scenes
	3.3 Views
	3.4 Artifacts
	3.5 Activities
	3.6 Visual makers

	4 Experimental results
	5 Discussion
	6 Conclusion and future work
	References




