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Abstract
Crohn’s disease and ulcerative colitis are two chronic diseases that cause inflammation in the tissues of the entire gastro-
intestinal tract and are described by the term inflammatory bowel disease. Gastroenterologists find it difficult to evaluate 
endoscopic images to recognise the characteristics of the two chronic diseases. Therefore, this work aims to build a dataset 
with images of Crohn’s disease and ulcerative colitis (collected from the public datasets LIMUC, HyperKvasir and CrohnIPI) 
and train deep learning models (five CNNs and six ViTs) to develop a tool capable of helping doctors to distinguish the 
type of inflammatory bowel disease. In addition, as these architectures will be too heavy to work in a hospital context, in 
this work, we are looking to use knowledge distillation to create lighter and simpler architectures with the same precision as 
the pre-trained architectures used in this study. During this process, it is important to evaluate and interpret the pre-trained 
architectures before the distillation process, and the architectures resulting from knowledge distillation to ensure that we 
can maintain performance and that the information learnt by both architectures are similar. It is concluded that is possible to 
reduce 25x the number of parameters while maintaining good performance and reducing the inference time by 5.32 s. Allied 
with this, through the interpretability of the models was concluded that both before and after the knowledge distillation are 
possible to identify ulcers, bleeding situations, and lesions caused by the inflammation of the disease.
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1  Introduction

Inflammatory bowel disease (IBD) is the term used to clas-
sify two chronic diseases: ulcerative colitis and Crohn’s dis-
ease, which cause digestive derangements and inflammation 
in the entire gastrointestinal tract, from the mouth to the 
anus. So far, its cause is scientifically unknown. However, 
some environmental factors that interact with genetics cause 
a reaction in the immune system [1, 2]. Crohn’s disease is 
a chronic inflammatory disease that causes inflammation in 
the mucosa of the intestine, most commonly in the lower 
part of the small intestine, but can cause inflammation 

anywhere in the gastrointestinal tract, from the mouth to 
the anus. It occurs in patients aged 15–35 years and causes 
pain, diarrhoea, fever, and other symptoms. On the other 
hand, ulcerative colitis is associated with blood in the stool, 
intense pain, and diarrhoea. Unlike Crohn’s disease (CD), 
ulcerative colitis (UC) affects the mucosal layer of the colon, 
causing lesions in the large intestine and rectum [3].

The number of patients with this condition (IBD) is 
increasing worldwide and can affect people of all ages, 
including children and the elderly. Unlike other inflamma-
tory diseases, there is no medical treatment that can cure 
inflammation in the intestine. However, an accurate and 
early diagnosis allows the gastroenterologist to prescribe a 
treatment that minimises the symptoms of the disease and 
offers a quality of life to patients. In addition, if the inflam-
mation is not treated in time, it can lead to colon cancer and 
damage to the walls of the intestine [4, 5].

The use of deep learning models to help the gastroen-
terologist in the diagnosis of patients with inflammatory 
bowel disease is important and, with time, more necessary. 
Not only in Portugal but worldwide, the number of people 
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who have this chronic disease is increasing, and its diagnosis 
depends on the evaluation that the gastroenterologist makes 
of the endoscopic images, which makes this diagnosis sub-
ject to a great subjectivity [3]. Therefore, it is crucial to find 
tools that automate the diagnosis of the disease to prescribe 
the most suitable treatment for the patient.

The literature has focused on the implementation of deep 
learning models in image processing of Crohn’s disease or 
ulcerative colitis disease. Where, for example, the authors 
[6] sought to diagnose endoscopic mucosal healing in 
ulcerative colitis using deep learning and machine learning 
algorithms. In this study, 856 endoscopic images with MES 
0–3 were used, and two experiments were performed: (i) 
classify MES 0–1 vs MES 2–3 images to detect the presence 
or absence of mucosal healing and (ii) classify MES 0 vs 
MES 1 images to determine complete or incomplete healing. 
Also, the literature in [7] used the HyperKvasir dataset to 
obtain 840 images of ulcerative colitis disease, to diagnose 
the existence of the disease by classifying it with the others 
in the gastrointestinal tract, and to identify the degree of 
severity of ulcerative colitis. Another study developed by 
[8] consisted of using a CNN to identify and differentiate 
multiple lesions in the small intestine with distinct bleeding 
potentials, without specifying which disease they sought to 
classify.

Most of the studies developed by other authors focus 
on a single inflammatory bowel disease (either ulcerative 
colitis or Crohn’s disease) and are very useful tools to help 
doctors to monitor the progression of the disease. However, 
this work aims to develop a solution that helps doctors in 
the initial phase, which is the diagnosis of inflammatory 
bowel disease. Allied to this, we also consider it important 
to use the interpretability of the models, because in this way, 
the tool can provide information about inflammatory bowel 
disease, as well as showing which parts of the intestine have 
been considered for prediction.

This work makes a scientific contribution to recognis-
ing which type of inflammatory bowel disease is present: 
Crohn’s disease or ulcerative colitis, using colonoscopy and 
video capsule endoscopy to gather images, using six convo-
lutional neural networks (CNNs) and five vision transform-
ers (ViTs) to understand which of the deep learning archi-
tectures is best. The computational demands of these deep 
learning models that have been pre-trained on large volumes 
of data were also taken into consideration. The training of 
architectures with 25x fewer parameters was undertaken by 
distilling the knowledge of the pre-trained architectures. In 
this way, it is possible to have lighter architectures with the 
same precision as the main architectures [9]. Finally, it is 
relevant to the study to evaluate the models qualitatively 
and quantitatively before and after the knowledge distilla-
tion process to understand what information was learnt by 
both architectures (qualitative evaluation) and whether the 

performance of the models remained the same after the pro-
cess (quantitative evaluation). This work is an extension of 
the paper published at IbPRIA 2023 [10]. The differences 
between the papers stand out by: 

1.	 Creation of one more dataset;
2.	 Three more experiences were realised;
3.	 Implementation of two techniques of knowledge distil-

lation;
4.	 Implementation of vision transformers for classification 

of the images;
5.	 Interpretability of the models before and after knowl-

edge distillation;
6.	 The ensemble model (ResNet50+MobileNetV2) was 

modified.

In summary, the focus of the paper [10] was to build a tool 
using deep learning models to help doctors diagnose IBD. 
The contributions of this paper were the development of 
six experiments and the publication of the quantitative 
results of six pre-trained CNNs. Later, in the paper [11] and 
acknowledging the increasing popularity of ViTs [12], the 
same methodology was used, but with the addition of five 
ViTs so that we could compare the quantitative results of 
both architectures. Also, the distillation of knowledge from 
the pre-trained architectures of CNNs and ViTs was applied. 
For the present paper, three more experiments were devel-
oped. We chose the best experiment from those published in 
previous papers and those developed in this study, in order 
to publish the best quantitative results before and after the 
knowledge distillation process. Finally, the qualitative results 
(interpretability) of the best model are included to demon-
strate its ability to recognise the characteristics associated 
with the two types of IBD.

The organisation of this document is divided into five 
sections: Section 2 describes the findings used in the lit-
erature review; Section 3 describes the created dataset for 
this study and the implemented experimental methodology; 
Section 4 presents the quantitative results obtained by the 
teachers and student’s models; Section 5 presents the infor-
mation obtained after the interpretability of the models; and 
Section 6 summarises the findings, suggests some future 
research directions, and presents the strengths and limita-
tions of the work.

2 � Literature review

Over time, the integration of computer vision tools in the 
diagnosis of inflammatory bowel disease has grown increas-
ingly crucial. Given that the assessment of images acquired 
through medical imaging procedures relies on the judgement 
of expert gastroenterologists, the criteria for determining a 
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patient’s diagnosis remain subjective and may vary among 
healthcare professionals [13]. This situation, in turn, has 
implications for patients, leading to delays in receiving 
timely and effective treatment for their condition.

2.1 � Research methodology

2.1.1 � Data sources

PubMed and Google Scholar were chosen as the data sources 
to extract the primary studies. The number of results found 
after searching papers in each of the data sources is shown 
in Table 1.

2.1.2 � Search string

Based on the aim of this study, some search strings, tunned 
for each selected data source, were developed. The search 
was also made by title. Table 2 provides a list of the search 
strings and titles used in each electronic database.

2.1.3 � Inclusion criteria

The inclusion criteria set to select the articles were that stud-
ies had to be published between January 2016 and December 
2022. In addition to this, the studies had to address the use 
of deep learning to distinguish inflammatory bowel diseases. 
Whenever this was not possible, at least, they had to apply 
deep learning to classify endoscopic or colonoscopy images 
of the disease.

2.1.4 � Exclusion criteria

Studies that directed their research towards using deep 
learning to classify other bowel diseases were excluded as 
polyps, haemorrhoids, etc. and also were excluded articles 
that were duplicated with those that had already been col-
lected. Papers that oriented the investigation to processing 
videos collected during colonoscopy or endoscopy were 
also discarded.

2.1.5 � Results

Accounting for all the papers selected on each of the 
searches performed, 48 papers were collected. In the first 
approach, seven papers were discarded because they were 
repeated, and seven more papers were discarded because 
they had few citations. Then, by reading the abstract, seven 
more papers were discarded because they were not within 
the scope of the study of this work. In total, 11 papers 
were counted for the literature review. Figure 1 shows the 
distribution of papers by year of publication. Table 3 lists 
all the papers that were selected for this literature review.

Table 1   Data sources and the number of results obtained for the lit-
erature review of IBD

Date query Data source Number of results Number 
of selected 
papers

12/09/2022 Google Scholar 40 010 19
11/10/2022 PubMed 3 0
16/10/2022 Google Scholar 72 22
16/10/2022 PubMed 18 000 7

Table 2   Data sources and search string or title used for the literature review of IBD

Date query Data source Search string/Title

12/09/2022 Google Scholar Deep learning to diagnosis ulcerative colitis and Crohn disease using endoscopy images
11/10/2022 PubMed Distinguish between Crohn disease and ulcerative colitis with deep learning
16/10/2022 Google Scholar ((Inflammatory bowel disease) AND (Deep learning) OR (endoscopy) OR (colonoscopy))
16/10/2022 PubMed ((Inflammatory bowel disease) AND (Deep learning))

Fig. 1   Distribution of the selected papers for the literature review of 
IBD by years
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2.2 � Findings

Table 4 presents an overview of the results obtained and the 
architectures used by the literature in the field of inflam-
matory bowel disease diagnosis. As a result, this section 
will provide a summary of the information included in the 
gathered papers.

The authors in [17] conducted their study to use deep 
learning algorithms to distinguish between active and non-
active inflammation of Crohn’s disease in patients. For the 
study, the authors collected 6,205 images from 54 patients, 
which are divided into 32 patients with active Crohn’s dis-
ease and 22 patients who form a control group. However, the 
authors in the control group enclose images of patients who 
do not have any inflammation and patients who have had 
inflammation. In this study, a CNN+LSTM was combined, 
and a CNN was used to make the automatic diagnosis. The 
combination of a CNN+LSTM is the best model to do this 
with 95.36% of accuracy (Acc), 94.6% of sensitivity, and 
92.78% of specificity. However, it is not shown which CNN 
was used.

In the study developed in [21], the authors sought to clas-
sify whether ulcerative colitis disease was in remission or 
not. They also wanted to automatise the classification of 
the severity grade of UC based on Mayo scores 1–3. Mayo 
0 images were considered healthy patients, which is not 
true because patients with Mayo 0 have already been diag-
nosed with ulcerative colitis disease, but at that moment, the 
disease is in remission/inactive. The authors in this study 
used colonoscopy images collected from the First Affiliated 
Hospital of Kunming Medical University. They propose an 

architecture that combines a CNN and an RNN, called UC-
DenseNet, and compare the results with other architectures: 
VGG-19, ResNet152, InceptionV3, and DenseNet201. The 
proposed architecture stands out obtaining 97.6% of Acc, 
97.5% of Pre, 98.0% of recall, 97.6% of F1-Score, and 97.5% 
of AUC for the classification of the existence of remission 
or not. An Acc=90.6%, Pre=87.4%, recall=86.3%, and 
F1-Score=86.8% were obtained for the grade of disease 
severity.

The literature in [20] collected 57,597 colonoscopy 
images about Crohn’s disease, ulcerative colitis, and from 
healthy patients. However, this dataset is not publicly avail-
able. The authors aimed to use 13,872 images to train the 
CNN ResNetXt-101 network and hold 1,452 images for test-
ing. In which, they aimed to compare with the analysis done 
by six experienced clinicians. The comparison consisted of 
analysis per image of the classes, but also per patient to eval-
uate the diagnosis made. Based on the results obtained, the 
CNN for the classification of CD images obtained 92.39% 
of Acc, 87.53% of sensitivity, 94.78% of specificity, 89.19% 
of PPV, and 88% of F1-Score. For UC, it obtained: 93.35% 
of Acc, 90.49% of sensitivity, 98.14% of specificity, 89.94% 
of PPV, 95.11% of NPV, and 90% of F1-Score. They con-
cluded that the CNN was better than clinicians at classifying 
images. On the other hand, clinicians were able to be better 
most of the time in per-patient analysis.

The study in [15] aimed to detect Crohn’s disease lesions 
caused by the different degrees of severity located in the 
small intestine and colon. The authors collected 7,744 
images from 38 patients, from three centres in South-east 
Denmark. They used the ResNet50 network in five different 

Table 3   List of selected studies for the literature review of IBD

References Title Year Type

Stidham et al. [13] Performance of a Deep Learning Model vs Human Reviewers in Grading Endoscopic Disease Severity 
of Patients With Ulcerative Colitis

2019 Journal

Klang et al. [14] Deep learning algorithms for automated detection of Crohn’s disease ulcers by video capsule endos-
copy

2020 Journal

Majtner et al. [15] A deep learning framework for autonomous detection and classification of Crohn’s disease lesions in 
the small bowel and colon with capsule endoscopy

2021 Journal

Huang et al. [6] Accurate diagnosis of endoscopic mucosal healing in ulcerative colitis using deep learning and 
machine learning

2021 Journal

Klang et al. [16] Automated Detection of Crohn’s Disease Intestinal Strictures on Capsule Endoscopy Images Using 
Deep Neural Networks

2021 Journal

Udristoiu et al. [17] Deep Learning Algorithm for the Confirmation of Mucosal Healing in Crohn’s Disease, Based on 
Confocal Laser Endomicroscopy Images

2021 Journal

Chierici et al. [18] Automatically detecting Crohn’s disease and Ulcerative Colitis from endoscopic imaging 2022 Conference
Sutton et al. [7] Artificial intelligence enabled automated diagnosis and grading of ulcerative colitis endoscopy images 2022 Journal
Ruan et al. [19] Development and Validation of a Deep Neural Network for Accurate Identification of Endoscopic 

Images From Patients With Ulcerative Colitis and Crohn’s Disease
2022 Journal

Wang et al. [20] Development of a Convolutional Neural Network-Based Colonoscopy Image Assessment Model for 
Differentiating Crohn’s Disease and Ulcerative Colitis

2022 Journal

Luo et al. [21] Diagnosis of ulcerative colitis from endoscopic images based on deep learning 2022 Journal
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image pre-processing (e.g. Original, Contrast increase, His-
togram equalisation, GradientX, and Dephezing); this pre-
processing consisted of modifying the texture of the images 
to improve the performance of the network. To evaluate the 
performance of the network, the authors divided the dataset 
by patient and random which consisted of 70% for training, 
10% for validation, and 20% for testing. They concluded that 
overall for the per-patient split, the CNN obtained 98.30% of 
accuracy, 95.72% of sensitivity, and 99.77% of specificity. 
In the random split, it obtained 98.58% of Acc, 96.21% of 
sensitivity, and 100% of specificity.

Stidham et al. [13] aimed to compare the performance of 
a deep learning model with 10 human reviewers for the clas-
sification of the severity grade of ulcerative colitis disease. 
For the study, 16,514 images were used as the Mayo score 
0–3. The dataset was divided into 90% for creating the model 
and 10% for testing; of the 90%, 80% was used for train-
ing and 10% for fine-tuning. The authors demonstrated that 
the InceptionV3 network performed very similarly to the 
reviewers when comparing the values of the Kappa statistics 
(k) metric, where the network obtained k=0.84 and the expe-
rienced reviewers obtained k=0.86. Also, they concluded 
that the model demonstrated a good ability to distinguish 
endoscopic remission (Mayo 0–1) from moderate-to-severe 
(Mayo 2–3) with an AUROC of 0.966, a PPV of 0.87, a sen-
sitivity of 83.0%, a specificity of 96.0%, and an NPV of 0.94.

The authors in [16] aimed to automate the detection of 
intestinal strictures in Crohn’s disease. In this study, the 
authors also used images of normal mucosal and mucosal 
ulcers. In total, the dataset contained 27,892 images gath-
ered by capsule endoscopy. To evaluate the performance of 
the network, the authors split the dataset using the 10-fold 
cross-validation method with seven patients for training and 
three for testing. To do the classification and imaging, the 
authors selected the EfficientNet-B5 network. It is shown 
in this study that the network can obtain an average accu-
racy of 93.5% for the classification of images of strictures 
and non-strictures. The authors further concluded that the 
network has an excellent differentiation between strictures 
and normal mucosa (AUC=0.989), strictures and all ulcers 
(AUC=0.942), and between strictures and different grades 
of ulcers (mild, moderate, and severe ulcers) with an AUC 
of 0.992, 0.975, and 0.829, respectively.

The study in [14] sought to gather images by a video 
capsule endoscopy to detect ulcers in Crohn’s disease. 
Therefore, the authors collected a dataset with 17,640 
images from 49 patients and performed two experiments: 
(i) They divided the dataset into five subsets of equal size 
where 80% of the patients were for training and 20% for 
testing and (ii) they divided the dataset into N−1 patients 
for training and one unseen patient for testing, this process 
was randomised during 10 times. To classify the images, 
they used a CNN Xception network. In summary, the CNN 

in the first experiment obtained on average AUC=0.991, 
Acc=0.9612, sensitivity=0.9498, specificity=0.9698, 
PPV=0.958, and NPV=0.9642. In the second experiment, 
it averaged AUC=0.974, Acc=0.9066, sensitivity=0.8882, 
specificity=0.9077, PPV=0.9151, and NPV=0.9003.

The study developed in  Mascarenhas et  al. [8] con-
sisted in using a CNN to identify and differentiate multiple 
lesions in the small intestine with distinct bleeding poten-
tials. The authors used a dataset of 53,555 images, which 
they divided into 80% for training and 20% for validation 
to train the Xception network. Based on Saurin’s classifi-
cation, the images were divided into three categories: no 
bleeding potential – P0; uncertain/intermediate bleeding 
potential – P1; and high bleeding potential – P2. In the end, 
the authors concluded that the CNN was able to differenti-
ate multiple small bowel abnormalities and their respective 
bleeding potential classification with 99% of Acc, 88% of 
sensitivity, 99% of specificity, 87% of PPV, and 99% of NPV.

The study in [19] sought to collect coloscopy images 
from five hospitals in China to identify ulcerative colitis, 
Crohn’s disease, or healthy bowel. The authors were able 
to gather 49,154 colonoscopy images and also during the 
condition compared the performance of the model with 10 
endoscopists. These images were only gathered for this study 
and are not publicly available. The team of human review-
ers consisted of five reviewers with little experience and 
five very experienced reviewers. For the classification of 
the images, the authors used the ResNet50 network. When 
comparing the results of the deep learning model with the 10 
reviewers, the authors showed that the model was on average 
faster at reading at 6.00 s and the reviewers with 2,425.00 s. 
On a per-patient analysis, the model was better than the 
reviewers with 0.991 of Acc versus 0.922 for the highly 
experienced reviewers and 0.780 for the less experienced 
reviewers. And in a per-lesion analysis, it was also superior 
with 0.904 of Acc against 0.597 for the less experienced 
reviewers and 0.699 for the very experienced reviewers.

The literature in [7] used the HyperKvasir dataset to 
obtain 840 images of ulcerative colitis disease, to diagnose 
the existence of the disease by classifying it with the oth-
ers in the gastrointestinal tract, and to identify the degree 
of severity of ulcerative colitis. In this study, the authors 
used four convolutional networks: ResNet50, VGG-19, 
InceptionV3, and DenseNet121. Based on the experiments 
performed, the authors concluded that the four networks 
showed better performance in diagnosing ulcerative coli-
tis and non-ulcerative colitis, where the VGG-19 network 
obtained 98.49% of Acc, 98.61% of sensitivity, 9824% of 
specificity, 97.66% of F1-Score, and 99.88% of AUC. On 
the other hand, the networks failed to achieve a good perfor-
mance in grade severity classification, where DenseNet121 
obtained 87.50% of Acc, 79.00% of sensitivity, 91.00% of 
specificity, 91.29% of F1-Score, and 90% of AUC.
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The authors in the study [18] set a goal for their study to 
detect Crohn’s disease from ulcerative colitis on endoscopic 
images. Throughout the study, three classification tasks were 
performed: (i) distinguish the existence and non-existence 
of IBD; (ii) distinguish Crohn’s disease from ulcerative coli-
tis; and (iii) distinguish ulcerative colitis from no ulcerative 
colitis. The authors used the SI-cura dataset, where they 
collected 4,388 images of ulcerative colitis, 5,948 images 
of Crohn’s disease, 1,067 images of IBD, and 2,822 of no 
pathology. The SI-cura project is an Italian initiative that 
seeks to develop solutions based on artificial intelligence to 
distinguish pathologies with different natures. This dataset 
was used for this project and was not made available. The 
networks ResNet18, ResNet34, ResNet50, ResNet101, and 
ResNet152 were chosen to classify the images. They also 
created an ensemble method that combines ResNet34, with 
ResNet50 and ResNet101. They concluded that the ensemble 
method was the best in diagnosing the existence or non-
existence of IBD pathology with 0.940 of MCC, 1.00 of 
TNR, 0.968 of TPR, 0.912 of NPV, and 1.00 of PPV.

While traditional pipelines included a formal step of 
feature extraction [22], based on the recent findings made 
by other authors on the findings made by other authors, we 
seek to stand out by proposing to pool the images by the 
type of inflammatory bowel disease to distinguish between 
Crohn’s disease and ulcerative colitis, comparing ViTs with 
CNNs for processing the collected endoscopic images. A 
methodology that includes image pre-processing techniques 
for removing misleading features from endoscopic examina-
tion images is also suggested. Moreover, the present study 
also includes interpretability techniques to understand what 
regions of the mucosal the classifier identifies as the pres-
ence of the disease. Combined with this, we seek through 
knowledge distillation to build more lightweight architec-
tures, possible to deploy in endoscopic systems.

3 �  Methodology

To enhance the diagnosis of inflammatory bowel disease, 
a methodology consisting of six phases is introduced, as 
depicted in Fig. 2. In the initial phase, images representing 
two types of inflammatory bowel diseases, namely ulcerative 
colitis and Crohn’s disease, were collected. This includes 
the extraction of frames from two videos recorded during 
endoscopic examinations conducted on patients, found in the 
HyperKavasir dataset. Also, a Gaussian Blur was applied to 
images and frames.

In the second phase, data augmentation was applied to 
the training set. Moving to the third phase, convolutional 
networks and vision transformers were implemented and 
configured. The performance assessment of these CNNs 
and ViTs models was conducted in the fourth phase, using 

various classification metrics such as accuracy, precision, 
recall, F1-Score, area under curve, and inference time. The 
fifth phase focused on attempting knowledge distillation for 
the deep learning models; once completed, they returned to 
the fourth phase to assess the performance of the models 
after the distillation process. Finally, the interpretability of 
both the models before and after the knowledge distillation 
process is performed.

This methodology is visually represented in Fig. 2 and 
will be elaborated upon in the subsequent sections.

3.1 � Experimental setup

In conducting this study, Tensorflow, version 2.8.0, Tfimm, 
version 0.6.13, and Shap, version 0.40.0, were used. The 
programming environment for importing the libraries was 
Google Colab with the NVIDIA A100 GPU.

Three databases of images related to Crohn’s disease and 
Ulcerative colitis were used to conduct this study. With the 
aim of combining the images from the two diseases into a 
single dataset, the images referring to the Ulcerative Colitis 
pathology of the HyperKvasirr [23, 24] and LIMUC [25] 
databases will be used, as well as the images with the type 
of Crohn’s disease lesions present in the CrohnIPI database 
[26–29]. Figure 3 shows an example of the images that exist 
in each collected database.

Furthermore, the HyperKvasir database also comprises 
videos that have been reviewed and identified by gastroen-
terologists. The aim of including these videos is to acquire 
additional images associated with ulcerative colitis disease, 
thereby achieving a balanced representation of the classes 
within the dataset. To accomplish this, 20 frames per second 
were extracted from the videos, ensuring that these frames 
shared the same dimensions as the existing dataset images 
( 572 × 531 ). This process yielded a total of 64 frames. One 
dataset was then created with:

•	 446 instances of the LIMUC database, the instances are 
equally distributed by severity degree. That is, 25% of 
the total images referring to the severity degree were 
extracted from the original database; 64 video frames 
were extracted from the labelled videos from the Hyper-
Kvasir database; 850 instances from the HyperKavsir 
database; and 1360 instances from the CrohnIPI data-
base. Figure 4 shows the class distribution of this dataset 
(Fig. 5).

In the images and frames extracted from the videos of 
the HyperKvasir database, a green square was observed in 
the lower left corner, indicating the endoscope’s position 
during diagnostic examinations. This presented a potential 
challenge when classifying the type of inflammatory bowel 
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Fig. 2   Experimental setup

Fig. 3   Ulcerative colitis image 
from the HyperKvasir database 
(a); Ulcerative colitis image 
from the LIMUC database (b); 
Crohn’s disease image from the 
CrohnIPI database (c)



Pattern Analysis and Applications (2024) 27:1	 Page 9 of 18  1

disease depicted in the images. To address this issue, a 
Gaussian blur with a radius of 2/16 was applied exclusively 
to the area containing the green square. An illustration of 
this transformation is provided in Figure 5.

3.2 � Data augmentation

Prior to classifying the images, data augmentation was 
applied to the training set. This involved performing random 
flips in both horizontal and vertical directions, adjusting 
contrast randomly with a factor of 0.15, introducing random 
rotations with a factor of 0.2, and applying random zoom 
with a height portion of −0.2 and a width portion of −0.3.

3.3 � Deep learning models

Based on the selected works during the literature review 
and in the advantages presented by [30], six CNNs were 
selected: AlexNet, VGG-16, ResNet50, InceptionV3, 
ResNet50+MobileNetV2, and a Hybrid model. Five ViTs 
were also selected: ViT-B/32, ViT-S/32, ViT-B/16, ViT-
S/16, and the R26+S/32.

The architectures were trained for 200 epochs, using 
SparseCategoricalCrossentropy as the loss function, a batch 
size of 32, and Adam with a learning rate of 1.00e-05 was 
set as the optimizer [31]. During training, an EarlyStopping 

callback was used with the patience of 5 to monitor the vali-
dation accuracy [32, 33]. Default values were used for the 
remaining parameters, and no hyperparameter tuning was 
performed. The images were resized to 224×224 pixels.

3.3.1 � Convolutional neural networks

The following architectures were used to classify images of 
inflammatory bowel diseases: AlexNet, ResNet50, VGG-16, 
and InceptionV3. These architectures have been pre-trained 
with the ImageNet dataset, except the AlexNet network 
because it was not possible to find the architecture pre-
trained in Keras. Besides these architectures, another archi-
tecture was built that combines a ResNet50 with a Mobile-
NetV2 network. Finally, a hybrid model was built where a 
CNN is combined with an LSTM. These architectures were 
chosen based on results presented in some studies of the 
literature review [7, 13, 15, 17, 18].

The fusion of the ResNet50 network and the Mobile-
NetV2 network consists in an ensemble method, where the 
two networks were combined. The input images are directed 
to the two architectures that will process these images with-
out the last classification layer, and the output of the two 
is concatenated to be classified by a Dense layer with two 
neurons referring to the classes Crohn’s disease and ulcera-
tive colitis. The construction of this model was inspired by 
[34, 35]. This architecture is illustrated in Fig. 6.

The hybrid model built in this work was based on a 
similar architecture developed by other authors [17, 36, 
37]. This architecture includes: eight Conv2D layers, two 

Fig. 4   Class distribution of the dataset created

Fig. 5   Pre-processing examples: (a) Original image; (b) Gaussian 
blur

Fig. 6   Architecture of the 
ensemble model
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BatchNormalization layers, four MaxPooling2D layers, one 
Flatten layer, seven Dense layers, three Dropout layers, and 
three LSTM layers. The hybrid model is illustrated in Fig. 7. 
The forget gate in LSTM networks determines which infor-
mation should be remembered and which should be forgot-
ten before sending it to the subsequent layers [17].

3.3.2 � Vision transformers

In addition to convolutional neural networks, transformer-
based deep learning architectures were also used in this 
work, so that the two types of deep learning architectures 
could be compared in the task of classifying the type of 
inflammatory bowel disease. Therefore, in this section, the 
used vision transformers are presented [30].

Among the vision transformers, the following models 
were selected: ViT-B/32, ViT-S/32, ViT-B/16, ViT-S/16, 
and R26+S/32, as introduced in the works of [38–40]. These 
models were initially pre-trained using the Imagenet21k 
dataset. The R26+S/32 model, developed by Google and 
shared with the community, is one of the variants closely 
related to this approach. It involves a fusion of a ResNet net-
work with a vision transformer, a concept described by [41]. 
In the model’s name, the “R26” portion signifies the num-
ber of convolutional layers incorporated from the ResNet 
network. The latter part, “S/32”, indicates the utilisation of 
these ResNet layers in combination with a compact vision 
transformer composed of 32 patches.

3.4 � Knowledge distillation

Deploying these bulky architectures into medical systems to 
assist gastroenterologists in diagnosing the disease can be 
very complex, and even impractical due to the time, it takes 
to process the images, as well as the computational resources 
required to store these models. Therefore, the process of 

distilling knowledge from core architectures to simpler and 
lighter architectures will be described in this subsection. It 
consists on the training of large deep learning models and 
distilling the learnt information to teach a lighter model 
(with less number of parameters).

In the case of convolutional neural networks (CNNs), the 
knowledge distillation process consisted in scaling the logits 
returned by the teachers using the temperature technique, see 
Figure 8. A student model containing a combined total of 
1,254,194 parameters was developed. Adam optimizer with 
a learning rate set to 1.00e-04 and the SparseCategorical-
CrossEntropy loss function wase used at training. When it 
came to knowledge distillation, the Kullback–Leibler diver-
gence function, represented by the formula (1), was used as 
the loss function. This involved configuring an alpha value 
of 0.8 and applying a temperature of 105 degrees in the dis-
tillation process [11].

For student training, 100 epochs and an EarlyStoping call-
back with a patience of five were set to monitor the valida-
tion accuracy.

In the case of ViTs, the distillation procedure was carried 
out in two different ways: first, by scaling the logits returned 
by the teachers using the temperature technique, and second, 
by utilising the DeiT technique [42], see Figure 9. In order 
to distil the 32-patched architectures in the first technique, 
an architecture with a total of 2,300,162 parameters was 
developed, while an architecture with a total of 3,442,274 
parameters was built to distil the 16-patched architectures. 
The CNNs were distilled using the same setups.

In the second technique, an architecture with a total 
of 3,554,884 parameters was built to distil the architec-
tures with 32 patches and an architecture with 3,112,516 

(1)DKL(p��q) =

N
∑

i=1

p(xi) log(
p(xi)

q(xi)
)

Fig. 7   Architecture of the hybrid model
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parameters in total to do the distillation of the architec-
tures with 16 patches. These students were configured with 
the AdamW optimizer with a weight decay of 0.0001 and 
a learning rate scaled of 6.25e-07, obtained through the 
formula:

The formula consisted of the quotient between the learning 
rate (lr), which is equal to 1.00e-05, and the base 512. The 
authors [42] describe the use of the 512 base as an improve-
ment in performance. This result is multiplied by the 32 
batch size.

The SparseCategoricalCrossentropy function was defined 
as the student’s loss function and as the distillation func-
tion. The students were trained for 100 epochs, using an 
EarlyStopping callback with a patience of five. In both dis-
tillation techniques of the ViTs, as well as in the knowledge 
distillation of CNNs, data augmentation was used [42, 44, 
45].

3.5 � Interpretability

It is important to understand in which areas of the images of 
the models were based to predict the type of inflammatory 
bowel disease, and in this sub-section, the interpretability 
algorithms used to interpret the output before the distillation 
process (teachers) and after the distillation process (students) 
in the CNNs and ViTs are described.

For the implementation of the CNNs, the following 
algorithms were selected: Grad-CAM, LIME, Shap values, 
RISE, and Occlusion sensitivity to interpret the teachers’ 
output. On the other hand, the Shap values and Grad-CAM 
algorithms were excluded from the interpretation of the stu-
dents’ CNNs. In the ViTs implementation, the Shap values, 
LIME, RISE, and Occlusion sensitivity algorithms were 
selected to interpret the teachers’ output. In the interpreta-
tion of the students, the Shap values algorithm was excluded.

Grad-CAM and Shap values algorithms were excluded 
from the interpretability of the students of the CNNs, and the 
Shap values algorithm was not used in the interpretability 
from the students of the ViTs because due to the compilation 
of the teacher–student models in the same architecture that 
was not possible to get gradients of the intermediate layers.

(2)lrscaled =
lr

512
× batchsize

Fig. 8   Example of the response-
base knowledge, based on Gou 
et al. [43]

Fig. 9   Example of the architecture of DeiT, based on Touvron et al. 
[42]
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3.6 � Evaluation

The dataset was split into 70% for training, 20% for vali-
dation, and 10% for testing [18].

As previously mentioned, datasets 1 and 2 included 
frames extracted from videos of the HyperKvasir data-
base (see Sect. 3.2). Two videos were used; the first con-
tained 30 frames and presents a green square in the lower 
left corner. The frames extracted from this video were 
attached to the images in the validation set. The other 
video, with 34 frames, was attached to the training set.

Classification metrics were selected to evaluate the 
network’s and the transformer’s performance, as well as 
the student’s performance on the test and validation set. 
These include accuracy, precision, recall, F1-Score, area 
under curve (AUC), and inference time [46, 47]:

4 � Results

After the algorithms selected for this work had been exe-
cuted following the proposed methodology, the results 
obtained by the chosen classification metrics were collected. 
In this sense, this section presents through Table 5; the quan-
titative results obtained by the CNNs and the ViTs, as well 
as the results obtained by the students of each architecture.

Table 5 analyses the results obtained by the teachers 
and their respective students of the CNNs and ViTs. These 
results allow us to conclude that although the CNN and ViT 
teachers performed well, the inference time of the ViT teach-
ers was greater than the inference time demonstrated by the 
CNN teachers. However, after the distillation of knowledge, 
it was more notably reduced in the ViTs than in the CNNs. 
Furthermore, it can be seen that in ViTs, distillation using 
DeiT still manages to reduce the inference time a little more 
when compared to the inference time of ViT distillation 
using temperature. However, during the DeiT distillation 

Table 5   The best results obtained

Significance of bold is to highlight the best results

Models Acc Recall Precision F1-Score AUC​ Inference 
time (s)

Total of params

CNNs AlexNet 0.9858 0.9778 0.9925 0.9851 0.9855 1.04 46,760,706
ResNet50 1.0000 1.0000 1.0000 1.0000 1.0000 2.63 23,591,810
VGG-16 1.0000 1.0000 1.0000 1.0000 1.0000 5.58 134,268,738
InceptionV3 1.0000 1.0000 1.0000 1.0000 1.0000 3.68 21,806,882
ResNet50+MobileNetV2 0.9965 1.0000 0.9926 0.9963 0.9966 4.27 25,852,354
Hybrid model 0.9787 1.0000 0.9574 0.9783 0.9796 2.72 1,930,966
AlexNet student 0.9645 0.9926 0.9371 0.9640 0.9657 2.64 1,254,194
ResNet50 student 0.9787 1.0000 0.9574 0.9783 0.9796 1.74 1,254,194
VGG-16 student 0.9858 1.0000 0.9712 0.9854 0.9864 3.20 1,254,194
InceptionV3 student 0.9752 1.0000 0.9507 0.9747 0.9762 1.76 1,254,194
ResNet50+MobileNetV2 student 0.9007 1.0000 0.8282 0.9060 0.9048 2.00 1,254,194

ViTs ViT-B/32 1.0000 1.0000 1.0000 1.0000 1.0000 3.46 87,417,602
ViT-S/32 1.0000 1.0000 1.0000 1.0000 1.0000 4.00 22,475,138
ViT-B/16 1.0000 1.0000 1.0000 1.0000 1.0000 7.26 86,417,594
ViT-S/16 1.0000 1.0000 1.0000 1.0000 1.0000 4.80 21,590,402
R26+S/32 0.9965 1.0000 0.9926 0.9963 0.9966 6.74 36,028,098
ViT-B/32 student 0.9681 0.9333 1.0000 0.9655 0.9667 1.45 2,300,162
ViT-S/32 student 0.9787 0.9926 0.9640 0.9781 0.9793 1.44 2,300,162
ViT-B/16 student 0.9716 0.9778 0.9635 0.9706 0.9719 1.94 3,442,274
ViT-S/16 student 0.9929 0.9926 0.9926 0.9926 0.9929 1.44 3,442,274
R26+S/32 student 0.9823 0.9630 1.0000 0.9811 0.9815 2.30 2,300,162
DeiT ViT-B/32 0.9681 0.9481 0.9846 0.9660 0.9673 1.46 3,554,884
DeiT ViT-S/32 0.9397 0.8889 0.9836 0.9339 0.9376 1.46 3,554,884
DeiT ViT-B/16 0.9255 0.8741 0.9672 0.9183 0.9234 1.68 3,112,516
DeiT ViT-S/16 0.9007 0.8222 0.9652 0.8880 0.8975 1.20 3,112,516
DeiT R26+S/32 0.9327 0.9037 0.9683 0.9349 0.9382 1.49 3,554,884
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process, the models showed a drop in results when com-
pared to the other distillation methods used in ViTs and even 
when compared to CNNs. It will also be shown in section 5 
that the models during the distillation process using DeiT 
were unable to learn the characteristics of the two types of 
disease well.

Despite the good results shown by the architectures, there 
are some disadvantages associated with the dataset used. 
Firstly, we are working with very different images between 
the two classes to be classified, which can influence the per-
formance of the models, but to try to overcome this problem, 
data augmentation was used during training to increase the 
generalisation capacity of the models and, as will be seen in 
section 5, the model is capable of predicting the disease and 
not the database. Another disadvantage is that we are only 
working with two classes (Crohn’s disease and Ulcerative 
colitis) instead of three classes (Crohn’s disease, Ulcerative 
colitis, and normal).

The absence of images of the healthy intestine could be a 
gap in these models in the future since they were not trained 
with images of the healthy intestine. However, when creating 
the datasets for this work, it was impossible to obtain images 
of the healthy intestine because we only had 14 images of 

the normal intestine in the CronIPI database, which would 
have left us with a large class imbalance. Other authors have 
considered Mayo 0 images as normal bowel. However, cat-
egorising these images as normal could lead to inaccura-
cies, as they correspond to a diagnosis of ulcerative colitis, 
despite the absence of disease-related lesions.

Based on the literature review carried out for this work, 
it was not possible to establish a comparison of results with 
those obtained by the authors of the papers in the literature. 
This is due to the fact that the authors did not use the same 
dataset as the one used in this study, and this causes changes 
in the results. Another fact is that some of the studies carried 
out in the literature focused on just one type of inflammatory 
bowel disease, so we cannot compare results from different 
experiments.

5 � Interpretability

In addition to quantitatively evaluating the performance of 
the models used, it is important in this work to also quali-
tatively evaluate their performance through interpretability 
models. In order to understand which parts of the mucosa, 

Fig. 10   Interpretability of the ViT-S/16
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the algorithm used as a basis to make a particular decision. 
Therefore, this section presents the images resulting from the 
interpretability of the teacher model and the interpretability 
of the student models, relative to the best architecture.

To make the interpretability of the models used in this 
work, six images were randomly selected during the creation 
of the datasets, referring to the classes Crohn’s disease and 
ulcerative colitis. Figures [10, 11, 12] present the resulting 
images of the interpretability of the teacher model and the 
student models, relative to the ViT-S/16.

The ViT-S/16 transformer is the architecture that stood 
out among all the models used because in quantitative terms, 
it achieved a good performance, and in qualitative terms. 
it was able to recognise more characteristics associated 
with each type of inflammatory bowel disease, ignoring the 
additional elements present in the images. Therefore, when 
evaluating the images collected from the model’s interpret-
ability, it can be seen that it was able to recognise the type 
of inflammatory bowel disease associated with the image 
provided as input, by comparing the true label of the image 

with the label predicted by the model. It only got one image 
wrong during the distillation process.

It can then be seen in Fig. 10 through the interpretability 
of the LIME and RISE models that the ViT-S/16 architec-
ture, using the Gaussian Blur pre-processing technique, was 
able to ignore the green square in the image. However, the 
interpretability of the occlusion sensitivity and Shap values 
method shows that the model already had a bias towards the 
additional elements in order to predict IBD. In Figs. 11 and 
12, the model was able to ignore the additional elements 
present in the images. Based on the images, we were also 
able to conclude that the distillation of the transformer using 
DeiT was not able to learn the characteristics of the two 
types of IBD well when compared to the interpretability of 
the distillation of the transformer using temperature.

However, in the first and last ulcerative colitis images, 
the model was able to recognise bleeding situations, and in 
the last one, it was even able to identify ulcers. In the third 
image of Crohn’s disease, it can identify a stenosis. When 
comparing with Fig. 11, we see that using the distillation 

Fig. 11   Interpretability of the 
ViT-S/16 student
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process through temperature, it can identify in the first image 
of Crohn’s disease the presence of ulcers, and in the second 
image, it can recognise a stenosis. In the second image of 
ulcerative colitis, it is also able to recognise ulcers.

6 � Conclusion

It is concluded with this work that ViT models and CNNs 
show a good performance in the recognition of inflammatory 
bowel disease. It is considered that the knowledge distilla-
tion through attention in the ViTs models allowed performed 
to obtain a lower inference time concerning the knowledge 
distillation through the logits.

It is also evident in this work through the interpretability 
of the models that ViTs due to self-attention mechanism 
manage to be better than CNNs in the prediction of images 
that have elements external to the intestinal mucosa [48]. 
When analysing the quantitative and qualitative results of 

the ViT-S/16 is evident that the teacher model and student 
models can demonstrate good performance and identify 
Crohn’s disease lesions, ulcers, and erythema in ulcerative 
colitis disease, ignoring the additional elements present in 
the images.

This work stands out for the comparison; it offers between 
CNNs and ViTs architectures to perform endoscopic image 
classification regarding inflammatory bowel disease types. 
It also stands out by implementing knowledge distillation 
from large architectures to simpler architectures. In ViTs, 
two knowledge distillation approaches were implemented: 
(i) based on the attention of the architectures and (ii) based 
on the distillation of the weights through temperature to 
scale them.

The methods used to pre-process the images to reduce 
some features that might throw off the classifier when deter-
mining the type of inflammatory bowel disease are also 
worth mentioning. This paper further offers the interpret-
ability of the models with the use of some model-agnostic 

Fig. 12   Interpretability of the 
DeiT ViT-S/16
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methods, to better understand which parts of the image the 
architectures relied on for making a decision. Some of the 
results obtained from experiment 3 are documented in [49].

However, in this study, it is recognised as a limitation in 
the number of images used to train the ViTs because these 
deep learning models need a large number of images to be 
able to learn the information well [50]. Another limitation 
of this work is that the images were not collected based on 
the same endoscopic tool, which consequently the images 
are different and in the future may not demonstrate the same 
performance in processing colonoscopy images regarding 
Crohn’s disease.

As future work, it is suggested to use multi-task algo-
rithms to make the classification of the type of lesion in the 
case of Crohn’s disease. As well as, the degree of sever-
ity of ulcerative colitis disease is based on the Mayo score. 
In addition to predicting the type of inflammatory bowel 
disease that the patient has, it is also important to predict 
the degree of the lesion in order to adapt and prescribe the 
best treatment. For this, ordinal techniques can be leveraged 
[51–53]. Furthermore, it is also suggested that in this vali-
dation, there should be a medical verification to ensure the 
veracity of the results.

Considering the difficulties currently experienced by doc-
tors in diagnosing inflammatory bowel disease and based on 
the results of this study, one suggestion for the clinical use of 
this tool would be to help the doctor to diagnose the type of 
IBD the patient has. The student model would be deployed 
on a hospital server and, during the diagnostic examination, 
it would receive the images taken by the doctor, returning 
the class associated with the image and which characteristics 
linked to the type of disease were recognised. However, the 
use of this tool is confronted with some ethical problems, 
because the images collected contain personal information 
about the patients, which during the monitoring of this tool 
following the machine learning operations standard [54] 
ends up being somewhat exposed to third parties. Therefore, 
in order to guarantee the security of patient information and 
to comply with the GDPR [55], there are two approaches: 
(i) anonymise the information so that it is not clear who the 
images belong to and (ii) the hospital must make the patient 
sign a consent form for the use and processing of the data.
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