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Abstract
As one of the most influential Chinese cultural researchers in the second half of the twentieth-century, Professor Shirakawa
is active in the research field of ancient Chinese characters. He has left behind many valuable research documents, especially
his hand-notated oracle bone inscriptions (OBIs) documents. OBIs are one of the world’s oldest characters and were used in
the Shang Dynasty about 3600 years ago for divination and recording events. The organization of OBIs is not only helpful in
better understanding Prof. Shirakawa’s research and further study of OBIs in general and their importance in ancient Chinese
history. This paper proposes an unsupervised automatic organizationmethod to organize Prof. Shirakawa’s OBIs and construct
a handwritten OBIs data set for neural network learning. First, a suite of noise reduction is proposed to remove strangely
shaped noise to reduce the data loss of OBIs. Secondly, a novel segmentation method based on the supervised classification
of OBIs regions is proposed to reduce adverse effects between characters for more accurate OBIs segmentation. Thirdly, a
unique unsupervised clustering method is proposed to classify the segmented characters. Finally, all the same characters in the
hand-notated OBIs documents are organized together. The evaluation results show that noise reduction has been proposed to
remove noises with an accuracy of 97.85%, which contains number information and closed-loop-like edges in the dataset. In
addition, the accuracy of supervised classification of OBIs regions based on our model achieves 85.50%, which is higher than
eight state-of-the-art deep learning models, and a particular preprocessing method we proposed improves the classification
accuracy by nearly 11.50%. The accuracy of OBIs clustering based on supervised classification achieves 74.91%. These
results demonstrate the effectiveness of our proposed unsupervised automatic organization of Prof. Shirakawa’s hand-notated
OBIs documents. The code and datasets are available at http://www.ihpc.se.ritsumei.ac.jp/obidataset.html.
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1 Introduction

Oracle Bone Inscriptions (OBIs) were written from the late
Shang Dynasty to the Western Zhou Dynasty in ancient
China. They primarily record divination and sacrifice infor-
mation on tortoise shells and animal bones. OBIs are one of
the oldest surviving characters inChina andone of the earliest
characters in theworld [1–3].As the originator of theChinese
character system, the organization of OBIs helps archaeol-
ogists analyze Chinese characters and study the history of
ancient China for the better. However, the oracle bone pieces
(OBPs) that recorded the OBIs have been buried in the Yin
Ruins because ofwarfare until their excavation in 1899 [4–7].
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Due to being buried in the ground for long periods and the
decomposition of saprophytic organisms, OBPs have been
worn and eroded seriously. Therefore, relatively little OBIs
information is kept intact, and only a few experts with a high
degree of expertise evaluate and understand them correctly.

As an outstanding researcher of Chinese culture in the
second half of the 20th century, Prof. Shirakawa systemati-
cally studies the original meaning of Chinese characters by
studying ancient characters and has been highly appraised
by academic circles at home and abroad. He combined his
research experience and insights into ancient Chinese charac-
ters to leave precious hand-notated OBIs documents. Those
hand-notated OBIs documents record many OBPs, as shown
in Fig. 1. Although these hand-notated documents reproduce
OBIs, these manuscripts have been in the showcase and
have never been organized systematically. This paper aims
to design an unsupervised automatic organization method
to organize Prof. Shirakawa’s OBIs, construct a handwritten
OBIs data set for neural network learning, and contribute to
cultural heritage inheritance.

In the early stage of OBIs research, the identification
and classification of OBIs are primarily realized through the
collaborative research of experts and scholars with relevant
knowledge, which consumes a lot of manpower and material
resources. With the development and progress of computer
technology, researchers have realized the identification and
organization of a part of OBIs with regular shapes by using
some simple image processing techniques to identify line fea-
tures [4], stroke-segments-vector and stroke elements [8], etc.
However, image processing recognition methods are limited
in practical application due to the high variability of OBIs
hindering feature definition and the weakening of feature
extraction. Recently, artificial intelligence (AI) technologies
have developed rapidly and exerted excellent performance in
agriculture [9], medicine [10], catering service industry [11,
12], ecological protection [13], and other fields. Researchers
have also gradually applied AI to OBIs recognition and have
achieved excellent achievements. For example, Meng et al.
[4, 14] recognizeOBIs based on the deep learningmodel, and
Liu et al. [15] propose a method based on deep convolutional
neural network for the recognition of incomplete OBIs. Yue
et al. [16] provide a method for OBIs recognition methods
based on deep learning to suppress the occurrence of over-
fitting effectively. However, researchers have yet to organize
handwritten OBIs, and there is no handwritten dataset for the
recognition of OBIs.

To solve the abovementioned problems, we propose an
unsupervised automatic organization method to organize
Prof. Shirakawa’s OBIs and create a handwritten OBIs
dataset to provide foundation support for AI-based OBIs
research. In Prof. Shirakawa’s hand-notated OBIs docu-
ments, much non-OBIs information has been retained clearly
except for OBIs, such as some number information and

Fig. 1 An illustration of Prof. Shirakawa’s hand-notated OBIs docu-
ments

the edge of OBPs. In addition, the varying size, scattered
distribution, and high degree of variation of OBIs make it
challenging to organize these documents. Therefore, we pro-
pose a size-specific segmentation method based on OBPs
and OBIs to segment OBPs fromOBIs manuscripts. Second,
we design a series of noise reduction methods to achieve the
elimination of the numbers around OBPs and the removal of
borders by eliminating complex interference noise.

Meanwhile, we propose a novel segmentation method
combining supervised classification and feature detection
on OBIs regions to achieve OBIs segmentation. Finally, we
extract segmented OBIs characters based on the histogram
of oriented gradients (HOG). We use dynamic K -means to
realize unsupervised clustering of unlabeledOBIs, construct-
ing a dataset suitable for neural network learning. The four
significant contributions of this paper are as follows:

• We realize the automatic organization of Prof. Shi-
rakawa’s hand-notated OBIs documents and make his
research manuscripts on OBIs publicly available for the
first time.
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• We propose a novel noise reduction method to remove
extremely complex noises while extracting POR (Purer
Oracle Regions).

• Anovel segmentationmethod and the original supervised
classification model are proposed to realize OBIs seg-
mentation by losing less OBIs data.

• A unique method of unsupervised classification based on
dynamic K -means is designed to dynamically cluster the
segmented OBIs characters.

Section 2 of this paper reviews related work on OBIs.
Section 3 introduces Prof. Shirakawa’s hand-notated OBIs
documents. Section 4 shows the flow of organization, includ-
ing noise reduction, OBIs segmentation based on supervised
classification, and unsupervised classification of OBIs. The
evaluation results are reported in Sect. 5. A discussion and
future works are provided in Sect. 6. In Sect. 7, we conclude
with a summary.

2 Related work

2.1 Research on OBIs

Since the ancient Chinese characters OBIs first appeared
in front of the world in 1899, scholars have been actively
studying them to understand the ancient history of China
and clearly understand the degree of cultural development at
that time. So far, a large amount of OBIs literature has been
published, including dictionaries [17, 18], rubbing images
[19–21], and OBIs interpretations [22]. Among them, a pre-
cious document named Tieyun Canggui [23] is the first
descriptive book about OBIs. Through these precious liter-
ature materials, many annotated datasets of character-level
original images are made public in digital form, which is
of great significance to our research on OBIs. At present,
there are a few annotation datasets of character-level original
images made known to the public for artificial intelligence
analysis (examples include Oracle-20K [1], Oracle-50K [2],
OBC306 [24], and HWOBC [25]).

In this paper, we sorted out Prof. Shirakawa’s research
documents and digitized his hand-notated OBIs documents.
These hand-notated OBIs documents are the manuscripts
copied by Prof. Shirakawa from the oracle bone rubbings
based on understanding ancient Chinese characters, which
have high historical research value. In order to better study
and protect these precious OBIs manuscripts, we made them
public and digitized them for the first time. Furthermore, an
unsupervised automatic organization method is proposed to
organize these OBIs documents and construct a data set suit-
able for neural network learning.

2.2 Noise reduction processing

In order to obtain a purer and more complete OBIs dataset,
researchers perform many novel noise reduction methods.
Meng et al. [26] extract the noise-reduced image by affine
transformation and thinning.Meng et al. [27] apply Gaussian
filtering and labeling to reduce noise. Yue et al. [5] realize the
noise reduction of number information through a classifier
that recognizes noise. Lyu et al. [28] propose a uniquemethod
to eliminate the noise problem in the image by detecting the
image frame to save computing resources and time in the
character recognition stage.

In addition, we also refer tomany noise reductionmethods
for various image datasets for reducing the unique large-scale
noise in Prof. Shirakawa’s hand-notated OBIs documents.
For example, Maity et al. [29] discuss noise reduction on
various images using a fuzzy filter, a genetic algorithm, par-
ticle swarm optimization, artificial bee colony optimization,
and neural networks. Ke et al. [30] introduce a novel model
to exclude the disturbance caused by noisy objects with large
quantities and distribution in the microscope images based
on deep learning and handcrafted features. Lu et al. [31] pro-
pose a deep learning approach to directly estimate the speckle
noise in the logarithmic domain based on the convolutional
neural network to enhance the sonar imaging performance.
Kaur et al. [32] provide a new technique, minimum patch-
based noise reduction orthogonal matching pursuit (OMP),
which reduces the noise from an image and uses an edge
preservation patch that preserves the edges of the image.

2.3 Character segmentation

In the document organization process, character segmenta-
tion is a crucial issue. Precise character segmentation not only
reduces noise interference but also helps to extract character
information. Lyu et al. [28] propose a method for bound-
ing box detection inside the text part of the frame for early
Japanese documents, which eliminates the interference of
noise outside the frame and avoids the recognition of text out-
side the frame. Yue et al. [5] propose a morphology-based
segmentation method to segment OBIs in documents and
then use a lightweight neural network to remove noise from
incorrectly segmented characters. Jain et al. [33] propose a
segmentation method for document images based on amulti-
channel filtering approach to texture segmentation. Yue et al.
[10] propose a three-level extraction technology to improve
the accuracy of medicine package character segmentation.

2.4 Characters recognition

Neural networks have achieved significant success in large-
scale image recognition in recent years.Krizhevsky et al. [34]
apply the basic principles of convolutional neural networks
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(CNNs) to more profound and broader networks, making
CNNs widely used in computer vision. Currently, various
state-of-the-art models have been proposed, such as VGG
[35], ResNet [36], Inception [37], Xception [38], DenseNet
[39], InceptionResNetV2 [40], and the lightweight model
MobileNet [41, 42].

Researchers are trying to identify OBIs through image
processing and deep learning. For example, Meng et al. [4]
enhance OBIs images by rotation, Gaussian noise addition,
cutting, brightness change, andflipping, then use theAlexNet
network for recognition. Meng et al. [43] equip and extend
a single-shot multi-box detector for OBIs detection and ana-
lyze false detections to achieve better accuracy.Yue et al. [10]
use various image processing techniques and light neural net-
works to realize the recognition and organization of Japanese
kanji on medicine packages. Meng et al. [26] propose a
recognition method to recognize OBIs as template images
from the OBIs dataset using the line features of inscrip-
tions. Wang et al. [44] propose the STSN framework, which
realizes structure-texture separation, disentanglement, trans-
formation, adaptation, and recognition. By generating model
decomposition features, align handprinted and scanned data
to avoid the negative impact of noise. At the same time, cross-
domain exchange learning implements the transformation
and trains the classifier to predict scanned character labels.
Wang et al. [45] propose an unsupervised domain adapta-
tionmethod forOracleCharacterRecognition (OrCR),which
improves the model’s robustness to scanned samples through
pseudo-labeling and enhances consistency while introducing
unsupervised transfer loss to learn more discriminative fea-
tures.

2.5 Image classification

The current image classification is mainly for the classifica-
tion of labeled images. However, the segmented characters
are not labeled automatically in organizing documents, so
the clustering algorithm is mainly used to classify unlabeled
images. Zhang et al. [46] use a convolutional neural network
tomap character images in anEuclidean space,where the dis-
tance between different samples canmeasure their similarity,
which can be performed to classify by the nearest neigh-
bor rule. Lin et al. [47] proposes a wood color classification
method with the support of cloud and edge computing and
divides the feature vector set into different clusters through
the K -means algorithm to achieve the purpose of color classi-
fication. Yue et al. [5] extract a histogram of oriented gradient
descriptors as features and then cluster the oracle characters
by a dynamic K -means method.

3 Prof. Shirakawa’s hand-notated OBIs
documents

We organize Prof. Shirakawa’s research notes containing
handwritten OBIs documents. Unfortunately, these docu-
ments are still displayed in the showcase and are unknown
worldwide. In order to protect and use these extremely pre-
ciousOBIs filesmore effectively, we have digitally preserved
them, which significantly facilitates the researcher’s use of
this dataset. In this article, we officially introduce this dataset
to the world.

Prof. Shirakawa’s hand-notated OBIs documents consist
of 79 images. For convenience, we call each image in this
data set a trace. These traces are formed by copying oracle
bone rubbings. Figure1 shows an example of a trace, which
contains 12 OBPs and corresponding OBP number informa-
tion. Each piece ofOBP information consists of an irregularly
shaped closed-loop edge and multiple OBIs within the edge.
The number information of the OBP is composed of several
numbers, which are distributed around the OBP according to
the shape of the OBP’s edge. Therefore, the trace data has
the characteristics of a complete feature outline, no snowflake
noise, and more coherent and clear stroke features. Because
of the uniqueness and advantages of these traces, in-depth
research on this data undoubtedly contributes significantly
to the exploration and protection of ancient Chinese culture
and history. Therefore, we intend to use computer technol-
ogy to organize these trace data and construct an OBIs data
set suitable for neural network learning. However, there are
still several challenges to overcome when dealing with this
data, such as:

• The number information in trace data is easily identified
as OBIs because of its size and composition, which are
similar to OBIs. Furthermore, OBIs are connected to the
edges directly in traces that cannot be adequately cut out,
resulting in the loss of a large amount of precious OBIs
data.

• In the trace data, OBIs’ varying size, and uneven dis-
tribution make performing OBIs segmentation by tradi-
tional character segmentation challenging. In addition,
the strokes of some OBIs are scattered and connected
with the surrounding OBIs, which leads to strokes being
wrongly segmented into OBIs. Redundant strokes break
the OBIs’ structure.

• Due to the uniqueness of Prof. Shirakawa’s hand-notated
OBIs data, some organizational methods based on exist-
ing OBIs data sets are not suitable for such data. In
addition, there are fewer samples in the hand-notated
OBIs data, and the number of OBIs categories is still
being determined, significantly increasing the organiza-
tion’s difficulty.
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Fig. 2 The organization flow of OBIs organization

This paper proposes various solutions to the above prob-
lems, aiming to remove interference noises, extract all the
OBIs correctly, and classify them effectively.

4 Organization flow

Figure 2 shows the overview of the organization flows
for Prof. Shirakawa’s hand-notated OBIs documents, which
consists of OBP segmentation, POR extraction, OBIs seg-
mentation, and OBIs classification.

• OBP segmentation: A segmentation method based on
size specificity between OBPs and OBIs is proposed to
separate OBPs from the trace data.

• POR extraction: A suite of noise reduction is designed
to realize POR extraction by eliminating complex inter-
ference noise, like number information and OBP edges.

• OBIs segmentation: A segmentation method is proposed
to separate the PORs into smaller regions. In addition,
a combination of supervised classification and feature
detection on these OBIs regions is proposed to realize
the OBIs segmentation.

• OBIs classification: A unique method of unsupervised
classification based on dynamic K -means is designed to
dynamically cluster the OBIs types in the trace data.

4.1 OBP segmentation by image processing

Due to detecting noise directly from trace data being chal-
lenging, we first separate OBP from trace to facilitate batch
noise reduction on OBP to ensure the effectiveness of
OBIs extraction. Figure3 shows intermediate results of OBP
segmentation processing, which consists of preprocessing,
morphological processing, and feature detection.

4.1.1 Preprocessing

Since the trace comprises black OBIs and a lighter back-
ground, converting the trace image into grayscale [48]
and implementing binarization [49] facilitate highlighting
the stroke information that contains OBIs and achieves a
significant reduction in computation. The grayscale and bina-
rization results are shown in Fig. 3b, c.

• Grayscale: Converting the original trace image with
RGB channels to a single-channel grayscale image
reduces calculations and highlights features.

• Binarization:TheOTSU [49]method is applied to obtain
the threshold for binarization in this research. Equation1
shows the OTSU threshold decision, where the propor-
tion of foreground pixels in the whole image is ω0, the
average grayscale is μ0, the proportion of background
pixels in thewhole image isω1, and the average grayscale
is μ1. The threshold T , which maximizes the variance G
between classes, is obtained by traversal.

G = ω0 × ω1 × (μ0 − μ1)
2 (1)

4.1.2 Morphological processing

As shown in Fig. 3c, the OBP forms a closed-loop area, but it
is challenging to extract the OBP directly. We use the open-
ing and erosion operations in morphological processing to
expand the OBP closed-loop area and extract the closed-loop
area [50].

• Opening operation: The opening operation utilizes a fil-
ter based on geometric operations. Some small objects,
like isolated points, are removed by sequential erosion
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Fig. 3 The results of the intermediate process of OBP segmentation

and expansion [51]. The result of the opening operation
is shown in Fig. 3d.

• Eroding operation: The eroding operation erodes the
object’s edge. Some broken features of OBIs and edges
are connected by eroding operation, and the result is
shown in Fig. 3e.

4.1.3 Feature detection

In feature detection, the smallest and largest x and y axes
of each stroke and edge are obtained [5]. Then each object’s
minor x-axis and y-axis are countered as the start point. The
difference between the smallest and largest x-axis is calcu-
lated as the width of the objects, and the difference between
the smallest and largest y-axis is calculated as the height of
the objects. This way, the bounding box in which the object
is located could be obtained. Figure3f shows the detected
objects bounded by bounding boxes.

4.1.4 OBP detection

The significant difference in size between OBPs and OBIs
is used to realize OBP detection. After feature detection on
the sample trace image, we calculate the bounding boxes’
size and sort them in order, as the yellow bar is shown in
Fig. 4. Furthermore, the red bar shows the difference between
the size of adjacent features. As we can see, the location of
the highest red bar is where the feature size changes most

drastically, and we regard the location as the demarcation
point betweenOBIs andOBPs. Themore significant features
are OBPs, while the smaller ones are OBIs or some slight
noise [28].

4.2 POR extraction by noise reduction

We propose a unique algorithm to remove noises and achieve
POR extraction. Figure5 shows intermediate noise reduction
results, consisting of number information elimination and
OBP edge decomposition.

4.2.1 Number information elimination

As shown in Fig. 5, we preprocess the original trace data.
Specifically, grayscale, smoothing, binarization, and mor-
phological processing have been carried out on OBIs, closed
loops, and integral OBP edges. In order to remove num-
ber information clearly, this paper attempts to connect the
stroke features of number information into oneobject through
morphological processing and eliminate them. However, the
distance between the number information and the OBP edge
is relatively close, and excessivemorphological processing is
likely to cause the two to be linked together so that the digital
information cannot be successfully eliminated. In addition,
since the positional relationship between the OBP edge and
the number information is different in the trace dataset, it is
impossible to connect numbered strokes in all traces by set-
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Fig. 4 Size arrangement and variation of each feature in trace data

Fig. 5 The results of the intermediate process of POR extraction

ting just one suitable morphological coefficient. Therefore,
we propose a new method for image processing by three dif-
ferentmorphological coefficients to locate and removedigital
information far away from the edge and close to the edge,
respectively, to remove digital information.

• Eliminating number by three times
OBP performs morphological processing with morpho-
logical coefficients of 30, 20, and 10 in turn and locates
and deletes the number information three times. For
the first time, morphological processing is applied for
an OBP image by a more significant morphological
coefficient 30. The purpose is to combine the outer num-
ber features and remove the outermost feature if it is
considered number information. Similarly, we aim to
concatenate the number of features near OBP edges the
second time and remove the outermost feature if judged
as the number information. Considering features close
to the edge easily adhesion to the edge through morpho-
logical processing, a smaller value of 20 is used as the

morphological coefficient for the second process. In the
third time, to ensure that the number information is com-
pletely cleared, a small morphological coefficient of 10 is
used for morphological processing to detect the number
of feature fragments that have not been removed in the
first and second times, then delete them by removing the
outermost feature of number information.

• Algorithm of eliminating number information
The noise reduction process for eliminating number
information is shown in Algorithm 1. Initially, we scan
each line of the image from twohorizontal directions until
the first black pixel is scanned, and record the scanning
distance L_hi and R_hi by Le f t and Right , respec-
tively. The L_hi represents the number of pixels in the
i-th row of the OBP image from the left until the first
black pixel is scanned. Similarly, R_hi means the num-
ber of pixels in the i-th row of the OBP image from the
right until the first black pixel is scanned. Furthermore,
since the pixel distribution of the edge and the number
information is discontinuous, we find drastic changes in
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Le f t and Right to identify possible positions of the
number and record them in Point . As shown in Fig. 6,
the A, B, C three points shown in the image are judged
to be at a huge distance from the surrounding features,
and there may be numbered positions. Then, in addi-
tion to the number information, the position information
recorded in the Point also includes the inflection infor-
mation of the edge, as shown at point B in Fig. 6. Because
of the size difference between number information and
OBP edges, we select a parameter that is smaller than
the edge and more significant than the number infor-
mation as the S_thresh to filter the position of number
information accurately, like points A and C. Finally, the
detected number information is turned white to com-
plete the noise reduction operation once. We remove all
numbering information by performing operations like the
above three times.

Algorithm 1: Elimination of OBP Numbers
input : OBPs images with number noise: OBP_Ori .

Threshold of Areas between OBI and OBPs:
S_thresh.

output: OBPs Dataset without number noise OBP_ f .

1 for Iter ← 30 to 10 step: 10 do
2 OBP_morph = Morphological processing on OBP_Ori by

iterations Iter ;
3 Heigth = Length of OBP_Ori ;
4 for 〈i ← 1 to Height do
5 L_hi ← Distance between the feature and the left

border in row hi;
6 R_hi ← Distance between the feature and the right

border in row hi;
7 Le f t add L_hi ;
8 Right add R_hi ;
9 end

10 Points ← Posi ton of the adjacent elements in R_hi and
L_hi that changes drastically;

11 for Point ← Points[0] to Points[−1] do
12 Area ← The area of contour where Point exist;
13 if Area < S_thresh then
14 Return the contour to white;
15 else
16 The contour is identified as the edge of the OBP;
17 end
18 end
19 end

4.2.2 OBP edge decomposition

In this part, edges are eliminated in four directions by decom-
posing edges into tiny fragments from outside to inside.
Specifically, we scan the OBIs trace images at a specific
small interval d from two horizontal and two vertical direc-
tions, respectively, and convert the next h pixels into white

Fig. 6 Locate number information

Fig. 7 The edge is broken down into tiny fragments

when the first black pixel is scanned. The variable d is set to
a small number, ensuring that edge features are decomposed
intomore petite pieces thanOBIs. The variable h controls the
extent of decomposition so as not to destroy the OBIs. This
way, these OBP edges are decomposed into countless small
strips or small squareswithwhite lines, as Fig. 7 shows.These
strips and squares are smaller than d × h, much smaller than
the OBIs. These more petite strips and squares can be filtered
by setting the threshold to achieve edge decomposition.

4.3 OBIs segmentation based on supervised
classification

This section provides a segmentation approach based on the
supervised classification to achieve OBIs segmentation with-
out destroying the OBIs structure. The process is divided
into POR segmentation by histogram thresholding, super-
vised classification of OBIs regions, and OBIs segmentation
by feature detection.

4.3.1 POR segmentation by histogram thresholding

Due to the ancients’ vertical writing habits, the OBIs dis-
tribution’s column information is easier to identify than the
row information, as shown in Fig. 8a. Therefore, we propose
a histogram-based POR segmentation method and first seg-
ment the POR column by column information. Specifically,

123



An Unsupervised Automatic Organization...

Fig. 8 The preliminary
extraction of OBIs

histogram thresholding is proposed to identify the columns
in the image where objects do not exist and to determine
whether there is a dividing line between columns or not
according to the sparsity of the surrounding object distribu-
tion. The result of column segmentation is shown in Fig. 8b.
After completing the vertical segmentation, the samemethod
is used to perform horizontal segmentation on each separated
image, and the result is shown in Fig. 8c. The results show
that some OBIs with obvious gaps with surrounding charac-
ters are directly extracted by this method. In this study, we
call those images in which only one OBIs exists in single
OBIs regions (SORs). In addition, some OBIs cannot be seg-
mented due to adhesion to surrounding characters. We call
such regions where multiple OBIs co-exist complex OBIs
regions (CORs). SOR is regarded as OBIs segmented suc-
cessfully, and COR is regarded as a fraction of the POR.
Finally, the OBIs segmentation is completed by using fea-
ture detection on CORs. A classifier capable of recognizing
them is essential to realize the COR response processing on
SORs and CORs. In the next step, we aim to implement this
automatic classification between CORs and SORs.

4.3.2 Binary classification of OBIs regions

In this part, based on the character features and classification
benchmarks in SORs and CORs, a unique image prepro-
cessing technique is proposed and combined with a neural
network to achieve more accurate classification.

• Unique preprocessing method Blocking for classifica-
tion
The number ofOBIs is regarded as a classification bench-
mark in this classification. The imagewith only oneOBIs
is considered SOR, and the image with multiple OBIs is
consideredCOR.Based on this classification benchmark,
the different glyph structures in the images that are to
be significantly classified interfere with the classification
effect. This study paints the bounding boxes where all the
stroke features are located in black to achieve the effect of
weakening the stroke features to lessen the interference

of these redundant stroke features and increase the num-
ber of OBIs features. As shown on the left side of Fig. 9,
the left side shows four original images of SORandCOR,
respectively, and the right side shows the result after pre-
processing. The unique image preprocessing technique
is called Blocking in this paper. It is found that the pre-
processed image has no stroke features at all, and only
the approximate distribution of objects is known from
it. Through this method, the stroke characteristics of dif-
ferent OBIs are successfully weakened, and the layout
characteristics of OBIs are strengthened, which makes it
easier to recognize the number of OBIs.

• Binary classification based on LightNet
Fig. 9 shows the preprocessed SORs and CORs; the pro-
cessed structure is simpler. Therefore, for the binary
classification of such simple structures, this paper pro-
poses a light neural network model called LightNet for
classifying SORs and CORs, and the structure is shown
in Table 1. The input image size is set to 128× 128× 3.
The first layer (input layer) has four nodes, the second
layer has eight, and the third has 16. The fourth and fifth
layers are fully connected,with the nodes set to 64 and 32,
respectively. In the convolutional layers, we incorporate
L1 regularization. Following this, to collectively prevent
overfitting, we have implemented Dropout operations
after the first two fully connected layers. The “SELU”
is the activation function. Finally, the last layer (output
layer) has two outputs and uses the “Softmax” activa-
tion function. This paper manually creates a training
dataset containing 260OBIs region images that have been
decomposed from PORs [52]. There are 160 SORs and
100CORs. 70%of the dataset’s images are used for train-
ing and 30% for validation. LightNet effectively captures
and learns the critical features of preprocessed SORs
and CORs due to its highly simplified structure. Con-
currently, LightNet emphasizes critical discriminative
patterns, overcoming overfitting and attaining enhanced
generalization performance within a reduced parameter
space. In this way, we finally get a better classification
result with an accuracy of 84.98%.
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Fig. 9 SORs and CORs before and after preprocessing

Table 1 Overall architecture of LightNet

Operation Channel Filter size Activation

Conv2D 4 5 × 5 SELU

Max pooling 2 × 2

Conv2D 8 5 × 5 SELU

Max pooling 2 × 2

Conv2D 16 5 × 5 SELU

Max pooling 2 × 2

Flatten

Dense 64 SELU

Dropout, 0.5

Dense 32 SELU

Dropout, 0.5

Dense 2 Softmax

4.3.3 OBIs segmentation by feature detection

This part is devoted to extracting multiple OBIs from CORs
through image preprocessing and feature detection. Specif-
ically, after preprocessing, such as grayscale transformation
and binarization, morphological processing is performed to
connect the strokes of the same character asmuch as possible.
Then, feature detection is applied to get the coordinates of
the bounding box where the character is located. Extracting
these bounding boxes helps to realize OBIs segmentation on
CORs. It isworth noting that batchmorphological processing
cannot achieve accurate OBIs segmentation for every COR,
and the mutual adhesion of some characters causes OBIs to
be destroyed and cannot be extracted correctly. CORs, on
the other hand, have a smaller area and fewer characters than
complete PORs, which considerably decreases the potential
of mutual interference between characters and suppresses
data loss as much as possible.

4.4 OBIs clustering based on unsupervised
classification

In the above study, thousands of OBIs are successfully
cropped from Prof. Shirakawa’s hand-notated OBIs docu-
ments. In the following sections, we could focus on designing
a method of unsupervised classification called dynamic K -
means to realize the OBIs classification. Specifically, a novel
method is proposed to find the optimal clustering value K
dynamically [5]. In this study, the HOG features [53] of OBI
images are used to evaluate the K dynamically, and then find
the best K and perform K -means [54] clustering to achieve
the unsupervised classification of OBIs.

4.4.1 HOG features extraction

The Histogram of oriented gradient (HOG) is a feature
descriptor for object detection in computer vision and image
processing. It composes features by calculating the gradient
direction histogram of the local area. In an image, the appear-
ance and shape of the local target are accurately described by
the directional density distribution of the gradient or edge.
Hence, the HOG contains the appearance and shape infor-
mation of the local target. This paper uses Eqs. 2–5 to extract
the HOG features of OBIs. Gx (x, y) and Gy(x, y) represent
the horizontal and vertical gradients. H(x +1, y) is the pixel
value of the adjacent pixel to the right of the pixel (x, y). Sim-
ilarly, H(x − 1, y), H(x, y + 1), H(x, y − 1) are the pixel
values of the adjacent pixels on the left, lower and upper sides
of the pixel (x, y), respectively. Next, the two directional gra-
dient values are used to calculate the total gradient strength
value G(x, y) and the gradient direction α(x, y). Then, we
fuse these features into a two-dimensional array and dynam-
ically find the value of OBIs category K through the feature
array [5].

Gx (x, y) = H(x + 1, y) − H(x − 1, y) (2)
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Gy(x, y) = H(x, y + 1) − H(x, y − 1) (3)

G(x, y) =
√
Gx (x, y) + Gy(x, y) (4)

α(x, y) = tan−1
(
Gy(x, y)

Gx (x, y)

)
(5)

4.4.2 OBIs categories calculation by dynamic K -means

This study adopts anunsupervised learning clusteringmethod
based on K -means to realize OBIs classification [55]. The
goal of clustering is to minimize the sum of squares of var-
ious total distances. Euclidean distance is regarded as the
criterion for similarity and distance judgment, and the sum
of squares of errors (SSE) [56] as the objective function for
clustering is shown in Eq.6. The HOG features of OBIs are
used to achieve clustering. K is the number of clusters, Ci

is the center point of the i cluster, and dist(x,Ci ) is the dis-
tance from x to Ci . The variable K needs to be set manually,
but the number of OBIs categories K is unknown, and it is
challenging to find the K even if it takes much manpower
[5].

SSE =
k∑

i=1

∑
x∈Ci

dist(x,Ci )
2 (6)

S(i) =

⎧
⎪⎨
⎪⎩

1 − a(i)
b(i) (a(i) < b(i))

0 (a(i) = b(i))
b(i)
a(i) − 1 (a(i) > b(i))

(7)

This paper presents an unsupervised approach termed
dynamic K -means to accomplish OBIs classification to
overcome the calculation of unknown K . Specifically, the
Silhouette Coefficient method [57] is proposed to evaluate
the results of clustering dynamically, which uses similarity
measures between objects in a dataset to evaluate the qual-
ity of clustering. The idea is to compare the similarity of
an object in a cluster with other objects in the same cluster
and other clusters. The number of clusters with the highest
Silhouette Coefficient represents the best choice for the num-
ber of clusters. Equation7 depicts the Silhouette Coefficient,
where S(i) is the Silhouette Coefficient, a(i) is the average
distance from sample i to other samples in the same cluster,
and b(i) is the average distance from sample i to all sam-
ples in other clusters. The lower a(i), the more the sample
i belongs to this cluster, and the greater b(i), the less the
sample i belongs to other clusters. When S(i) approaches 1,
it indicates that the clustering of a sample i is reasonable.
When S(i) approaches -1, it indicates that sample i should
be classified into other clusters, and when S(i) equals 0, it
indicates that sample i is on the boundary of two clusters. All
K instances from 2 to the maximum number are calculated,
and the best one (closest to 1) is chosen as the final result.

Fig. 10 The result of OBPs segmentation

5 Evaluation

Noise reduction on OBIs traces, OBIs segmentation, and
OBIs classification are the three critical components of this
study. Uniquely, the stepwise segmentation of OBIs has been
realized by the classification of SOR and COR in this paper.
This section confirms the effectiveness of a series of methods
proposed in this paper by evaluating the effect of noise reduc-
tion on various types of noise, the classification accuracy of
SOR and COR, and the accuracy of OBIs clustering.

5.1 Noise reduction on OBI traces

• OBP segmentation For Prof. Shirakawa’s hand-notated
OBIs documents, 364 OBPs are successfully separated
from 79 original traces by the size specificity of OBPs.
The partial separation result of one of the trace images is
shown in Fig. 10.

• Noise reduction on number information A series of pro-
cesses are performed on the OBP to filter the number
of information successfully. Out of 364 OBPs, num-
ber information is completely removed in 356 OBPs by
the discreteness between number information and edges.
The accuracy of noise reduction on number information
reaches 97.85%. The results are shown in Fig. 11, where
the first column is the original OBP image, the second
column is the image after a series of processing such as
grayscale and binarization, and the third column is the
result of noise reduction on number information.

• Noise reduction on edgesAunique algorithm is proposed
to decompose OBP edges into extremely small fragment
features filtered clearly. In this paper, the removal of
OBP edges and the extraction of PORs are implemented
for 356 images that have achieved the removal of num-
ber information. The noise reduction result is shown in
the fourth column of Fig. 11. Through these operations,
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features other than OBIs have been removed with high
accuracy, and the extraction of POR is realized. The num-
ber removal rate of up to 97.85% and the edge removal
rate of 100%confirm the feasibility of the noise reduction
method on number information and edges.

5.2 Classification of SORs and CORs

The PORs have been successfully segmented into the smaller
OBIs regions in the vertical and horizontal directions by
Histogram Thresholding in this paper to facilitate the OBIs
segmentation. The intermediate results are shown in Fig. 12.
The first row shows four POR images, the second row shows
the result of the first round of vertical segmentation, and
the third row represents the result of the second round of
horizontal segmentation. It is clear that after segmentations
in two directions, many OBIs (SOR) have been success-
fully extracted, and some images still contain multiple OBIs
(COR). Further operations are required to complete the OBIs
extraction. Therefore, this experiment is devoted to classify-
ing the SOR and COR to achieve OBIs segmentation.

5.2.1 Comparison the classification accuracy of
state-of-the-art deep learning models before and
after preprocessing Blocking

To prove that the unique image preprocessing method called
Blocking helps to improve the classification accuracyof SOR
and COR, in addition to the original model LightNet pro-
posed in this study, we also evaluate the performance of eight
state-of-the-art models in deep learning on the dataset before
and after Blocking preprocessing, which contains VGG16
[35], DenseNet121 [39], InceptionV3 [37], MobileNet [42],
Xception [38], ResNet50 [36], InceptionResNetV2 [40],
MobileNetV2 [41]. Equations8-10 are used to calculate
measurement indices, including Accuracy, Precision, and
Recall. Specifically, TP means COR is correctly identified,
TN means SOR is correctly identified, FN means COR is
incorrectly predicted as SOR, and FP means SOR is incor-
rectly identified as COR. Two datasets have been created,
respectively, before and after Blocking, and 200 images of
SOR and COR in each dataset are used as the test dataset
for these comparative experiments. In order to maintain the
consistency of the results, the epoch of all models is set to
100, the optimizer is Adam, and the learning rate is 0.001.

Accuracy = TP + TN

TP + FP + TN + FN
(8)

Precision = TP

TP + FP
(9)

Recall = TP

TP + FN
(10)

In the middle column of Table 2, we use the original
dataset D_ori, which is not preprocessed by Blocking, to
show the classification results on nine models, and the right
column represents the classification accuracy on prepro-
cessed dataset D_block by nine models. As we can see,
VGG16 and MobileNetV2 identify all the images in the
test data as SOR in D_ori and D_block, and the classifi-
cation accuracy of the other models show varying degrees
of improvement in D_block, respectively. Specifically, the
classification accuracy of DenseNet121 increases by 2.00%,
InceptionV3 increases by 7.00%, MobileNet increases by
16.50%, ResNet50 increases by 0.50%, Xception increases
by 3.50%, InceptionResNetV2 increases by 3.50%, and
LightNet increases by 11.50%. These comparisons fully con-
firm the effectiveness of Blocking proposed in this paper.

5.2.2 Compare the classification results of the top-six
model on dataset D_block

As shown in Table 2, DenseNet121, InceptionV3, ResNet50,
Xception, InceptionResNetV2, and LightNet show relatively
correct classification rate on the dataset D_block, reaching
84.50%, 85.00%, 81.50%, 85.50%, 85.00%, and 85.50%,
respectively. Considering the classification accuracy of the
six models above is relatively close, a single experiment
cannot obtain rigorous comparison results. This subsection
further studies the above six models, using a larger test
data (232 COR images, 259 SOR images) in D_block and
performing six repeated experiments on these six relatively
excellent models. The results are shown in Table 3. For the
experiment’s rigor, each model’s classification accuracy is
averaged six times as the classification result of the model.
The LightNet proposed in this article has the best classifi-
cation performance, with an average classification accuracy
of 84.98%. In addition, this subsection also ranks the total
parameters of the nine models that appear in this paper. The
number of total parameters in nine models from small to
large is 0.15 M for LightNet, 2.26 M for MobileNetV2, 3.23
M for MobileNet, 7.04 M for DenseNet121, 20.87 M for
Xception, 21.81 M for InceptionV3, 23.59 M for ResNet50,
54.34 M for InceptionResNetV2, 65.06 M for VGG16, as
shown in Table 4. We compare six models with high classifi-
cation accuracy on both average and total parameters, finding
that the LighteNet model proposed in this article has better
classification accuracy and fewer parameters than other net-
work models simultaneously. The above results fully verify
the effectiveness of the LightNet.

5.2.3 Experimental results of overfitting solution

TheD_block dataset has the characteristics of a small amount
of data, fuzzy semantics, and unclear classification features,
which makes the model overfit when training the dataset.
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Fig. 11 The partial results of
the preliminary segmentation on
PORs

Fig. 12 The effect of
preliminary extraction on PORs

123



X. Yue et al.

Table 2 Experimental results of
different models on D_ori and
D_block

Model D_ori D_block

TP TN FN FP Accuracy (%) TP TN FN FP Accuracy (%)

VGG16 0 100 100 0 50.00 0 100 100 0 50.00

DenseNet121 88 77 12 23 82.50 88 81 12 19 84.50

InceptionV3 69 87 31 13 78.00 82 88 18 12 85.00

MobileNet 22 99 78 1 60.50 63 91 37 9 77.00

ResNet50 68 94 32 6 81.00 72 91 28 9 81.50

Xception 67 97 33 3 82.00 84 87 16 13 85.50

InceptionResNetV2 86 77 14 23 81.50 82 88 18 12 85.00

MobileNetV2 0 100 100 0 50.00 0 100 100 0 50.00

LightNet 69 79 31 21 74.00 88 83 12 17 85.50

Table 3 Re-comparison of the top-six models

Model Acc_1 (%) Acc_2 (%) Acc_3 (%) Acc_4 (%) Acc_5 (%) Acc_6 (%) Acc_ave (%)

DenseNet121 83.28 82.94 84.98 84.64 78.16 84.30 83.05

InceptionV3 84.46 85.32 83.96 82.93 84.64 83.28 84.09

ResNet50 82.25 82.94 83.68 80.55 84.30 79.86 82.26

Xception 80.20 82.23 83.96 83.28 82.25 83.28 82.53

InceptionResNetV2 84.30 83.28 80.89 85.32 84.98 84.64 83.90

LightNet 84.98 84.64 83.28 86.35 85.67 84.98 84.98

Table 4 Total parameters comparison of nine models

Model Light Mobile Mobile Dense Xception Inception Res Inception VGG16
Net NetV2 Net Net121 Xception V3 Net50 ResNetV2

Total parameters 0.15M 2.26M 3.23M 7.04M 20.87M 21.81M 23.59M 54.34M 65.06M

Many techniques, such as dropout layers and various regu-
larizations, have been developed to prevent overfitting. These
measures have been applied to improve the model’s classi-
fication performance to prevent widespread overfitting. We
conduct experiments to evaluate the effectiveness of the pro-
posed LightNet model on D_block from dropout layers and
regularization, respectively. Table 5 summarizes the effect of
adding dropout layers (different coefficients) in the model on
classification accuracy by repeating the experiment six times
and averaging the accuracy.We can see that better accuracy is
obtainedwhen themodel has no dropout layer, which reaches
84.76%. When the dropout layer coefficients are set to 0.1,
0.2, 0.3, 0.4, 0.5, and 0.6, the average accuracy of classi-
fication is 83.50%, 83.28%, 82.48%, 83.56%, 82.76%, and
82.94%, respectively. The repeated experiment shows that
the network structure of LightNet proposed in this paper is
very simple. Adding a dropout layer would fail to achieve a
better result and even reduce model classification accuracy.
Table 6 summarizes the classification results of the proposed
LightNetmodel when adding different combinations of these

L1 and L2 regularizations, where 1 and 0 indicate that the
strategy is added or not added to the model, respectively.
Analyzing these six repeated comparative experiments. It is
not difficult to find that the most excellent results have been
achieved by adding L2 regularization, reaching an average
classification accuracy of 84.81%.

5.3 OBIs classification

This article proposes a method called dynamic K -means,
which dynamically finds the optimal clustering value K in
an interval through the Silhouette Coefficient and completes
the OBIs classification by clustering. As shown in Eqs. 11
and 12, ai represents the average distance Cin to other points
in the cluster, the point to which xi belongs. bi shows that the
average distanceCnear to points belonging to another cluster
is closest to xi . After that, the Silhouette Coefficient Si is cal-
culated by dividing bi−ai by the larger ai , bi . The calculation
process is shown as Eq.13. The Silhouette Coefficient would
be in the interval [−1, 1]. When the coefficient is closer to 1,
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Table 5 Comparison of LightNet performance by adding different dropout layer coefficients

Coefficients Acc_1 (%) Acc_2 (%) Acc_3 (%) Acc_4 (%) Acc_5 (%) Acc_6 (%) Acc_ave

0 84.64 84.30 84.98 84.64 84.30 85.67 84.76

0.1 81.91 84.30 84.30 82.59 83.62 84.30 83.50

0.2 81.91 84.98 83.27 85.32 82.59 81.57 83.28

0.3 81.23 79.86 80.89 83.62 84.98 84.30 82.48

0.4 81.91 85.67 82.94 82.59 83.62 84.64 83.56

0.5 84.92 83.96 81.23 83.61 82.59 80.20 82.76

0.6 83.62 79.86 82.25 83.28 85.32 83.28 82.94

Table 6 Comparison of
LightNet performance by
adding different regularization
strategies

NO. L1 L2 Acc_1 Acc_2 Acc_3 Acc_4 Acc_5 Acc_6 Acc_ave

1 0 0 85.32 84.30 84.30 81.91 86.35 84.98 84.53

2 0 1 85.67 84.64 85.67 82.94 84.98 84.98 84.81

3 1 0 84.64 84.30 84.98 84.64 84.30 85.67 84.76

4 1 1 83.62 84.98 81.57 85.32 87.03 85.32 84.64

the evaluation performance is higher. If the value is negative,
the cluster to which it belongs may be misclassified.

ai = 1

|Cin − 1| ×
∑

x j∈Cin

‖xi − x j‖ (11)

bi = 1

|Cnear| ×
∑

x j∈Cnear

‖xi − x j‖ (12)

Si = bi − ai
max(ai , bi )

(13)

This experiment dynamically analyzes the Silhouette
Coefficient between 50–100, 100–150, 150–200, and 200–
250 to discover the optimal number of clusters K . The
results are shown in Fig. 13. The optimal clustering values
K obtained before limiting the search range to 50–100, 100–
150, 150–200, and 200–250 are C_90, C_148, C_190 and
C_244 respectively.

In this paper, OBIs in trace datasets are uniformly clas-
sified, and the number of OBIs categories is large, which
makes it difficult to record and evaluate the classification
results of each category. Therefore, this study’s evaluation
metric for classification is measured by randomly selecting
the categories. When K is C_90, C_148, C_190 and C_244,
the classification accuracy is shown in Table 7 respectively. It
can be seen that when the number of classifications is C_244,
the classification has achieved satisfactory results, and the
classification success rate reaches 74.91%. Figure14 shows
the final clustering results. It can be seen that the same OBIs
are clustered together, and finally, a hand-notated OBIs data
set suitable for neural network learning is constructed.

6 Discussion and future work

6.1 POR extraction by noise reduction

In the number information elimination stage, we adopt a
three-level extraction method based on morphological pro-
cessing. Although this method effectively removes digital
information, the execution process still requires much time
due to the complexity of the extraction.To improve efficiency,
we plan to combine numbers and remove them using word
recognition methods in future work. Similarly, in OBP edge
decomposition, the proposed method needs to traverse the
first black pixel of each row, which results in a long process-
ing time. In futurework,we plan to treat each edge as a closed
loop and directly remove it based on the width of the edge to
improve efficiency. In view of the above problems, in future
work, we plan to extract and recognize the OBI characters
in Shirakawa’s manuscripts directly through object detection
and other methods.

6.2 OBIs segmentation with classification of COR
and SOR

During the POR segmentation process, different forms of
OBIs appeared, including a single character, a single sep-
arated character, and multiple connected characters. There-
fore, we must devise different methods to deal with various
forms. For characters that are difficult to segment, we divide
them into SORs and CORs and segment OBI characters
through vertical and horizontal segmentation. The Light-
Net we built achieves the classification of SOR and COR
with an accuracy of 85.50%. In these OBIs regions, the
SOR misidentified as COR is subjected to morphological
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Fig. 13 The result of Silhouette coefficient between K value ranges from 50 to 250

Table 7 The accuracy of classification based on Silhouette Coefficient

Class C_90 (%) C_148 (%) C_190 (%) C_244 (%)

Accuracy 62.18 65.07 55.30 74.91

processing, which destroys the complete OBIs. The COR
mistakenly identified as SOR is directly saved as a com-
plete OBIs, resulting in the loss of multiple OBIs data. In
addition, the above two cases generate invalid characters,
which greatly impacts classification accuracy. Although this
paper proposes preprocessing Blocking to improve the clas-
sification accuracy of LightNet significantly, it still fails to
classify all OBIs regions correctly. By observing Table 2,
both VGG16 and MobileNetV2 exhibit clear signs of over-
fitting, and the results in the detection outcomes of these two
models heavily lean toward a specific category. This suggests
that VGG16 andMobileNetV2, being overly complex, strug-
gle to generalize well to the small sample dataset we have
proposed. In Table 6, we alleviate the overfitting issue of
LightNet through various regularization methods. Moreover,
it once again underscores the superiority of our proposed
LightNet on small datasets. In future work, we are commit-
ted to proposing more methods to optimize the classification
of SOR and COR for higher classification accuracy.

6.3 Classification of OBIs

In OBIs classification, a dynamic K -means is proposed to
find the number of different OBIs categories in the unlabeled

Fig. 14 The partial results of OBIs classification

dataset and implement automatic clustering for the unsuper-
vised classification of OBIs. The dynamic K -means cannot
achieve high-accuracy classification because of the variety
of OBIs in the trace dataset and disparities in carving among
the same OBIs. We dynamically evaluated the four intervals
between 50 and 250. We found the best K value is 244, but
it can be found that the Silhouette Coefficient continues to
rise in this interval, and there is no sign of an overall decline.
It shows that the K value obtained now may be the local
optimal K rather than the global optimal K . Therefore, we
intend to expand the evaluation interval of the dynamic K -
means in the following experiments and explore the global
optimal K location to obtain higher clustering accuracy. At
the same time, we plan to perform unsupervised clustering of
OBIs using hierarchical clustering (a bottom-up or top-down
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method that forms a hierarchical structure by graduallymerg-
ing or splitting clusters).

7 Conclusion

In this paper, we first propose a suite of noise reduction
to achieve POR extraction with an accuracy of 97.85%.
Next, POR segmentation by Histogram Thresholding and
supervised classification of SORs and CORs have been pro-
posed to realize OBIs segmentation. In particular, a unique
preprocessing Blocking has been proposed to improve the
accuracy of classification with 11.50% in LightNet pro-
posed in this paper. As a result, LightNet has achieved an
accuracy of 85.50%, which performs better than eight other
state-of-the-art deep learning models on D_block. Finally,
dynamic K -means is proposed to dynamically detect the
optimal K that represents the number of OBIs categories
in the trace dataset and is combined with clustering to com-
plete the supervised classification of OBIs. As a result, the
best K is predicted to be 244, and the classification accuracy
reaches 74.91%. The results show that the proposed method
effectively organizes Professor Shirakawa’s handwrittenOBI
documents and constructs a data set for neural network
learning. This study not only helps to understand Prof. Shi-
rakawa’s research documents but also helps to unravel the
ancient history of China through the understanding of OBIs,
which is of great significance for accelerating the research
in the field of OBIs and promoting their digitization and
intelligence. In future work, we plan to focus on improv-
ing the accuracy of character segmentation and classification
in Prof. Shirakawa’s hand-notated OBIs documents. On the
other hand,we devote ourselves to researching the small sam-
ple data of OBIs and contribute to the research related to the
classification and recognition of OBIs.
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