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Abstract

According to the principles of compositional verification, verifying that lower-level components satisfy their specification
ensures that the whole system satisfies its top-level specification. The key step is to ensure that the lower-level specifications
constitute a correct decomposition of the top-level specification. In a non-stochastic context, such decomposition can be
analyzed using techniques of theorem proving. In industrial applications, especially in safety-critical systems, specifications
are often of stochastic nature, for example, giving a bound on the probability that a system failure will occur before a given
time. A decomposition of such a specification requires techniques beyond traditional theorem proving. The first contribution
of the paper is a theoretical framework that allows the representation of, and reasoning about, stochastic and timed behavior
of systems as well as specifications for such behavior. The framework is based on traces that describe the continuous-time
evolution of a system, and specifications are formulated using timed automata combined with probabilistic acceptance
conditions. The second contribution is a novel approach to verifying decompositions of such specifications by reducing the
problem to checking emptiness of the solution space for a system of linear inequalities.

Keywords Specification theory - Refinement - Contracts - Automata

1 Introduction In these standards, specifications in the form of safety and
cyber-security requirements are decomposed into lower-
level specifications. The standards also require that these
decompositions are complete, in the sense that if the lower-
level requirements are satisfied, then the upper-level require-
ments are also satisfied.

In the present paper, we consider general cyber-physical
systems and have therefore chosen a representation compliant
with continuous time. Based upon logic and various exten-
sions to include time, a number of frameworks are available
to express specifications and to verify refinements between

The principle of compositional verification [1] has been pro-
posed as a solution to verify large complex systems built
up from smaller components. The key idea is to verify that:
(1) each component implements its specification, and (2) the
composition of these component specifications refines the
top-level system specification. This ensures that the whole
system implements its top-level specification. The key diffi-
culty is (2), which can also be expressed as ensuring that the

component specifications constitute a correct decomposition
of the top-level specification.

Although decomposition of specifications is in general
difficult, its importance is stressed by its role in recent in-
dustrial standards such as ISO 26262 [2] and ISO 21434 [3].
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specifications, e.g., [4-7]. A limitation of these frameworks
is that they do not consider probabilistic or stochastic be-
haviors. On the other hand, from an industrial standpoint,
the ability to include stochastics is fundamentally important
since the exact purpose of many specifications, especially
within safety, is to set limits on the probability of undesired
events occurring within certain time intervals.

In order to allow the study of stochastic specifications,
the present paper proposes, as its first contribution, a novel
framework covering: syntax and semantics of stochastic
specifications, and composition and refinement of such spec-
ifications. To support the industrial applicability of the frame-
work, as the second contribution, the paper proposes also
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an algorithm for the analysis of whether a composition of
stochastic specifications refines another stochastic specifica-
tion.

The approach taken in this paper is that behavior of com-
ponents and systems is characterized by traces and probabil-
ity measures over sets of traces. Such behaviors are used as
an abstract tool for defining the semantics of specifications
as sets of behaviors.

The syntax of specifications bears a resemblance to CSL
[8—10], but views specifications generally as a stochastic ex-
tension to assume-guarantee contracts [11-13]. In such a
specification, denoted P, (A,G), both the assumption A
and the guarantee G of the contract is represented by a deter-
ministic timed automaton responding to traces. The specifi-
cation states that if the assumption is satisfied, the probability
that the guarantee is satisfied shall be less than p. Using au-
tomata to formulate assumptions and guarantees stem from
their flexibility, expressiveness, and presence in literature.
They are in many ways comparable to temporal logic, and
provide a basis for the proposed refinement verification al-
gorithm.

To perform such verification, the main assumptions are
that dependence between specifications is non-cyclical and
that traces contain a bounded number of events. On the other
hand, the framework aims to be as general as possible, sup-
porting a dense time domain and arbitrary probability mea-
sures for the underlying systems. For instance, we allow both
discrete and continuous distributions, including, but not lim-
ited to, normal and exponential distributions.

The literature contains some other proposed frameworks
for defining stochasticspecifications and verifying properties
such as refinement, e.g., [14-22]. However, in contrast to all
of these previous works, the present paper uses continuous
time and considers component behavior purely in terms of
traces—no particular modeling formalism for generating the
traces is assumed.

The present paper extends the conference paper [23]. Be-
sides being more detailed, it provides the following:

¢ a proof of the main theorem,

* an updated trace semantics relying on interval sequences,
avoiding Zeno behavior and allowing more general clock
constraints,

* a formal semantics of automata composition and a proof
that it preserves determinism and termination,

* a concrete o-algebra for the set of traces, removing as-
sumptions about trace sets being measurable.

The paper is organized as follows. Section 2 uses an exam-
ple to illustrate the problem and sketch the proposed solution.
Sections 3 and 4 describe the proposed framework and al-
gorithm. Section 5 applies the framework and the algorithm
to an extended version of the example studied in Section 2.
Finally, Sections 6 and 7 present related work and conclu-
sions.
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2 Problem illustration

Consider a two-component system consisting of a main and
backup power source. The idea is that whenever there is a
main power failure, the backup is activated. The purpose of
the backup is to prolong the duration of power output by the
system. However, in order for the backup to correctly do so,
it needs to first be charged by the main power source for a
certain amount of time. Furthermore, even if charged, there
is a probability that it will fail prematurely.

An example of a behavior of such a system is modeled
in Fig. 1 and 2. In these diagrams, main power failure oc-
curs exponentially with rate % (per hour), while the backup
component responds to this failure probabilistically. More
precisely, when the main power fails, the backup is activated
with 85% probability if it has finished charging and 0%
probability otherwise. This fact is represented in Fig. 2 by
the edges labeled failure. The required charging time for this
specific backup is 2 hours. Once activated, the backup will
output power also for 2 hours, until entering a discharged
state. Note that these are just examples of possible behavior
of a main and backup power source, not the actual specifica-
tions.

Assume that the top-level specification is: “The system
shall output power continuously during the first 7 hours with
over 45% probability”. Instead of merely verifying that the
system composed of components with behaviors as in Fig. 1
and 2 implements the top-level specification, we want to
formulate two component specifications and verify that any
system composed of a main and backup implementing its
component specification is certain to implement the top-level
specification. As our attempt to do this, let the main power
source specification be: “Main power failure shall occur be-
fore 6 hours with at most 30% probability”. Meanwhile, the
backup specification is an assume-guarantee contract: “As-
suming main power failure occurs after at least 3 hours, then
with at least 80% probability, the backup shall output power
continuously for at least 2 hours starting at this time”. Note
that, since the main power specification only concerns the
first 6 hours, it does not refine the top-level specification by
itself and needs to be supplemented by the backup specifica-
tion to extend this time interval.

As a sketch of what refinement means, we first observe that
the outcomes, i.e. the traces, of the components are generated
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Fig. 5 Main power specification.

stochastically. Fig. 3 and 4 show two possible traces of a main
and backup power source. In both traces, main power failure
occurs at exactly 3 hours. However, backup power activation
fails in Fig. 3, while succeeding in Fig. 4. Once activated, it
manages to prolong power output by 2 hours, resulting in the
system continuously outputting power for 5 hours instead of
3, as would be the case without the backup.

We view these traces as samples drawn from some under-
lying probability distribution. For example, the main power
trace might be drawn from the process of Fig. 1 and the
backup trace from Fig. 2. Such an underlying probability
distribution is referred to as a behavior. As a result, spec-
ifying the two components amounts to specifying two sets
of behaviors; thus, we must translate the natural language
specifications to sets of “allowed” probability distributions.

Figure 5 depicts the specification for the main power
source in terms of the behaviors it contains, represented by
the gray region. The convention used here is that a behavior,
represented by the cumulative distribution function (CDF)
of the time to failure, implements the specification if it lies

-
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Fig. 7 Top-level specification.

completely within the gray region. Note that the region ex-
tends to positive infinity along the horizontal axis. To better
understand this graphical representation of the specification,
an example behavior, drawn as a CDF, is included inside the
region. Note that this CDF in fact represents the behavior
generated by the process of Fig. 1, following the exponential
distribution exp(%).

The backup specification is depicted in Fig. 6 using a
similar approach. However, this region does not represent a
set of failure CDFs, but instead a set of success probabilities,
given as functions of the time when the main power failure
occurs. Here, success means that the backup is able to output
power for at least 2 hours. The example behavior shown
within the region corresponds to a backup power source that
needs 2 hours to charge, and, once charged, has a success rate
of 85% regardless of when the main power fails. Note that
whenever the assumption is unfulfilled, nothing is required
of the backup. That is, within the first 3 hours, all success
rates from 0% to 100% are allowed.

Lastly, the top-level specification is depicted in Fig. 7,
showing a region of allowed failure CDFs of total power out-
put, ignoring whether the main or backup is responsible for
outputting it. The question now is: Does the composition of
the two component specifications refine the top-level speci-
fication? The purpose of the rest of the paper is to formalize
these notions of traces, behaviors, and specifications, and
to introduce an algorithm for verifying refinement between
specifications.
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3 A theory for specifying stochastic
behavior

Looking back at the core problem described in Sections 1
and 2, our goal in this section is to develop a theory that
enables us to: (1) represent stochastic behaviors over input
and output, (2) represent and compose specifications over
such behaviors, (3) reason about implementation and refine-
ment, and (4) express specifications using a contract-based
approach.

In short, a behavior is meant to represent the possible ex-
ecutions, or traces, of a component, as well as how likely
they are. We represent a trace as an assignment of values
to variables at each point in time and a behavior as a prob-
ability measure over traces. The motivation for choosing a
trace-based approach is its generality—no particular mod-
eling formalism for generating the traces is assumed. We
will also extend behaviors to incorporate input as well as
output, calling them input/output behaviors. In accordance
with [24], a specification is simply the set of all input/out-
put behaviors that implement it, and a specification refines
another if each behavior implementing it also implements
the other. Thus, the framework presented in this paper con-
stitutes an instantiation of the main part of [24]. Lastly, we
present probabilistic automaton contracts (PACs) as a syntax
for expressing specifications.

3.1 Traces

We consider a universal set of variables X = {x1,x2,...,X,},
n > 1, each x; € X ranging over a non-empty set Vy, of values
with cardinality not greater than the cardinality of R. Given
a non-empty set of variables £ C X, a valuation for E is
a function v : E — |,, ex Vi, associating each x; € E with
a value in its range Vy,. The set of all possible valuations
for a non-empty set £ C X is denoted val(E). Throughout
the paper, we often use notation of the form {x; vy, x; —
v2,. .. } to denote the function associating x; with vy, x, with
U7, and SO on.

To define traces, we use a continuous-time semantics
based on interval sequences [25]. We only consider traces
that do not exhibit so-called Zeno behaviors, in which a sys-
tem changes state an infinite number of times within a finite
time interval [25, 26]. In [25], this avoidance of Zeno be-
haviors is referred to as the finite-variability condition and is
stated to be an adequate assumption for modeling discrete-
state systems.

A time interval I C Ry is a bounded subset of the non-
negative real numbers, taking the form [a, b) where a,b € R
and a < b. For any interval I C R, let /(I) denote the left
endpoint of 7 and r(I) denote the right endpoint of /. Two
intervals 11 and I, are said to be adjacent if r(1;) = [(I5). Let
N denote the non-negative integers {0,1,2,...}.
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Definition 1 (Interval Sequence [25])

An interval sequence is an infinite sequence of time intervals
IpIi I, ... that partition the non-negative real line such that,
for each i € N, the intervals /; and /;; are adjacent.

Given a non-empty set £ C X of variables, a timed
valuation sequence over E is a pair y = (¥,I) where v =
YoviVvz2 ... is an infinite sequence of valuations v; € val(E)
and I = Iyl L, ... is an interval sequence. To later define
traces, we first introduce the notation y* to allow us to
represent a timed valuation sequence y as a functions of
time rather than a pair of sequences. Simply put, y* maps
each point in time to the corresponding valuation in 7.
More formally, given a timed valuation sequence y over
E, let y* : R5o — val(E) be the function such that, for
each i € N and time ¢ € I;, y*(t) = v;. For instance, if y
is the timed valuation sequence (({x — 1},{x — 0}, {x —
1L {x—0},...),([0,1),[1,2),[2,3),[3,4),...)), then y* is the

function
. {x—> 1} ifre[2i,2i+1)
Y=

{x—0} ifre2i+1,2i+2),

where i € {0,1,2,...}.

Definition 2 (Trace)

Given a non-empty set of variables E C X, a trace over E is
a function 0 : R — val(E) such that there exists a timed
valuation sequence y over E satisfying y*(¢) = 6(¢) for each
t eRyp.

Example 1 (Trace)

Consider again the trace depicted in Fig. 3. Let x,, and x,
be two variables ranging over {on,off}, representing main
and backup status, respectively. In accordance with Defi-
nition 2, we represent the trace as the function 6 : Ryo —
val({x;,xp}) such that

t€[0,3)

{xm > off, x;, > off}, t€[3,00).

0(1) = {{xm — on, xp > off},

Note that, since time intervals take the form [a, b), traces
are intrinsically right-continuous. This restriction is not nec-
essary for defining the framework and algorithm, but it makes
the timed semantics of trace automata in Section 3.5 more
intuitive and the later-presented o--algebra simpler to define.
Due to their avoidance of Zeno behavior, traces are es-
sentially multivalued piecewise constant functions. As such,
they cannot explicitly express properties about continuous
change of values. However, note that time nonetheless moves
over the dense domain R . It is also possible to view each at-
tained value in a given trace as a general logic proposition that
holds true at the corresponding time. Using an appropriate
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interpretation, such propositions can represent the grouping
of possibly uncountable sets of “underlying” values. Traces
over such propositions thus encapsulate truly continuous un-
derlying traces, but lose the exact continuous information
as a result of discretization. In other words, piecewise con-
stant functions do not impose a restriction on the underlying
systems, but rather on the timed properties that can be ex-
pressed for them. This is a common restriction within formal
verification, where, for instance, timed automata and tem-
poral logics often use logical propositions to obtain similar
discretizations.

Let tr(E) denote the set of all possible traces over E. By
convention, let tr(0) = 0, i.e., the set of all possible traces
over the empty set of variables is itself empty. Furthermore,
for any trace 6 € tr(E) and non-empty set E’ C E of vari-
ables, let 6| denote the projection 6" : R — val(E’) such
that V1 € R5o.Vx € E’.0'(¢)(x) = 0(t)(x).

Definition 3 (Valuation Change)

Given a set E C X of variables and a trace 6 € tr(E) over
E, a valuation change in 0 is a time-point ¢ € R such that
there exists a real positive number € satisfying Ve’ > 0. €’ <
€ = 0(t—€)£6().

Example 2 (Valuation Change)

Consider the trace depicted in Fig. 4 and let the variables x,,
and x; denote main power status and backup power status,
respectively. The time 3 h is a valuation change, at which
the valuation changes from {x,, — On, x;, > Off} to {x,,, —
Off, xp = On}. Time 5 h is also a valuation change in which
the valuation changes from {x,, — Off, x;, — On} to {x,, —
Off, x;, — Off}. Other valuation changes are not depicted in
the figure.

3.2 Behaviors

To formalize a notion of probability over traces, we will use
probability measures, which are a generalization of proba-
bility distributions. The motivation behind using these is that
they enable a completely general framework, including con-
tinuous, discrete, and mixtures of continuous and discrete
distributions. They also facilitate a proof of correctness for
the later presented refinement verification algorithm.

We first need to establish a o-algebra on traces. That is,
we need to specify the sets of traces that are measurable.
Assume that each trace contains at most finitely many valu-
ation changes, bounded by a number M. Note, however, that
the bound M need not be calculated or chosen explicitly, but
is rather assumed for theoretical reasons to assure a finite-
dimension sample space for reasoning about probabilities.
Note also that, since traces are non-Zeno, they automatically
contain at most finitely many valuation changes if we are
only interested in finite time, for instance the lifetime of the

considered system. Furthermore, due to software running on
fixed clock periods, together with an inherent inertia within
physical systems, bounded system lifetime often implies a
bounded number of valuation changes for cyber-physical sys-
tems in practice. Even systems with unbounded lifetimes may
be guaranteed to enter a final state, e.g., success or failure,
after which the remaining valuation changes can be ignored.

To define a o-algebra on traces, we first show that each
trace can be represented as a single point in a finite-dimension
real coordinate space. Using such a representation, we can
simply adopt the corresponding Borel o--algebra. Let E C X
be a non-empty set of variables and 6 an arbitrary trace
over E. Then 8 can be uniquely represented as a collection
of the time-points for each valuation change together with
the sequence of valuations themselves. Each trace is then
uniquely determined using M + 1 valuations and M time-
points. Since each range Vy, for x; € E has cardinality not
greater than that of R, we can represent each valuation as a
real number. The set tr(E) of all traces over E can therefore
be represented using a subset of R?M*!. Thus, to specify the
measurable sets of traces, we may use the Borel o-algebra
B (RZM *1). This connection between a set E of variables and
the corresponding o -algebra on traces over E is captured in
the following definition.

Definition 4 (The o-algebra B(E))

Given a non-empty set E C X of variables, let 8(F) denote
the Borel o-algebra B(R?M*!), where M is a global upper
bound for the number of valuation changes in traces.

See Appendix B for details about the trace sets contained
within the o-algebra B8(E) for E C X. This is the o-algebra
we use for the following definition of a behavior. With slight
abuse of notation, we make no distinction between traces 6
and their corresponding representatives in R?¥*+!, Thus, we
consider the pair (tr(E), B(E)) as a measurable space for
any non-empty set £ C X.

Definition 5 (Behavior)
Given a non-empty set of variables E C X, a behavior over E
is a probability measure B defined on the o-algebra B(FE)
satisfying B(tr(E)) = 1.

Note that the preceding definition includes the condition
that S(tr(E)) = 1. This is to ensure that all probability mass
is distributed between valid traces rather than arbitrary points
in R?M*1 not corresponding to any trace.

Example 3 (Behavior)

Consider again the main power behavior of Fig. 1 and let x
be a variable ranging over {0, 1} with 1 representing power
and O representing failure. Let us figure out what such a
behavior 8 would look like within the context of Definition 5.
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Each trace of the component can be represented as a vector
(1,£,0), representing that x changes value from 1 to 0 at time
t. That is, since the component moves from a state of power
generation to failure, and never back in the other direction, the
probability mass of e.g. traces taking the form (1,7;,0,%,,1)
is 0. On the other hand, for any set ® of traces of the form
(1,£,0), it suffices to view each trace through the time ¢ of
failure, which is exponentially distributed according to Fig. 1.
More precisely, the probability S(0) is uniquely determined
by an exponential distribution with parameter 1,/20.

Let beh(F) denote the set of all possible behaviors over
a non-empty set £ C X of variables. We now extend be-
haviors into input/output behaviors, which intuitively have
control over output variables while being dependent on input
variables.

Definition 6 (Input/Output Behavior)

Given two disjoint sets of variables I C X and O C X, where
O is non-empty, an input/output behavior from I to O is a
function B : tr(I) — beh(0).

Given a possibly empty set / € X and a non-empty set
O C X of variables, let beh(Z,0) denote the set of all possi-
ble input/output behaviors from 7 to O. Furthermore, for any
input/output behavior B from I to O, let in(B) and out(B)
denote the sets / and O of input and output variables, respec-
tively, and, for ease of notation, let og denote the o-algebra
B(0) of B(-). From now on, “input/output” is often abbrevi-
ated as I/0.

Consider the special case of /O behavior where I = 0.
Then an I/O behavior from / to O is a function 8: 0 —
beh(0). That is, B is a nullary function, or, in other words, a
constant, taking a value from beh(O). Thus, the I/O behavior
from I to O reduces to a behavior over O, which means that
I/O behaviors are a generalization of behaviors.

3.3 Composition of behaviors

When composing two behaviors 8; and S3,, we restrict our-
selves to the case where ) has no input, and its output is
exactly the input of B, i.e., in(B;) = 0 and out(B;) = in(B,).
Since these restrictions concern only the variables being
used, checking that they are satisfied is trivial. The restric-
tions result in the convenience that composing () with 3,
results in yet another behavior without input. However, this
also implies that “open” systems with unresolved input can-
not be constructed using such a composition. It is also not
possible to directly compose behaviors 8, g/, B’ if either (a)
B has input from both 8’ and 8" or (b) both 8’ and 8" have
input from . Clearly, a less restrictive definition of behavior
composition can be created. For instance, whenever 8’ and
B’ have no shared input or output variables, we could define
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composition for cases (a) and (b) by first constructing the
product measure of 8’ and 8’ and then composing it with .
Furthermore, to enable the construction of open systems, we
could remove the requirement that in(8;) = 0 and, loosely
speaking, apply composition of 81 and 3, for each input trace
of B1. However, these generalizations are left out of scope of
the current paper.

Another implication of the two restrictions is that it is
not possible to compose behaviors whose inputs and out-
puts form a cycle. However, this is also the case with
Bayesian networks, which are defined using directed acyclic
graphs [27, 28] and for which the theory illustrates under-
lying difficulties in handling cycles in probabilistic mod-
els [28]. These are closely related in the sense that they, too,
describe the joint probabilities of components that depend
on each other. Despite not supporting cycles, their useful-
ness has nonetheless been proven in numerous applications
in all kinds of domains [28]. Thus, lifting these restrictions
lies outside the scope of the present paper, which comprises
a first attempt at devising a framework and algorithm for
verifying refinement between specifications.

The composition of B; and f,, denoted Bi||B;, is the
1/0 behavior from in(B;) = 0 to out(B;) U out(3,) formed
as follows. We first assume that S,(-)(®;), for any fixed
®,, is a measurable function from the measurable space
(tr(out(B1)),0p,) to the measurable space ([0, 1], B([0,1])).
Since both 8 and f3, are non-negative and finite, this is equiv-
alent to assuming that 8,(-)(®;) is Lebesgue integrable. Note
that I/O behaviors are not meant to be constructed explicitly,
but rather seen as theoretical support for the later defined
concepts of specifications, refinement, and probabilistic au-
tomaton contracts. Thus, checking fulfilment of this assump-
tion is not necessary in practice, but may nonetheless be done
using standard results from measure theory.

In the definition of behavior composition, we use the no-
tation o, ® op, to denote the o-algebra generated by the
Cartesian product o, X 0p,, i.e. 0, ® 0, = 0(0p, X 0p,).
According to [29] (Thm. 5.8.1 and Thm. 2.4.3), B4/|82(-) de-
fined as S1]|82(©1 X ©2) = f@] B2(01)(©2)B1(db),) is a prob-
ability measure of sets ®; X O € 0, X 0p,, and its unique
extension is a probability measure on the product o--algebra
0B, ® 0p,. This result s the basis for the following definition.

Definition 7 (Composition of I/O Behaviors)

Let B; and B, be two I/O behaviors such that in(8;) = 0,
in(B,) = out(B;), and, for any @ € op,, the function
B2(-)(®7) is a measurable function from (tr(out(Bi)),0p,)
to ([0,1],B([0,1])). The composition of B and 3, denoted
Bil|B2, is an I/O behavior from 0 to out(B;) U out(B),i.e. a
probability measure

BillB2 € beh(out(B;) U out(B2)) ,
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defined by

,31||ﬁ2(®1><®2)=‘/® B2(01)(®2)B1(db1)

and its unique extension defined on o3, ® 0, = B(out(B;)U

out(f2)).

3.4 Specifications

Definition 8 (Specification)

Given two disjoint sets of variables I C X and O C X such
that O is non-empty, a specification X from I to O is a subset
of the I/O behavior beh(/,0), i.e., £ C beh(7,0).

Example 4 (Specification)

Consider again the main power specification depicted in
Fig. 5 and let x,,, be a variable that ranges over {on,off}
and represents the main power status. Formally, the specifi-
cation is the set of all I/O behaviors 8 such that B()(®) < 0.3
whenever O consists of traces 8 for which 6(¢) = {x;,, — off}
for some time 7 € [0,6).

Definition 9 (Implements)
An I/O behavior 8 from [ to O implements a specification X
from I to O if B e X.

Definition 10 (Refines)
A specification X from I to O refines a specification X, from
ItoOif X, C %;.

Example 5 (Refines)

Let X denote the specification in Example 4, which repre-
sents the main power specification of Section 2. Recall the
main power behavior depicted in Fig. 1, containing a single
exponential distribution. Let us consider the possible param-
eters to the exponential distribution causing the behavior of
the component to implement X. More precisely, let Zey, be
the set of all behaviors B such that 8() is an exponential
distribution and B()(®) < 0.3 whenever ® consists of traces
6 for which 6(¢) = {x,, — off} for some time ¢ € [0,6). Then
Zexp refines X, but X does not refine Zeyp.

The preceding example highlights that exponential distri-
butions are a special case of behaviors. In fact, since behav-
iors are defined as general probability measures, any concrete
class of probability distributions over traces is a special case
of behaviors. The example also shows that specifications can
be constructed to consist solely of a particular class of dis-
tributions, in this case the class of exponential distributions.

Given a possibly empty set / C X and a non-empty set O C
X of variables such that I and O are disjoint, let spec(Z,0)
denote the set of all possible specifications from 7 to O. We

extend the notation in(X) and out(Z) from I/O behaviors to
specifications in the obvious way.

Note that, according to Definition 7, $1]|3, is only de-
fined for cases where in(B;) = 0, in(B,) = out(B;), and
B2(-)(®7) is a measurable function from (out(g;),0p3,) to
([0,1],B([0,1])). Behaviors fulfilling these conditions are
said to be compatible. Likewise, two specifications £; and
Y, are said to be compatible if each 5| € X; is compati-
ble with each B8, € ¥,. Note that a prerequisite for this is
that in(Z;) = 0 and out(X;) = in(X;). Again, the following
definition is in accordance with [24].

Definition 11 (Parallel Composition of Specifications)
Given two compatible specifications X and X, the parallel
composition of ¥ and X, , denoted X||Z,, is the specification

ZillZ2 = {BillB2 | B1 € Z1, B2 € 22}

The essence of this definition is that we can take any pair
B1 €% and B, € Xy, and be sure that 3|8, € Z||Z>.

3.5 Trace automata

The specification language presented in this paper, as well
as its semantics and the refinement verification method, are
based on timed automata, as introduced by Alur and Dill [30,
31]. The following definitions follow closely this literature,
except that traces are assumed as input, rather than timed
words, to fit the current setting.

Let a clock be a variable ranging over the entire timeline
Rso. We use the notation v¢ for a valuation for clocks from
a set C, as opposed to v, which is used for a valuation for
variables from X. Fort € R, let v¢ +t denote the clock val-
uation {c — vc(c) +1t| c € C}. Given a set C = {cy,...,c;}
of clocks, a clock constraint 6 on C is defined inductively by
the grammar

du=c~k|O6ANS|EVE]| 0,

where ¢ ranges over clocks C, ~ € {<,<,=,>,>}, and k
ranges over rationals Q. A clock valuation v¢ for C is said to
satisfy a clock constraint § on C if §[c; — ve(cy),...,c —
ve(cp)] evaluates to true in the usual logic sense. Note that
it is possible to formulate clock constraints true and false,
being satisfied by every clock valuation and being satisfied
by no clock valuation, respectively. Given a set C of clocks,
let A(C) denote the set of all possible clock constraints on C.

Definition 12 (Timed Automaton)

A timed automaton is a tuple A = (V,L, ly,C,—,F) where
V is a non-empty alphabet, L is a non-empty finite set of
locations, Iy € L is a start location, C is a non-empty finite
set of clocks, — C L x V x2¢ x A(C) x L is a transition
relation, and F C L is a set of accepting locations.
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For a timed automaton A = (V, L,ly,C,—,F),let Vg, LA,
los, Ca, = a and Fg denote the elements V, L, Iy, C, —,
and F, respectively. Note that in accordance with e.g. [31, 32]
we enforce finite sets of clocks and locations and in clock
constraints compare clocks only to rational numbers & € Q.
These conditions ensure finite search spaces for the path ex-
plorations of timed automata, see more details in Section 4.
Note also that we do not allow invariants in the form of clock
constraints within locations that must hold at all times. This
restriction is made for simplicity, and adding support for
such invariants would not restrain the method for verifying
refinement presented in Section 4. Furthermore, introducing
invariants would only require minor additions to the seman-
tics of timed automata, or, alternatively, be treated by using
a translation into additional (perhaps implicit) locations and
transitions. Using such a translation, the violation of an in-
variant may be represented by a transition into a designated
“trap” location.

A timed automaton is said to be deterministic if, for each
pair of distinct transitions originating from the same loca-
tion and sharing the same alphabet symbol, there exists no
clock valuation satisfying the clock constraints of both tran-
sitions. As will become evident in the definition of a run,
even deterministic timed automata allow a sort of timed non-
determinism, in which the clock constraint of a transition
is satisfied, yet time may pass without the transition being
used. However, to ensure that each trace gives rise to exactly
one sequence of locations, we require that no transitions are
“missed”. That is, whenever a transition can be made, then
it eventually will be, before any others are made.

In what follows, only a special class of timed automata,
called trace automata, is considered. These are characterized
by the fact that their alphabets consist of variable valuations,
resulting in the ability to read traces as input.

Definition 13 (Trace Automaton)

Given anon-empty set E C X of variables, a trace automaton
for E is a deterministic timed automaton A = (V, L,ly,C,—
,F) such that V = val(E).

Example 6 (Trace automaton)
Let x be a variable that ranges over R. Consider the following

automaton:
e O
—
c<2

It contains a single clock ¢ and a single transition from a
location Iy to an accepting location /; on the condition that
x takes the value O within 2 time units. The exact semantics
of such an automaton, as well as its interpretation as a set of
traces, is explained in the remainder of this section.
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We define the semantics of trace automata in the following
definition of a run. Simply put, a run of an automaton A on a
trace 6 is the sequence of steps that the automaton takes while
reading 6. In each step i, both the location /; and the time
interval [; spent there are recorded together with the next
clock valuation v¢,,, and the clocks R;.1 to be reset upon the
next step. Given a run, the time intervals I; may be split up
into smaller pieces to form yet another run with more steps,
meaning that runs are not unique. At each new step i + 1, the
automaton takes any outgoing transition {/;, vii1, Ri+1,6,1i41)
if, at the start of the new time interval ;,;, ¢ is satisfied and
6 outputs v;4+1. This increases the clock valuation by the
time spent between the two steps and then resets the clocks
in R;4+1. If no such transition exists, the clock valuation is
simply increased by the time spent between the two steps.

Definition 14 (Run)

Given a set E C X of variables, a trace automaton A =
(V,L,ly,C,—,F) for E, and a trace 6 over E, a run p of A
on 6 is a (finite or infinite) sequence

R R R

p=—> (lo,Jo) — (I, Iy) — (b, L) —> -~
VCO VCl VCZ VC3

where v¢, € val(C) are clock valuations, ; € V arelocations,

Io1 1, ... is an interval sequence, and R; C C are clock sets,

such that the following holds:

* For each clock ¢ € C, the initial valuation v¢, satisfies
ve,(c) =0.

* For each i € N, the trace 6 remains constant throughout
the interval ;. That is, for each z,¢" € I;, the equality 6(¢) =
6(¢”) holds.

 For each i € N, if there exists a transition {/;,v,R,8,l) in
— such that
- v=0(r(1;)),

— the clock valuation v¢, + r(I;) — I(1;) satisfies ¢,

then it holds that R;1; = R, VCing = (VC[ +r(l;) — l(],)) X
[Ri+1 + 0], and [;;; = [. That is, the transition is made.
If no such transition exists, then Ri11 =0, v¢,,, = (v, +
(r(I;) = I(I}))), and [;+1 = I;. That is, no transition is made.

e For each i € N, if there exists a time [(/;) <t < r([;) and a
transition {/;,v,R,d,[) in — such that
- v=00),

— the clock valuation v¢, + t — [(I;) satisfies &,
then also

- v=0(r(l;)),

— the clock valuation v¢, + r(I;) — I(I;) satisfies J.
That is, the transition is not missed.

Example 7 (Run)
Consider the trace automaton from Example 6 and let 8 be
the trace

t€[0,1)

B {x — 5},
6(0) = t € [1,inf) .

{x— 0},
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One possible run of the automaton on the trace 6 is the
sequence

0
(I [0, 1)) —— (I}.[1,00)) .
p1 {c=o}(0[ ) {Czl}(l[ )

Since the automaton must transition at time ¢ = 1 when the
trace changes values, all other possible runs can be con-
structed by splitting the intervals into smaller pieces. For
instance,

0
= 1p,[0,0.6 lp,[0.6,1
02 m(o[ ))m(o[ )

0
{e=1}

is another possible run.

Given a run p, let p* denote the function associating each
time-point with the current location in p. That is, given a run

R R R
p=— (lo.Ip) — (I1,1})) —> (l,[) —> --- of a trace
vc ve

YCy 1 2 VC3
automaton A = (V, L, ly,C,—, F), the function p* : Ry — L
satisfies p*(¢) = [; foreachi e N and r € I;.

Given a trace automaton A, a trace 6, and a run p of A,
let A(H) denote the sequence of locations visited along p*.
Note that, since any trace automaton A is deterministic, all
runs of A on any given trace 6 share the same sequence of
locations A(6H).

Definition 15 (Path)

Given a set E C X of variables and a trace automaton A =
(V,L,ly,C,—, F) for E, a (finite or infinite) sequence x
of locations from L is a path of A if there exists a trace
6 € tr(E) such that 7 = A(H).

Given a trace automaton A for E, let paths(A) denote
the set of all possible paths of A.

Definition 16 (Terminating)
Given a set E C X of variables and a trace automaton ‘A for
E,if each path 7 € paths(A) is finite, then A is terminating.

Henceforth, we will only consider terminating trace au-
tomata. This is done both for the sake of simplicity and to
provide a refinement verification algorithm that is guaran-
teed to terminate. Note that terminating automata still allow
us to express safety properties over infinite traces, such as
“The system shall never crash”. It can also be noted that
some types of liveness properties are not possible to express
using terminating automata, such as “At all times, each re-
quest shall be followed by an answer”. However, we can still
express liveness properties such as “The system eventually
finishes”, or liveness within bounded time, such as “During

the system lifetime of 10,000 hours, each request shall be
followed by an answer”.

Let Ag denote the set of all terminating trace automata
for any non-empty set of variables £ C X, and let Ag =0
by convention. For a path 7 = Iyl ...[; of an automaton
A € Ag, let last(r) denote the last visited location I.
Furthermore, if 7 is a path of A, then let ® #(7r) denote
the set of all traces 6 € tr(E) corresponding to . That is,
O4(r)={60 € tr(E) | A(0) = n}. As an extension, if [T is a
set of paths of A, then ® #(IT) = {® »(7) | 7 € I1}.

Definition 17 (Accepts)

Given a non-empty set E C X of variables, a terminating
trace automaton A € Ag, and a trace 6 € tr(E), A accepts
0 if last(A(H)) € F.

For any terminating trace automaton A € Ag, let [A]
denote the set of all traces that ‘A accepts. Note that, ac-
cording to Proposition 5 in Appendix B, such trace sets are
op-measurable for any behavior § over E.

Example 8 (Accepts)

Consider the trace 6 from Example 7 and the automaton A
from Examples 6 and 7. From the runs of Example 7, we
see that A(0) = lpl; and last(A(P)) =[;. Since [} € F is
an accepting location, the automaton A accepts 6. Due to
the clock constraint ¢ < 2, the set [(A] is the set of all traces
in which x takes the value O within 2 time units. That is,
[Al={0 € tr({x}) | Tt €[0,2) . 6(¢)(x) = O}.

Given trace automata A; € Ag, and A, € Ag,, the com-
position of A; and Aj, denoted A,|| Ay, is the trace au-
tomaton giving their joint run. In simple terms, whenever
two individual transitions of A; and A, agree, they give
rise to a joint transition of A;||A, that encapsulates the ef-
fect of them both. To cover the remaining possibilities, each
individual transition of A;, i = 1,2, also gives rise to a joint
transition that encapsulates the effects on (A;, while the other
automaton remains stationary. This is captured in the follow-
ing definition.

Definition 18 (Composition of Trace Automata)

Let Ay = (V1,L1,lp,,C1, —1.F1) € Ag, be atrace automaton
for Ey and Ay = (Vp, Lo, 1y,,Co,—2, F2) € Ag, be a trace
automaton for E;. Then the composition of Ay and Aj,
denoted A||A», is the timed automaton A || A, = (val(E; U
E), Ly X Ly, (lo,, lo,), C1 U Ca, —1]|—2, F1 X F>) where —|
—, is the smallest set such that, for each pair of locations
(I1,1h) € Ly X L, and each valuation v € val(E| U Ej3),

(i) it contains a transition

(I, 1), v,r1 Urp, 61 A 62,11, 1))
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Fig. 8 A trace automaton A, l
c1 <5
i j{xl — 1}@
|
i : cy >3
{r2 = 1}@

true A co > 3,
{zy — 1}

Fig. 9 A trace automaton A,

c1 <5A(eq > 3),
{z1 - 1,29 — 1}

c1 < 5 A true,
{Il = 1,I2 — 0}

cp <H5ANcg >3
{$1H1,$2>—)1}

—(c1 <5)ANeca >3,
{z1 = 1,29 — 1}

true A\ cg > 3,
{Il — 07562 — 1}

c1 < 5 A true,
{.’L‘l = 1}

Fig. 10 The composition A;||A>

for every pair of individual transitions (/1,v,r|,0 l,ll’ Y e
—1 and <12,V2,r2,52,lz’> € — satisfying v| = v|g, and
Vo = V|E2.

(ii) it contains a transition

(i, 1), v,r1,61 A =6,(1], 1))

or a transition

((l1,1),v,r2,76 A 62,(11,13))

for every individual transition (li,vi,ri,di,li' YE >, i=
1,2, satisfying v; = v|g, and such that the following
holds. Let i’ = 3 — i denote the other of the two compo-
sition components, and let 5i;,5i§,~ .. be all clock con-
straints corresponding to transitions (l,-r,vir,rl-/,éi/j,li’,) €
— satisfying v = v|g,,, that is, being mutually exe-
cutable. Then § is the clock constraint 6,-; \Y 5% Vi,
If no such clock constraints 6,-;,6,5,. .. exist, then ¢ is
the clock constraint false, implying that —¢ is the clock
constraint true.

Given a joint location [ = (I1,12) € L, 5,, let I|#, and
l|#, denote the individual locations /; and /, respectively.

Example 9 (Automata Composition)

To illustrate Definition 18, Fig. 8-10 depict two simple
trace automata A € E| and A, € E,, and their composition
A A,. Assume that, fori € {1,2}, E; = {x;} where x; ranges
over the set {0, 1}. Thus, for each E;, there are only two possi-
ble valuations {x; — 0} and {x; — 1}. For joint transitions of
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Aj||A,, we will use shorthand notation such that e.g. a tran-
sition with the constraint {x; — 1} represents two distinct
transitions, where one has the constraint {x; — 1,x; — 0}
and the other has the constraint {x; + 1,x; — 1}. Consider
the cases (i) and (ii) from Definition 18. The composition
A1||A; contains only one transition from the case (i), namely
from (ly, lp) to (,11). This transition corresponds to both A
and A, transitioning at the same time. The remaining six
transitions are from the case (ii), the four rightmost being
cases where a tautology rrue is added. To see why such tau-
tologies are introduced, consider the individual transition of
A, as the joint automaton is residing in the location (ly, ;).
As Aj has no outgoing transitions from [, it should not
matter what the value of the clock ¢, is. And in fact, a tau-
tology on ¢, accurately represents this non-condition, while
still allowing the transition to neatly fall into case (ii) instead
of needing a separate case.

Proposition 1
Given terminating trace automata A, and A,, the compo-
sition A || Ay is also a terminating trace automaton.

Proof

We need to prove that A;|| A, is both deterministic and
terminating. We begin by proving termination. Assume the
contrary, namely that there exists a trace 6 causing the path
(A4||A2)(O) to be an infinite sequence. Let E;, for i = 1,2,
denote the set of variables such that A; is a trace automaton
for E;. Since each transition of Aj||A, corresponds to at least
one transition of A or Aj, it must be the case that either
A1(0|g,) or Az(0|E,) is an infinite sequence. However, this
contradicts the premise that both A; and A, are terminating.

To prove determinism, consider a location (I1,/) € Ly X
L, a valuation v € val(E| U E;) and two distinct transitions
((l1;1),v,R, 61 A 62, (1], 1)) and {(I1, 1), v, R, 61 A 05, (1", 1))
in —||—;. We want to show that their clock constraints mu-
tually exclusive in the usual logic sense. We have three cases:
either both transitions are of the form (i) of Definition 18, or
both transitions are of the form (ii), or one is of the form (i)
and the other is of the form (ii).

If both transitions are of the form (i), then, for either
i=1ori=2,6; and 9] are clock constraints of two distinct
transitions of A;. Because A; itself is deterministic, there
exists no clock valuation vc satisfying both ¢; and ¢; and
thus no v¢ satisfying both 6; A 6, and 6] A 6.

If both transitions are of the form (ii), either (a) they are
the result of two distinct transitions from the same automaton
A;,i €{1,2},or (b) one is from A; and the other is from A,.
For case (a), the same reasoning as above applies. That is,
the two individual clock constraints are mutually exclusive,
implying that so is the case for the two joint transitions.
For case (b), without loss of generality, let §; be the clock
constraint of the transition taken from A; and let §, be
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the negated disjunction —(8;, V 61, V ...) of the other joint
transition, in accordance with Definition 18. Note that each
01, contains only clocks from A;. By Definition 18, the clock
constraint dy is constructed as to be mutually exclusive with
01. Thus, there exists no clock valuation satisfying both clock
constraints of the two joint transitions.

Lastly, if one transition is of the form (i) and the other
transition is of the form (ii), then the reasoning from case (b)
applies again. O

3.6 Probabilistic automaton contracts

For specifying I/O behaviors in practice, we will use a
contract-based approach. A probabilistic automaton contract
consists of an assumption and a guarantee together with a
probability bound. The interpretation of such a contract is a
specification, i.e. a set of behaviors. Intuitively, an I/O behav-
ior implements a contract if, for each input trace satisfying
the assumption, the probability over all output traces sat-
isfying the guarantee respects the probability bound. Both
the assumption and the guarantee are specified using ter-
minating trace automata. An advantage of using automata
rather than temporal logic for specifying system properties
is their flexibility—while temporal logics offer their own ad-
vantages, it may be difficult, or even impossible, to specify
some complex systems using them [33]. In general, it is al-
ways possible to construct some automaton corresponding
to a given temporal logic formula.

For convenience, we will also allow a special non-
assumption T that carries the meaning of always being sat-
isfied. We use the convention that composing any automaton
A with T results in A itself, so that A|| T = T|| A = A. We
also extend the notion of acceptance and the notation [[-] to
the non-assumption T, so that T is considered to accept each
possible trace.

Definition 19 (Probabilistic Automaton Contract)

Given a set of variables / C X, a non-empty set of variables
O C X disjoint from /, an assumption A € A; U{T}, a guar-
antee G € Ajyo, a probability value p € [0,1], and a com-
parison operator < € {<, <, >,>}, a formula ¢ = Po (A, G)
is a probabilistic automaton contract (PAC) from I to O.

Once again, we extend the notation in(¢) and out(¢)
from I/O behaviors and specifications in the obvious way.
For a PAC ¢ = Pop (A, G), let Ay, Gy, Py, and <4 denote
its assumption A, guarantee G, probability value p, and
comparison operator »<, respectively.

To understand trace composition in the following defini-
tion of the interpretation of a PAC, consider two traces 6,
and 6, over disjoint sets of variables E; and E;, respectively.
The composition of 6; and 6, is the trace 6]|6; : Ryo —
val(E] U Ey) such that (61]|62)(t)(x) equals 6, (¢)(x) if x € E;
and 0,(t)(x) if x € E».

Definition 20 (PAC Interpretation)

Given a set of variables I C X, a non-empty set of variables
O € X,and aPAC ¢ = Poap(A,G) from I to O, the interpre-
tation of ¢, written [[@]), is the largest specification, i.e. the
largest set of I/O behaviors from I to O, such that, for each

Bel¢l.

1. if I =0 then B([G]) > p,
2. if I # @ then for each trace 6; € [[(A], it holds that

BO1){bo € tr(0) | 6ill6o € [G1}) > p.

For a PAC ¢ = Pocp(A,G), let ¢¢ denote the PAC
Pose p(A,G), in which the comparison operator has been
complemented, where the complement of < is > and vice
versa, and the complement of < is > and vice versa. The
PAC ¢¢ is called the complement of ¢.

Of course, one could imagine the possibility of creating
more complex, even nested, contract-based formulae follow-
ing a recursively defined grammar. For instance, this might
include combining PACs using negation, conjunction and
disjunction as well as defining an until operator and nest-
ing PACs within PACs. Although this possibility might be
of interest, it lies out of scope of the present paper. Instead,
as introduced in the next definition, we will consider so-
called composite PACs, which consist of multiple PACs and
represent their parallel composition. As with composition
of behaviors and specifications, in the next definition, we
consider only the case of in(¢;) = 0 and in(¢,) = out(¢y).

Definition 21 (Composite Probabilistic Automaton Con-
tract)

Given two PACs ¢, and ¢, such that [¢;] and [¢,] are
compatible, the formula ¢1||¢; is a composite probabilistic
automaton contract (cPAC) with interpretation [¢1||¢2] =
[#11Il¢2]1. Inductively, let ¢; be a PAC or cPAC and ¢, be a
PAC or cPAC such that [[¢ || and [[¢, ]| are compatible. Then
the formula ¢||¢, is a cPAC.

The notation in(¢) and out(¢) is extended also to cPACs
¢, and the notions of implement and refine are extended to
PACs and cPACs by defining that 8 implements ¢ if 8 € [¢]],

and ¢ refines ¢, if [¢1] € [#2]-

4 Verification of refinement

In this section, we present an algorithm for verifying refine-
ment between specifications.

A common technique for formal verification in general,
found throughout literature, is to formulate specifications
using automata and then solve the corresponding language
inclusion problem using automata theory [33, 34]. However,
standard approaches assume a non-probabilistic setting. In
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these approaches, checking the inclusion [(A] C [Ap] is
typically done by determining language emptiness of the
intersection [A] N [Ap]l¢, in which the language of Ay
has been complemented. This is also the foundation for the
method developed in this paper, except here, languages are
sets of I/O behaviors instead of sets of strings. In our context,
we check language emptiness of [¢] N [¢o]€, which repre-
sents a lack of counterexamples to the refinement statement
¢ C ¢g. To account for probability, emptiness of [¢] N [¢o]©
is checked by determining whether a system of linear in-
equalities constraining the probabilities lacks solution.

The algorithm presented here takes two inputs ¢ and ¢g
and outputs true only if ¢ refines ¢o. In this sense, the
algorithm is sound. However, it is not complete, as will be
discussed in more detail later. We assume that ¢ is a PAC
or cPAC ¢ = ¢1||¢2]|. . ||pm, where each ¢;, i =1,...,m, is a
PAC representing a component specification. Furthermore,
we assume that ¢ is a PAC representing the top-level spec-
ification. The intuition for verifying that ¢ refines ¢¢ is as
follows. We want to verify that the set [¢] is a subset of
[¢o], or, equivalently, that the specification [¢] N [@o]€ is
the empty set. This is done by proving that it is impossible
to construct a probability measure that satisfies each bound
Poap(A,G) imposed by either ¢ or ¢i. To do so, we ex-
press each such bound as a linear inequality, resulting in a
system of linear inequalities that can be solved using, e.g.,
the simplex method [35, 36]. Each variable in this system of
inequalities represents the probability value of a joint path
through the automata in ¢ and ¢q. Thus, to express a bound
Poap(A,G) as an inequality, we simply use the conditional
probability of all accepted paths of the guarantee G, given
that they are accepted by the assumption (A, bounded by p
according to <.

Due to the difficulties in solving linear inequalities with
non-strict inequalities, we restrict the PACs such that each
>4, 1 € {1,...,m}, must be one of < or >, and »<,4, must be
either < or >. In words, we assume that the probability bound
of each ¢;, i > 1, is non-strict and the probability bound of
¢o (which will be complemented) is strict. This restriction
is often insignificant in practice, since any PAC with non-
strict bound can be approximated to arbitrary precision by
one with a strict bound, and vice versa.

Pseudocode for the algorithm is presented in Algorithm 1.
Here, the variable ineqs stores the set of linear inequalities.
Initially, on line 3, it stores only the equality representing
the total probability of the paths being equal to 1. Note that,
in the algorithm, each syntactic path m simply represents a
mathematical variable, which in turn represents to the proba-
bility mass of ® (7). Thus, each inequality added to ineqs
constrains the probabilities of trace sets that correspond to
paths of A. On line 8, ineqs is incrementally updated to
store the inequality generated from the conditional probabil-
ity bound given by each ¢;, i > 1, and by ¢;. The algorithm
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relies on finding all possible paths of a composite automaton
constructed on line 2. Due to Proposition 1, the composite
automaton is terminating, meaning that each such path is
finite. Therefore, there are only finitely many possible paths,
and they can all be found in finite time.

Note that, whenever a solution to the system of linear
inequalities is found, the algorithm outputs unknown rather
than false. This is because the algorithm is not complete.
More precisely, an identified solution to the inequalities
might be spurious in the sense that it represents a behav-
ior not actually implementing all specifications. To see why
such spurious solutions may exist, consider one of the prob-
abilistic contracts ¢; of the composition, and suppose that it
has both input and output variables. Due to Definitions 20
and 21, the composition [¢] respects the probability bound
of ¢; on every input trace satisfying the assumption. How-
ever, the algorithm considers only conditional probabilities
rather than individual traces, and, in so doing, lumps traces
together and forgets some of the “fine resolution”. Thus, any
proposed solution to the system of linear inequalities must
only respect the probability bound of ¢; on average, over
all traces satisfying the assumption. This is a weaker con-
dition than what follows from Definitions 20 and 21, which
may result in spurious solutions. These spurious solutions
are exactly what causes the algorithm to output unknown
even though refinement actually holds. In other words, the
algorithm is not complete. On the other hand, whenever the
algorithm outputs true, it is because no solutions are found
whatsoever. In this case, we can be certain that refinement
does in fact hold, meaning that the algorithm is sound. This
is captured in the following theorem. The lemmas are given
separately in Appendix A.

Theorem 1
A PAC or cPAC ¢1||. . .|| ¢m refines a PAC ¢y if the procedure
Refines(¢i]|.. .|| @m,Po) given by Algorithm I returns true.

Proof

By contraposition. We want to prove that whenever ¢1||. . .||
¢ does not refine ¢, Refines(¢||...|| ¢m,do) does not
return true. To do this, assume there is a behavior S €
beh(out(¢ .. .|| ¢m)) such that B € [¢1]]...[|pn]l and B ¢
[#0]. First, for each i € {0,...,m}, let O; denote out(¢;), A;
denote Ay,, G; denote Gy, , ><; denote »<4,, and p; denote
pg,; - Furthermore, let A denote the composition A || G ||
N AN Ginll Agy | G, and O denote the set out(ei]l. . .||
¢m) = out(gy) of output variables.

Since in(¢;) = 0 and out(¢;) = in(¢,), Lemma 1 im-
plies that, for each B; € [¢] and B, € [¢2], it holds that
Bi(lG11) = BillB2({6 | Blo, € [G1]1})- Note that a condition
for applying Lemma 1 is that [G;] is measurable, which
follows from Proposition 5. Because also each B € [¢1]
satisfies B1([[Gi]]) =1 p1 as per Definition 20, it follows,
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Algorithm 1 Verify that a PAC or cPAC refines a PAC.

1: function RErFINES(¢]|. . .|| dm, Do)
A=Ay NGo .. N1 A, |G, | Agoll Gy
ineqgs « {1 = 2repaths(A) T
for ¢; € {¢1.....¢m. ¢} do
Iln « {n e paths(A) | last(n)|a,, € Fa,,}

HQ/\&’{ (—HG mHA

inegs « ineqs U {(Zﬂengm n) [ (Zrerin ) >, qui}

2
3
4
5
6: Mg « {7 € paths(A) | 1ast(n)|§¢i € Fg¢i}
7
8
9

end for

10: return true if the solution space for ineqs is empty; unknown otherwise

11: end function

that for each B, € [¢2], the composition 3|3, satisfies
BillB2({6 | blo, € [G11}) = Bi([G1]) <1 p1. Furthermore,

since in(¢;) = out(y), it follows from Lemma 2 that

BillB2({0 | 8lo,uo, € [G2]. 8lo, € [A21})
BillB2({0 | Blo, € [A1})

Since once again in(By||B2) = 0, we can repeat this proce-
dure, starting from each By||82 € [¢1]| #2 ], until covering all
Bill-- 11Bm € ¢1ll. . .l ¢m, preserving

B{O|6lo, € G1}) =1 p1 (1)
and, foreachi € {2,...,m},

B8 106lo, .0, €G], Olo,..o._, € [A]})
BHO18lo,..0,_; € [A:})

where O;..0; denotes the union O U O, U ---U O;.

Consider any component automaton M of the composi-
tion A, i.e., M =A; or M =gG; for some i € {0,...,m}.
Then let IT15( denote the set of paths of A ending in an
accepting location of M. That is, [Ty = {7 € paths(A) |
last(m)|p € Fp}- For the non-assumption T, let T de-
note the set paths(A) of all paths of A. Fori e {1,...,m},
we then have

> P2 .

> pi, (2)

{010lo,..0, €G]} =
={0|last(Gi(0lo,.0,) € Fg,} =
={0|1last(A®O))lg, € Fg,} =
= O 4(m € paths(A) | last(n)|g, € Fg,) =
=0a(lg,), )

where the first equality follows from Definition 17, the sec-
ond follows from Lemma 4, the third follows from Lemma 5,
and the fourth is just a notational substitution. Similarly, for
i€{2,...,m},

{9 | 9|01..0{_1 € ﬂﬂl]]} = ®ﬂ(nﬂ,) . (4)

Thus,

{016lo,..0; €G], blo,..0;.; € [A:} =
@ﬂ(ngi ﬁHj{i) . (5

Using (3), we can rewrite (1) to get

BOa(Ilg,)) > p1, (6)

Similarly, using (4) and (5) in the denominator and numera-
tor, respectively, we can rewrite (2) to get

B(OA(lg,)) o

)

forie{2,...,m}.

In order to construct a similar inequality for ¢, first note
that because S ¢ [¢o]l, case 1 of Definition 20 tells us that
B(Gg,) >4, P, does not hold. This means that the com-
plement S([Gg, 1) Mgo D¢, holds. From the definition of the
complement of a PAC, together with case 1 of Definition 20,
this can be stated equivalently as /3([[g¢5 D g P -

Once again, using Definition 17 together with Lemma 4
and Lemma 5,

[Gos1=0a(llg,e),
which implies
BOag,:))><gs pos - ®)

We now want to show that Algorithm 1 does not return
true, or in other words, that the solution space for the
system of linear inequalities generated by the algorithm is
non-empty. This is the case if and only if there exists an
assignment V : paths(A) — R satisfying all generated in-
equalities. We prove the existence of such an assignment V
by choosing V() = (@ #(n)) for each 7 € paths(A).
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We begin by proving that the equality generated on line 3
is satisfied, i.e.,

Vin)=1.
nepaths(A)

Because paths(/A) constitutes a partition of the entire trace
space tr(0), and furthermore B(tr(0)) = 1, countable ad-
ditivity of 8 gives

RNy

mepaths(A) nepaths(A)

) @aw

mepaths
= p(©a(paths(A)))
= B(tr(0))

=1.

BOx(7))

=p

Next, we prove that the inequalities from line 8 are satisfied.
That is, inequalities of the form

/g
T Engi ﬂl_[y(’T

2

ﬂEHﬂi

> Pis

fori € {1,...,m}, as well as for the complemented specifica-
tion ¢;. Note that the paths 7 used in this generated inequality
are purely syntactical, with each path simply being a variable.
This inequality is satisfied by V if

Vi

7r Engi ﬁl'[ﬂl.

2 V(m)

mella;

> Pi - 9

According to Proposition 4, any set ® #(rr) is measurable
whenever 7 € paths(A). Thus, using our choice V(r) =
B(®#(m)) together with countable additivity of 8, we can
prove that (9) is satisfied be rewriting

X V() % BOa()
ﬂEHgi ﬁHy(l. _ ﬂEHgi ﬂH;}[[
> V) Y BOa)
nellg, nelln;
_ BOa(lg, NTlx,))
BO®a(lg,))

whereby (7) implies that (9) is satisfied for the cases i €
{2,...,m}. Moreover, since in(¢) = 0, it must be the case
that A; = T. Thus, 14, = paths(A) and g Nllg, =11g,,
implying that (9) is also satisfied for the case i = 1, since

X V) % V()
ﬂ'EHgl ﬂnﬂl _ ﬂEHgl
> V@ Y Vi
nellq, nepaths(A)

Springer

2 BOa(m)

ﬂEHgl

2 BOa(n)

nmepaths(A)

_ p@©a(lg)
1

><1 pl,

where the last inequality follows from (6).
Lastly, when it comes to ¢, the single generated inequal-

ity

; ZH V(r)
NI,
e g¢6 Jl¢8 . ‘
S V) %P
RGHJ{(I’C
0
is satisfied since
% V(r) Y V(n)
ﬂEHg(P((), ﬂl‘[ﬂ(bg ﬂEHg¢g
> Vo X V)
7r€l'[y;¢(. nepaths(A)
0
_ A@alllg,)
1
o5 Pog o

where the last inequality is the same as (8) and the first
equality comes from the fact that Aye = T, with similar
reasoning as in the case i = 1.

Thus, there exists an assignment V satisfying all inequal-
ities generated by Algorithm 1, implying that Refines(¢||
oo\l ¢m»>d0) does not return true. This concludes the
proof. O

For illustrational purposes, Algorithm 1 is manually ap-
plied to the case from Section 2 in the next section. Imple-
menting the algorithm itself would be straight-forward, with
the two main tasks being path exploration and solving the
system of linear inequalities. Path exploration must take into
account the locations of the automata along with the set of
possible clock valuations at each step of the path. Usually,
these sets of possible clock valuations are partitioned into
regions [31] or zones [32, 37], which can be represented by
difference bound matrices (DBMs) that express constraints
between pairs of clocks [37]. Using DBMs, the successors
of a given zone can be efficiently computed, resulting in a
way to explore the possible paths. The second task, solving
the system of linear inequalities, can be implemented using
standard linear programming approaches, for example using
the simplex method as mentioned earlier.

The main difficulty when developing a useful tool for
checking refinement comes from the fact that the total num-
ber of possible paths, and their lengths, can be very large,
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depending on the automata used in the specifications. There-
fore, practical implementations call for efficient search algo-
rithms and data structures for managing the paths and the
corresponding systems of inequalities. For instance, if a sub-
set of a system of inequalities lacks solution, then so does the
full system. This suggests the possibility to avoid the need
to find all possible paths and construct all possible inequal-
ities, and that heuristics can be used to search for paths in a
meaningful order.

5 lllustrative case study

Recall the two-component system from Section 2 consisting
of a main and backup power source. The purpose of this
section is to solve the refinement verification problem for
the specifications presented there, using the algorithm from
Section 4.

Once again, the natural language top-level specification
is: “The system shall output power continuously during the
first 7 hours with over 45% probability”. To represent this
specification, we can define the PAC

.{pmHO pp — 0}
‘ e <7 @)

Here, the non-assumption is used together with a guarantee
automaton over the considered variables pys and pp, denot-
ing main power and backup power, respectively. Each vari-
able is Boolean, where 1 corresponds to power output and
0 corresponds to no power output. The guarantee accepts
all traces for which the location ok is never left. Looking
at the only outgoing transition, this captures the traces such
that there exists no time-point before 7 hours with neither
main nor backup power. The probability bound put on the
guarantee is > 0.45.

Likewise, the natural language specification for the main
power source is stated as: “Main power failure shall occur
before 6 hours with at most 30% probability”, and for the
backup power source as: “Assuming main power failure oc-
curs after at least 3 hours, then with at least 80% probability,
the backup shall output power continuously for at least 2
hours starting at this time”. These natural language specifi-
cations can be represented by the two PACs

¢() 7D>() 45 (

. {pm = 0}
gb;\f - P20.7(T7 » car <6 )
1+ 0,pp — 1}
cu >3 cg:=0
v GEIQ CEED)
{I’w — 0} {pm = 0,pp — 0} {pp — 0}
ey <3 cp <2

respectively. Because an assumption is present in the natural
language backup specification, the PAC ¢ must include a

(0,0,t,f)

O,

(p.p.ff) (o,p,f,0)

@ cp <2 7( >

-
-

cp <2 ey <3 7
ANey 27 cpy > 7 ,// ey <3 (pr-,t,f)
(0707t70) 77777777 <~ (mo,u,w)
cp <2
Ney <7

Fig. 11 The composition A = ﬂ¢0||g¢0||ﬂ¢Ml|g¢M||ﬂ¢8||g¢3_

corresponding assumption automaton. Here, the assumption
location U denotes undecided, T denotes true and F' denotes
false. The assumption automaton accepts traces in which
main power failure occurs at some time after 3 hours. Mean-
while, the guarantee waits for this occurrence, after which
failure to turn on the backup results in entering the fail loca-
tion; otherwise the ok location is entered. Now, in order for
the guarantee to accept the trace, backup power must be held
for at least 2 hours. After that, the accepting location ok can
never be left.

We now verify that the cPAC ¢||¢p of component speci-
fications refines the top-level PAC ¢. Following Algorithm 1
on the call Refines(¢l|d g, do), on line 2, we first construct
the composition A = Ap |Gl Apr G sri | Aps1Gos - The
resulting automaton is shown in Fig. 11, where only the
reachable part is included, since unreachable locations do
not contribute to possible paths. Such a reachable part can
be computed using standard approaches, see more details
regarding so-called regions and zones at the end of Sec-
tion 4. Note that A is terminating and, as a result, contains
only finitely many possible paths, each of which is itself
finite. Next to each location, there is a tuple giving the ini-
tials of the corresponding individual automaton locations,
e.g., (p,p,f,f) refers to locations pre, pre, F, and fail of Gg,,
Gonr» Apy» and Gy, , respectively. Dashed arrows denote
transitions on the valuation {ps; — 0,pp + 1}, in which the
backup correctly responds to main power failure. Solid lines
originating from location a denote transitions on the valua-
tion {pyps — 0,pp +— 0} in which none of the power sources
output power, and solid lines originating from any other lo-
cation denote transitions on valuations in which the backup
does not output power, i.e., both {pps — 0,pp + 0} and
{pm +— 1,pp — 0}. We use the convention that the clock
constraints of transitions sharing the same source location
and valuation are disjoint, so that e.g. c¢ps < 6 is shorthand
for cpr < 6 A =(cps < 3) as aresult of the transition from a to
b. Lastly, accepting locations of (A are not explicitly marked
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Fig. 12 System of linear
inequalities generated by
Algorithm 1 for the inputs
dumllo s and ¢ from Section 5.

since these are irrelevant. Rather, we use the accepting loca-
tions of each individual automaton, which can be identified
through the corresponding position in the location tuples.

The set paths(A) of all possible paths of A is
{a,ab,ac,acb,ae,aed,aef,af,ag,ah, ahg,ahi,ai}. Using
this, line 3 of Algorithm 1 adds the first inequality of the
system of linear inequalities shown in Fig. 12. In accordance
with lines 4-7, for ¢; = ¢M,¢3,¢8 , we construct the sets
U, and Hg,, g, - The resulting sets are Ha,,, = Hﬂ¢6 =
paths(A) = {a,ab,ac,acb,ae,aed,acef,af,ag,ah,ahg,ahi,
ai}, Hﬂ% = {ae, aed, aef, aej, ag, ah, ahg, ahi, ai},
Hg%,/\g{%. ={a,ac,ae,aed,ah,ahi}, HQ¢M NAgy = {a,ag,
ah,ahg,ahi,ai}, and Hgd,B AAyy = {ae,aej,ah}.Line 8§ then
adds the last three inequalities of Fig. 12. Running a linear
optimization solver, e.g. [38], on this instance shows that the
solution space is empty. As a result, line 10 returns true.
Thus, we have verified that the composition of ¢, and ¢p
refines ¢g. Or, in other words, combining any main power
source and any backup power source implementing its cor-
responding specification will surely implement the top-level
specification ¢y.

6 Related work

A related field is the area of probabilistic or stochastic model
checking. However, in contrast to the present paper, which
treats refinement of specifications, the goal of model check-
ing is to verify that a given model implements a given spec-
ification, see, e.g., [39, 40].

The literature contains various proposed specification
theories for stochastic systems, supporting for instance
constraint Markov chains [14], abstract probabilistic au-
tomata [16], interactive Markov chains [17], and a variety of
probabilistic transition systems [18-20, 22]. In the contract
context, Nuzzo et al. [21] present a specification theory for
probabilistic assume-guarantee contracts. While these pre-
vious theories are based on discrete time, the present paper
gives explicit support for continuous time. Also in the contin-
uous setting, simulation and bisimulation have been studied
for continuous-time Markov chains (CTMCs) [41]. However,
this theory assumes that systems follow a particular stochas-
tic process. Similarly, the rest of the papers above assume a
particular formalism or system structure, in contrast to the
purely trace-based approach of the present paper. The con-
tract theory of [15] is also trace-based, although in discrete
time.

Springer

a+ ab+ ac+ ach + ae + aed + aef + aej + af + ag + ah + ahg + ahi + ai = 1

a+ ag + ah + ahg + ahi+ai > 0.7
ae + aej + ah > 0.8
ae + aed + aef + aej + ag + ah + ahg + ahi + ai —
a+ ac+ ae + aed + ah 4+ ahi < 0.45 .

Both automata and temporal logic can be used for speci-
fying properties of systems. To specify stochastic systems in
continuous time, continuous stochastic logic (CSL) is com-
monly used [10]. The extension CSL™ allows specifying
properties through single-clock automata and has been used
for model checking CTMCs [42]. However, to the best of our
knowledge, none of these theories provide a framework for
analyzing refinement between specifications.

A specification theory allowing compositional reasoning
has been developed for timed I/O automata [43]. In a discrete-
time setting, temporal operators defined by finite automata
are included in a temporal logic presented by [44] as well as
in an extension to computation tree logic called ECTL [33].
However, these frameworks give no explicit support for prob-
abilities.

The systems of linear inequalities generated using Algo-
rithm 1 are essentially instances of generalized probabilistic
satisfiability (GenPSAT), which is an NP-complete prob-
lem [45, 46].

7 Conclusions

In industrial applications, especially for safety-critical sys-
tems, specifications are often of stochastic nature, for exam-
ple giving a bound on the probability that a system failure
will occur before a given time. A decomposition of such a
specification requires techniques beyond traditional theorem
proving.

As presented in Section 3, the first contribution of the
paper is a theoretical framework that allows the representa-
tion of, and reasoning about, stochastic and continuous-time
behaviors of systems, as well as specifications for such behav-
iors. The main goal has been to provide a framework that can
handle reasoning about refinement between specifications in
the form of assume-guarantee contracts. This is needed to
support compositional verification, which in turn plays a key
role in specifying and verifying large-scale complex systems.
A goal has also been to approach the problem from a general
perspective, leading to our choice of representing behaviors
of components as probability measures on sets of traces. The
second contribution, presented in Section 4, is an algorithm
for the verification of stochastic specification refinement by
reducing the problem to checking emptiness of the solution
space for a system of linear inequalities. Future work in-
cludes investigating more efficient versions of the algorithm,
implementations, and experimental evaluation using larger
and more realistic case studies motivated by industry.



Formally verifying decompositions of stochastic specifications

223

Appendix A: Lemmas

This Appendix includes necessary lemmas for proving The-
orem 1.

Lemma 1

Consider compatible specifications X1 and %,, and let O
denote out(X)) and O, denote out(X,). Then, for any be-
haviors By € X1 and B, € X, and any trace set ® € og,, it
holds that B1(01) = B1|B2({6 € tr(0, U 02) | 0lo, € O1}).

Proof
Pick arbitrary behaviors 8; € X1 and 8, € Z;. Since ¥ and X,
are compatible, also 8| and 3, are compatible. We will prove

that B1(©1) = (BillB2){0 € tr(01 U 02) | Olo, € ©1}), or,
equivalently, 81(0;) = B1|[82(0; X Q,), where Q, = tr(0>).
This equality follows from Definition 7 as follows:

BIlB(O) x Q2) = /@ Ba(00)(Q2)B1(d0h)

=/ 181(d61)
(G
= B1(9). (10)

Lemma 2

Consider a cPAC or PAC ¢ and a PAC ¢, such that
in(¢;) = 0 and out(¢;) = in(¢,), and denote out(¢) = Oy,
out(¢;) = Oy, and O1U0; = O. Then, foreach 3 € [¢1]| d2],
it holds that

B{0 € tr(0) | 0 € [Gy,1.0l0, € [Ag,11})
B({0 € tr(0) | Olo, € [Ag,1})

gy Py -

Proof

Pick an arbitrary S € [[¢1]| #2]. From Definition 21, it holds
that B € [¢1]| ¢2] = [#11l[#2]. Then, from Definition 11,
it holds that there are behaviors B € [¢] and B, € [¢2]
such that 8 = B1||82. For any such B3, it holds that g3, €
[[SD‘*%/»Z Poy (‘7{¢2’ gr/)z )]]

Let Og,(01) = {62 € tr(0) | 61|62 € [G4, 1} Then, from
Definition 20, and since B2 € [Posy, py, (Agy. Go,)l and
{01} X Og,(61) € [Gy, ], it follows that for any 0 € [Ay, I,
it holds that ,32(91)(@(;2(9] ) >y, Do+

Let ®4, = {01 € tr(l) | 36, € tr(0).01]|62 € [Ayp, 1}
Then, from Lemma 3, we have

B{0 € tr(0) |0 € Gy, 1.0l0, € [Ag,11}) =

B2(01)(Og,(61))dp(61) (11)

0G4,

From above, we have

/ B2(01)(O, (01))dB1 (61) <,

04,

>, / p¢2dﬁl(01) =

O4,

=D, / dp1(61) = pg,1(O4,)

2

Next, note that {6 € tr(O; U 07) | Olo, € [Ap, ]I} =
©4, X Qp, where Qy = tr(0;). Thus, S({6 € tr(0O; U 07) |
Olo, € [Ay,1I}) = B(O 4, X Q). Note that S(@ 4, X ) = Bi|
B2(@4, X Q) = B1(O4,) due to (10).

The lemma then follows from

ﬂ({g € tr(o) | 0¢e |[g¢z]]’ 0'0] € [[ﬂ¢2]]}) <
B({6 € tr(0) | blo, € [Ap,1}) &

e pd’zﬁl(@f\z):p O
" Bi(O4,) o

Lemma 3
Given any set ® € B(out(B;) U out(B,)), the extension of
BillB2 is

B(©) = /@ BON@0))dBB),  (12)

where ©1 = {0 € tr(I) | 30, € tr(0). 0|6, € O} and
02(61) = {62 € tr(0) | 61|02 € O}.

Proof

We already know from Section 3.3 that 3|3, defined on all
sets @] X @ has a unique extension to B(out(B;)Uout(S,)).
To conclude that § in (12) is this extension, we just need to
prove that 8 is a measure defined on B(out(8;) U out(B;))
and that for any ®; X @, € B(out(B;) U out(B,)), it holds

that B(®; X ©2) = B1|52(01 X ©2).
To prove that S is a measure, we need to show that: (a)

B(0) =0, and (b) ,8(U}?°®f) = Z;’f’ B(®/) for any sequence

{@7};';1 of pairwise disjoint sets in B(out(8;) U out(B)).
First, (a) is proven by B(0) = [1) B2(01)(0)dB:1(61) = 0.

Next, in order to prove (b), note that for any set ® = U;f‘;] e/,

it holds that @) = U2 @/ and @5(6)) = U ©}(6)). Then,

due to o--additivity of the measure 8,(61)(-), we have

plJoh= [ paonus ehendsion -
i=1

J= e el
Jj=1"1

_/u°.°®f

j=1"1 i=

)

B2(01)(®5(61))dpi(61) =
i
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= / Ba(61)(©}(01))dB1 (01) .
i=1 VL9

Next, note that for any 6 ¢ ©', it holds ®5(6;) = 0 and
consequently B3(6, )(®§(91 )) = 0. This means

/Uw
J

=1

o B2(61)(©5(61))dp(61) =

= /@i Ba(61)(©5(61))dB1(61) = B(O') .

Combining these facts directly yields the property (b). Thus,
we have proven that g is a measure defined on B(out(8;) U
out(f32)).

Next, we will prove that for any ®; X @, € B(out(S3;) U
Out(ﬁg)), it holds that ,8(@1 X @2) = ﬂl”BZ((")l X @2). Since
® =0 X 0y, it holds ®,(#,) = ©;. This implies

ﬁ(®1><®2)=/® B2(01)(©2(01))dB1(61) =

- /@ Ba(6)(©2)dB1(6) = BillB2(O X ©3) . T

Lemma 4

Let Ay € Ag, and A, € Ag, be terminating trace automata
and let A denote the composition Ay||Ay. Then, for each
trace 0 € tr(E| U Ey) and index i € {1,2},

last(A(6]z,)) = Last(A®)], -

Proof

Let 6 € tr(E| U E3) be an arbitrary trace. It follows from
Proposition 1 that A is both deterministic and terminating,
resulting in a unique finite path 7 = A(#) with a unique last
location last(rx). The idea is to show that, given an arbitrary
trace 6, whenever A; or Aj uses an individual transition,
then ‘A mimics that action in terms of the next location and
clock resets, and vice versa. This ensures that throughout the
run of A, the current location is always the same as for the
individual runs of A; and A, implying that also the last
location is the same.

We start by showing that each individual transition is
mimicked by a joint one with corresponding effect. Without
loss of generality, due to symmetry, consider an individual
transition (/y,v1,Ry,61,/{) of A; and a clock valuation v¢
satisfying 0. There are now two possibilities: either (a) there
exists a transition (b, vz, Ry,02,05) of Ay with va|gnE, =
vi|E,nE, such that v¢ satisfies 02, or (b) no such transition
exists. Due to Definition 18, if (a) is true, then A contains
a transition {(/;,5),v,R,61 A 62,([',[5)) of the form (i) with
v|g, =v1 and RN E; = R; such that v¢ satisfies §; A 2.
On the other hand, if (b) is true, then due to the negated
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disjunction of (ii) covering all remaining clock valuations, A
contains a transition ((/1,/),v,R1,61 A 62,(l7, b)) with v|g, =
vy such that v¢ satisfies §; A d>. Thus, each transition of A;
is contained within a joint transition of A. Due to symmetry,
each transition of Aj is contained within a joint transition of
A.

We now show that each joint transition is mimicked by
one or two individual ones with corresponding effect. It is
easy to see that each joint transition of A has been added
as the result of either (i) or (ii) of Definition 18. In the case
(i), the transition contains a constituent transition of each
of A, and A,, preserving their respective effects. That is,
the destination location of the joint transition consists of the
destination location of both individual transitions, and the
clocks to reset in the joint transition is the union of clocks to
reset in the individual transitions. In the case (ii), A contains
a constituent transition of either A; or Aj,, preserving its
effects while not affecting the other. Since, in this case, the
other automaton would not have transitioned at all, the joint
transition reflects precisely the joint transition of A; and A»,
and in so doing, invariantly preserves the joint path of A,
and A,. m]

Lemma 5

Let Ay € Ag, and A, € Ag, be terminating trace automata
and let A = AY||Ay. Then, for each index i € {1,2} and each
of location l; € Lg,,

{6 € tr(E1 U Ep) | last(A(9)|a, =1} =
= 0O a({m e paths(A)|last(n)|a, =1}) .

Proof

To prove the equality, we will show that the left-hand side
of the equation is a subset of the right-hand side, and vice
versa. Due to Proposition 1, A is deterministic and termi-
nating. As a result, each trace 6 € tr(E, U E;) corresponds
to a unique finite path 7 = A(H). Trivially, for i € {1,2},
last(m)|a, = last(A())|#,, implying that the left-hand
side is a subset of the right-hand side. For the opposite direc-
tion, each path 7 has a corresponding set ® #(7r) of traces for
which A(0) = 7 holds for each 6 € ® #(r). Thus, once again,
last(A(0))|a, = last(n)|x,, and the right-hand side is a
subset of the left-hand side. O

Lemma 6

Given a set of variables E C X and a terminating trace
automaton A € Ag, the collection {® () | © € paths(A)}
consisting of sets of traces corresponding to each path is a
partition of tr(E).

Proof
We need to prove that: (1) the set of traces Uy epaths(1) @& (1)
equals tr(E) and (2) the sets ® #(n) s.t. 7 € paths(A) are
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disjoint. To prove (1), we will show that tr(E) is a subset
of U epaths()@a () and vice versa. Consider an arbitrary
trace 6 € tr(E). Using the fact that A is deterministic, there
exists a unique sequence A(H). According to Definition 15,
it follows that A(0) is a path of A, i.e. A(F) € paths(A),
and 0 € © #(A(0)). Thus, also 6 € Uy cpaths(a)@a(m). Be-
cause 6 was chosen arbitrarily from tr(E), it follows
that tr(E) C Urepaths(a)@a (). Because also each ele-
ment 6, € ® 4(x), for any path m € paths(A), is a trace,
we have Uy epaths(a)@a () € tr(E), implying (1). Further-
more, since A is deterministic, the location sequence A(H),
for any 6 € tr(E), is a unique path. That is, each trace cor-
responds to no more than one path, implying (2). O

Appendix B: Triangle sets

In this appendix, we introduce triangle sets as a way to rep-
resent the trace sets considered throughout the paper. The
purpose is to attain a more explicit representation of such
trace sets and thereby be able to prove that they are mea-
surable in the required context. More precisely, the appendix
includes proof that each trace set used in the paper as an argu-
ment to any behavior 8 over any variable set E is measurable
with regard to its corresponding Borel o--algebra B(E).

Definition 22 (Triangle)

Let E C X be a set of variables, 0y0; . .. U, be a sequence of
valuations for E in vector form, and I I, . . . I;, be a sequence
of functions such that, for each i € {1,2,...,m}, I :R"™' —
2% maps each sequence of time-points 4; = t{t>...t;_; to an
interval

1i(hi) = |astho) b))

where a;(h;) and b;(h;) are functions of the form

and
i—1
bi(h;) = min | de + Z ket; |,
J=

where N, ; and Np, ; are any countable index sets, each con-
stant d,. is a real number and each constant k.. is either O or
—1. Then the sequence ol 0 . .. I, Uy, is a triangle on E.

Intuitively, the intervals I; represent the set of all possible
time delays between valuations 7;_1 and 7;. Note, however,
that any two adjacent valuations v;, 0;+; are allowed to be
identical. This is what accommodates less than M valuation

changes, say M’, by letting the remaining M — M valuations
be duplicates. This intuition is captured in the following
definition, which establishes a connection between triangles
and the trace sets that they represent.

Definition 23 (Interpretation of Triangle)

Given a set E C X of variables and a triangle a =
vol10; ... Inv, on E, the interpretation of « is the largest
trace set, denoted D(0o110; . .. I,,0,,) C tr(E), such that each
trace 6 € D(vol10; . . . I,,,0,,) satisfies the following:

@) 6(0) = by.

(ii) Lettp = 0. Inductively, fori =1...m, there exists a time-
point t; € I;(t1,t2,...,t;—1) such that 6(¢;) = v; and Vt €
[ti-1,1:) . 0(t) = ;1.

Any trace set T that can be expressed as D(0o110; . . . I 0m)
for some triangle v9/;0; ... 1,0, on E is referred to as a
triangle set on E, or, if the set E is unimportant, simply as a
triangle set.

Proposition 2
Given a set E C X of variables, each triangle set on E is an
element of the Borel o--algebra B(E).

Proof

Volumes between linear functions of the form d. + Z;;ll ket
are easily seen to be Borel sets, because they can be expressed
using a countable number of unions and intersections of open
sets. Furthermore, allowing boundaries defined as the maxi-
mum or minimum of a countable number of such functions
does not change Borel-measurability. Lastly, each valuation
is a point value and therefore constitutes a Borel set. O

We now need to prove that trace sets O(r) of paths 7w
can be expressed as a countable disjoint union of triangle
sets. To make the proof simpler, we first introduce change-
enabled trace automata. Their characteristic property is that,
whenever they encounter a valuation change in the trace
that they are reading, they must transition to another loca-
tion. For the following definition, given a trace automaton
M=(V,L,1y,C,—,F), let 151" denote the logical state-
ment that a transition from / to [’ under v is possible. That
is, there exists a transition (/,v,r,6,l’) € —, clock valua-
tion v¢ € val(C), clock set r € C, and clock constraint
6 € A(C) such that v¢ satisfies 8. Furthermore, let [ — v
denote the statement that, for some clock valuation, the au-
tomaton will stay in / when reading v. That is, there exists a
clock valuation v¢ € val(C) for which there exists no transi-
tion (I,v,r,8,r,1") € —, clock set r C C, and clock constraint
6 € A(C) such that v¢ satisfies o.

Definition 24 (Change-Enabled Automaton)
A trace automaton M = (V, L,ly,C,—, F) is change-enabled

Springer



226

A. Hampus, M. Nyberg

if, for any locations /,!” € L and valuations v,v’ € V such that
v # v, the following holds:

(i) Iflp — vthenly A v'.
(ii) Tf 11" then I’ A v".

It is easy to realize that, if traces are restricted to at most
M valuation changes, then any trace automaton M can be
converted to a change-enabled trace automaton M’ such
that [M] = [M’]. This is done by simply expanding each
location [ into one location /,, per possible new valuation, and
duplicating all incoming and outgoing transitions. Of course,
transitions (1, v, 0, true, 1, ) are also added. As a result, we may
assume without loss of generality that any given automaton
is change-enabled.

Proposition 3

Given a terminating trace automaton M and a path n of
M, the set O(rr) can be expressed as a countable union of
triangle sets.

Proof

Let M =(V,L,ly,C,—,F) be an arbitrary terminating trace
automaton and 7 = [y/; ... [, be a path of M. Assume with-
out loss of generality that M is change-enabled. The proof
strategy is to construct one triangle Af,’_." =0ol101 ... L0y per
possible initial valuation 9y and sequence T = 7|72 ... Ty, of
transitions through 7 such that D(tgl0; . . . I,,0,,) is the set
of all traces giving rise to 7172 ... T,,. We then show that the
union of these triangle sets D(Af.") over all possible initial
valuations 7p and transition sequences 7 results in the set
().

Formally, let T = 7i7»... 7T, be an arbitrary sequence
of transitions traversing m. Consider now, for any given
initial valuation 7y, the valuation-interval sequence AY =
voliv1 ... 1,0, constructed as follows. First, 0j0y...0,,
is the unique sequence of valuations corresponding to
TIT2 ... Tm, respectively. Here, uniqueness follows from M
being change-enabled. Note, however, that there may exist
U;, U;+1 With 0; = ;41 because of transitions taken due to the
satisfaction of some clock constraint rather than a valuation
change. We now construct each interval /; for j =1,...,m
to represent the set of possible time delays #; between tran-
sitions 7;_; and 7;. Let §; denote the clock constraint of 7;
and let C; be the set of all clocks appearing in ;. The set
of all clock valuations satisfying ¢; and possibly resulting in
7; being used can be expressed as an interval [a.j,b.;) per
clock ¢ € C;. Note that a.; and b.; represent bounds for the
absolute values for the clock, rather than the time delay be-
tween 7;_1 and 7;. The concrete absolute clock value vc(c)
of ¢ depends on the time delay since the last reset of ¢, which
can be expressed as the sum of individual delays between
the transitions since that reset. That is, if e.; is the number
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Fig. 13 A trace automaton with two successive clock constraints on
the same clock and no reset in-between.

of transitions since the last clock reset of ¢ up to (but not
€cj

including) 7;, then vc(c) = X tj—, where each ¢;_, is the
u=1

delay between transitions 7;_,_1 and 7;_,. Thus, to convert
all absolute value intervals [a.;,b.;) for clocks c € Cj to a
single interval /; for the delay between 7;_; and 7;, we must
make sure that each ¢ € C; satisfies vc(c) € [acj, bej). This
is equivalent to the delay #; between 7;_; and 7;, satisfying
ecj ecj

Z tj J—us c J Z tj J— u)
fore, the 1nterval I; is the 1ntersect10n of such intervals over
all ¢ € C;, which can be expressed as

tj € |acj - for each ¢ € C;. There-

I; =

max | d¢j — Z tj—y |, min
CGC CEC,‘
u=1 ’ u=1
Due to the above reasoning, given an initial valuation o, the
set D(0pI10y . .. I,y0,,) consists of precisely the traces giving
rise to 7172 ... T,n. Thus, the union

UD(EOIIEI...
T

over all transition sequences 7 traversing 7 is the set of all
traces 6 € O(rr) having initial valuation 6(0) = 9y. Consider-
ing each possible initial valuation oy € tr(E) gives

Inbm) -

mOm) 13)

O(r) = UD(l_)()I]l_}l L

09,T

as desired. Since there is only a countable number of tran-
sitions, the set of all possible initial valuations can be parti-
tioned into a countable number of equivalence classes, such
that each pair of valuations oy, 176 taken from the same class
satisfies

D (G011 0 . . . Lnbm) = D (051101 - .. Inbp) -
Thus, (13) can be expressed using a countable union. m}
Example 10

Consider the automaton in Fig. 13 and the path 7 = [yl 1.
The subset of traces corresponding to &, assuming o, is
the initial valuation, can be expressed as the triangle set
D(0,,[0,1),0p,[0,2 —11),0.). To represent the entire set @(r),
we use the union Uy, D(2,[0,1),0p,[0,2 — #1),0.) over all
possible starting valuations 0y. Note that /; is a constant
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interval [0, 1) that does not depend on #,, while I is a diagonal
interval I = [0,2 — 1) that depends on ;.

Proposition 4

Given a set E C X of variables, a trace automaton M over
E and a path © of M, the set O(rt) is an element of the Borel
o-algebra B(E).

Proof

Follows from Propositions 2 and 3, because ®(r) can be
expressed as a countable union of triangle sets, each being
an element of the Borel o-algebra B(E). O

Proposition 5

Given a set E C X of variables and a trace automaton M
over E, the set [M] is an element of the Borel o-algebra
B(E).

Proof

Follows from Proposition 4 because each set of accepting

traces [[M] can be expressed as a countable union | O(rx;),
ieN

where each n; is a path of M. ]
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