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Abstract
An abstract is the most crucial element that may convince readers to read the complete text of a scientific publication.
However, studies show that in terms of organization, readability, and style, abstracts are also among the most troublesome
parts of the pertinent manuscript. The ultimate goal of this article is to produce better understandable abstracts with automatic
methods that will contribute to scientific communication in Turkish. We propose a summarization system based on extractive
techniques combining general features that have been shown to be beneficial for Turkish. To construct the data set for this
aim, a sample of 421 peer-reviewed Turkish articles in the field of librarianship and information science was developed.
First, the structure of the full-texts, and their readability in comparison with author abstracts, were examined for text quality
evaluation. A content-based evaluation of the system outputs was then carried out. System outputs, in cases of using and
ignoring structural features of full-texts, were compared. Structured outputs outperformed classical outputs in terms of content
and text quality. Each output group has better readability levels than their original abstracts. Additionally, it was discovered
that higher-quality outputs are correlated with more structured full-texts, highlighting the importance of structural writing.
Finally, it was determined that our system can facilitate the scholarly communication process as an auxiliary tool for authors
and editors. Findings also indicate the significance of structural writing for better scholarly communication.

Keywords Abstracts · Readability · Scholarly communication · Automatic text summarization

1 Introduction

Abstracts are the most important textual tools in enabling
potential readers to read the relevant full-texts from the huge
stack of electronic information retrieved through the Internet.
It is reported that there is a correlation between a scientific
article’s readability and impact determined by its subsequent
citations or the possibility of being published in a top 5 jour-
nal in a relevant subject [1, 2]. However, compared to the
relevant full-texts, abstracts are even much more subject to
readability issues and structural flaws in their contents [3–6].
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The electronic versions of scientific publications have
become more preferred than the printed ones in a short time,
with their advanced functionality that accelerates the access
and publishing process [7]. However, electronic formats of
scientific publications are almost identical to the printed for-
mats. Thus, the electronic forms of publications have not
increased the user experience in terms of readability [8].
In contrast, online communication brings new challenges to
the scientific community for analyzing retrieved documents.
These challenges include the distraction caused by being
online, the obligation to choose from a stack of related arti-
cles, and the difficulty of maintaining focus while navigating
through linked web pages [9–11]. Research has shown that
reading and comprehending a lengthy electronic text, which
requires scrolling and navigating back and forth, demands
moremental effort than reading a printed text [12, 13]. Screen
reading has been found to be inherently distracting, mainly
because of the abovementionedmultitasking nature of online
reading [14].

While reading lengthy electronic texts can be challenging,
scientific publications are constructed and archived follow-
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ing certain rules, making them highly structured text data
[15]. The components of a scientific article, including title,
abstract, keywords, article body, acknowledgments, bibliog-
raphy, and appendices, each have very specific functions and
are located in particular places within a manuscript. The arti-
cle bodies also follow a well-defined structure over time,
largely due to the introduction of the IMRAD (Introduction,
Methods, Results, andDiscussion) format by Pasteur in 1876
[3]. The IMRAD format is now widely adopted by the scien-
tific community as it ensures that articles are well-organized
and easy to read, regardless of whether they are published in
electronic or print format. Each section has a specific role in
communicating the research findings as follows:

• Introduction: What was studied and why?
• Methods: How was the study conducted?
• Results: What were the findings?
• Discussion: What do the findings mean?

Before reading the body text, readers first encounter titles
and sometimes keywords that contain very limited informa-
tion about the article. Abstracts, on the other hand, are the
first and last stop for the reader to learn the content before
proceeding to review the full-text. Therefore, for most read-
ers, an article is as interesting as its abstract. Studies have
shown that nearly half of the readers of scientific articles
who read the abstracts also read the full-texts [16]. In a study,
users’ transaction records of more than 1000 scientists, and
17,000 sessions on ScienceDirect were examined [6, 17]. It
was found that at least 20% of the users only read abstracts
and that they trust the abstracts to select the relevant arti-
cles and to provide the necessary preliminary information
for their research.

The language used in the abstract should be clear enough
so that everyone can understand it, even if they don’t know
much about the topic or English isn’t their first language.
However, it’s often the case that abstracts are more diffi-
cult to read than the main body of an article [3–5, 18, 19].
Moreover, the abstract section should also cover the major
information given in the full-text. Studies have found that
skipping necessary information in abstracts is a frequently
observed problem [6, 20–22].

How can abstracts be written to persuade readers to read
the full text, especially if the reader has difficulty under-
standing the abstract? Structured abstract writing may be a
solution, as it can improve readability and comprehension
by dividing the text into subheadings [23]. In this way the
informativeness of the abstract increases. When compared
to unstructured abstracts, structured abstracts have signifi-
cantly higher information quality [24]. Further, the indexing
performance of the publication increases. It provides ease of
access to the user and increased relevance in search results.

This facilitates access to the article for all users with varying
degrees of familiarity with the subject of the publication. The
structural headings can help readers to find and understand
the information they need more easily. It is easier for the
author to write an abstract using a structured format than a
classical one. The author cannot forget to mention all parts of
the publication in the abstract. In that manner, abstract full-
text consistency increases. It is preferred more by the readers
and authors than the classical versions [23].

Given the critical role of abstracts in scholarly communi-
cation, this study is conducted to enhance the informativeness
of abstracts by utilizing the high readability of full-text sen-
tences and the structured ordering inherited from the full-text
articles.

2 Literature review

The main research topics related to abstracts in the litera-
ture deal with organizational issues, readability issues and
presentation issues in general. Many researchers have found
that abstracts do not follow the structural order followed in
the full-text, if the journal does not have a specific policy on
this issue.

In the process of deciding whether to read the full text of
an academic article, readers are most interested in descrip-
tive information about the research problem, method, or
results. Skipping information about these parts in abstracts
is a frequently observed problem [6, 20–22]. The abstract
of a scientific paper often contains long, inverted sentences
with conjunctions and intensive use of specific technical
terms or jargon related to the field. The conscious prefer-
ence for such sophisticated language features has resulted
in abstracts becoming progressively more difficult to read
over time. The readability of an abstract is usually found
more difficult than the other parts of the article [3–5, 18, 19].
Although the subject of the presentation is an element that
should be considered separately from the readability con-
text [25], it is difficult to read an abstract written in a single
block without paragraphs and subtitles, in fonts smaller than
the full-text, and sometimes in italics [26, 27]. The abstract
formats required by journals vary. The two most dominant
formats are classical (or traditional) abstracts and structured
abstracts. Classical abstracts which are preferred by most
journals, are not produced in a format that will attract the
attention of the reader within the scope of the presentation.
Abstracts that are written in a single block in an unstructured
format, without paragraphs and subheadings, are generally
called classical. Structured abstracts must be produced by
filling in all the structural titles specified by the journal.

Luhn [28] carried out his pioneering work in the field
of automatic text summarization in order to save the reader
time and effort in finding useful information in an article or
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report when the widespread use of the Internet and informa-
tion technologies were not yet on the agenda. Since then, the
summarization of scientific textual data has become a neces-
sary and crucial task in Natural Language Processing (NLP)
[29, 30]. However, there are certain difficulties such as the
abstract generation, having labeled training and test corpora,
and the scaling of collections of large documents.

Research in automatic text summarization has witnessed a
proliferation of techniques since the beginning. The process
generally involves several stages, including pre-processing
the source document, extracting relevant features, and apply-
ing a summary generation method or algorithms. In the pre-
processing stage, text documents are prepared for the next
stages using linguistic techniques such as sentence segmen-
tation, punctuation removal, stop word filtering, stemming,
etc. Then, words are converted to numbers for computers to
decode language patterns. Common methods include bag-
of-words, n-grams, tf-idf, and word embeddings. For feature
extraction, some of the commonly used features [31] that
are used at both the word and sentence level to identify and
extract salient sentences from documents are listed below:

Word level features

• Keywords (content words): Nouns, verbs, adjectives, and
adverbs with high TF-IDF scores suggesting sentence
importance.

• Title words: Sentences containing words from the title
are likely to be relevant to the topic of the document.

• Cue Phrases: Phrases such as “conclusion”, “because”,
“this information”, etc. that indicate structure or impor-
tance.

• Biased words: Domain-specific words that reflect the
topic of the document are considered important.

• Capitalizedwords:Namesor acronyms such as “UNICEF”
that indicate important entities.

Sentence level features

• Sentence Location: Sentences in the document are pri-
oritized due to information hierarchy. For instance,
beginning and ending sentences are likely to hold more
weight.

• Length: Optimal length of sentences plays an important
role in identifying excessive detail or lack of information.

• Paragraph Location: Similar to sentence location, begin-
ning and ending paragraphs of the document carry higher
weight.

• Sentence-Sentence Similarity: Sentences with higher
similarity to other sentences of the document indicate
their importance.

Text summarization methods are typically confined to
extractive and abstractive summarization. In extractive text

summarization, supervised and unsupervised learning meth-
ods are applied. Supervised learning needs a labeled dataset
containing both summarized andnon-summarized text,while
unsupervised learning uses advanced algorithms such as
fuzzy-based, graph-based, concept-based, and latent seman-
tics to process input automatically [32].

Summarization of scientific papers is one of the applica-
tions of automatic summarization.Abstract generation-based
applications and citation-based applications are two main
branches of scientific article summarization. Other applica-
tions focus on specific problems such as the summarization of
tables, figures, or specific sections of the related article [29].
Turkish text summarization studies primarily used extractive
techniques due to a deficiency of trained corpora, a require-
ment that is still unmet in languages with limited resources
like Turkish [33].

In addition, in scientific article summarization, single-
article summarization with extractive techniques has pre-
dominantly been used with the high dominance of com-
binations of statistical and machine learning approaches,
and intrinsic evaluation methods which are largely based on
ROUGE (Recall-Oriented Understudy for Gisting Evalua-
tion) metrics [29]. The ROUGE evaluation of an automated
scientific article summarization system that focused on the
dataset containing academic articles shows that the extractive
algorithms are better than the abstractive algorithms [34].

Our summarization model is based on a study [35] that
evaluated the performance of 15 different extractive-based
sentence selectionmethods, both individually and combined,
on 20 Turkish news documents. The study aimed to select
the most important sentences in a document. They ana-
lyzed the outputs of the methods based on the summaries
of sentences hand-selected by 30 evaluators. The best results
were obtained when the sentence position, number of com-
mon adjacencies, and inclusion of nouns were combined.
While these features were combined in a linear function,
their weights were kept equal.

3 Research objectives and questions

Wepropose a summarizationmodel based on extractive tech-
niques combining general sentence selection features that
have been shown by human judgments to be beneficial for
Turkish [35]. Our study aims to assess the suitability of
the Turkish librarianship and information science (LIS) cor-
pus for automatic summarization methods by evaluating it
from a broad perspective, rather than developing our own
method. We focus on the full-text structural order to improve
the extractive sentence selection process. Additionally, we
compare the readability levels of full texts and abstracts to
emphasize the significance of readability in scholarly com-
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munication. Raising awareness of this issue is also important,
especially among LIS professionals.

The field of LIS is a broad and interdisciplinary field that
encompasses a wide range of research topics. That is charac-
terized by integrating research paradigms andmethodologies
from various disciplines [36]. This interdisciplinary nature
makes LIS an ideal domain to examine the structural layouts
of various approaches employed in scientific articles which
can be extended to other fields. Due to this characteristic, LIS
was selected as the domain in this study.

Themain goal of this study is to understand the benefits of
generating structured abstracts using extractive methods. We
aim to identify themost feasible way to generate abstracts for
scholarly communication in Turkish. It is clear that choosing
the most important sentences from each structural section
of a scientific article and presenting them under the struc-
tural headings will facilitate the abstract generation process.
Moreover, such structural sectioning increases the semantic
integrity and readability of an abstract. Our main hypothesis
is “Considering the structural features of full-texts in extract-
ing abstract sentences with automatic methods will increase
the quality of the outputs”. The study attempts to answer the
following research questions: (1) Are the full-texts of Turk-
ish LIS articles organized taking into consideration the basic
structural features that are expected to exist in a scientific
publication? (2) What is the readability of the full-texts and
the abstracts of Turkish LIS articles, based on the readability
scale? (3)Does using full-text structural features in extracting
abstracts with automated methods improve output quality?

In our study, we examined articles published in the field
of LIS with classical abstracts. The corpus was analyzed to
determine whether the full-texts of the articles aremore read-
able and better structured than the classical author abstracts.
We generate a simple automatic abstract generatormodel that
chooses the most important sentences from each structural
section of each article.

4 Methodology

We utilized an extractive automatic summarization sys-
tem named, Structured Abstract Generator (SAG), which
depends on the extraction of the most important sentences
from all structural parts of the full-texts of articles. Fig-
ure1 demonstrates the architecture of the SAG. This section
describes the methodology used in the study.

4.1 Data collection and representation

To construct a corpus for the study, Türk Kütüphaneciliği -
Turkish Librarianship (TL) and Bilgi Dünyası -Information
World (IW), which are major journals in the field of librar-
ianship and information science in Turkey, have been used.

Both journals asked the authors to develop classical abstracts.
In addition, both journals do not set either an IMRAD or
similar clear template for full-texts. However, IW draws a
framework in line with the IMRAD regarding the arrange-
ment of the content. All refereed articles written in Turkish
were included in the study. Since each journal is open access,
there was no problem in accessing these articles. This study
is the first in Turkish to conduct a detailed full-text analysis
of a large corpus of LIS literature.

In the initial stage, all articles were saved in PDF format
with a unique identifier that encoded the journal name, year,
volume, and issue information. For example, the identifier
BD200011 indicates an article published in the year 2000,
which is the 1st volume of the year and the 1st article of the
volume in the IW (BD in Turkish) journal.

Once the articles were identified, they were converted
into.txt format using UTF-8 character encoding to ensure
the correct representation of Turkish characters. Then, article
metadata was automatically extracted. This included author
names, titles, abstracts, body text, and keywords, which are
clear indicators of the content and are located in specific
places in the document.

After processing 421 documents from two journals (172
IW, 249TL), a relational databasewas created usingMySQL.
This database enabled the efficient processing of article full-
text sentences as vectors, where each component is assigned
to the corresponding structural section of the document, as
well as the document’s metadata. The IMRAD format, which
is the most prominent organizational structure for full-text in
scientific writing, was used in this study.

To facilitate further stages, web-based interfaces were
developed to enable themonitoring andmanagement of rules
governing the structural layout decisions for each article. The
development of a web-based system offered inherent advan-
tages in terms of providing flexible work arrangements and
enabling quick control over individuals in operator roles. The
solution was designed to be compatible with bothmobile and
desktop devices, enabling the team to operate flexibly and
remotely.

The team of operators consisted of six professionals, two
undergraduate students, and four PhD students from the
Department of Information Management. These individuals
had prior expertise regarding the structural components of
scientific articles. Two roles were identified for the expert
team: operator (4 experts) and administrator (2 experts).

Operators copied and pasted the body text from these
interfaces according to IMRAD headings, retaining com-
plete control over the process. After the completion of the
IMRAD marking procedure for an article, operators were
unable to make any additional modifications using the inter-
face. However, administrators retained the authorization to
execute final supervision and operational functions subse-
quent to this stage. This control was important to ensure that
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Fig. 1 SAG architecture

the IMRAD structure of the articles, which was inherited
by paragraphs, was determined correctly. To ensure inter-
annotator agreement of scholarship decisions, each article
was tagged by at least two operators and one expert doctoral
student during the manual step.

By implementing this work plan, the expert team suc-
cessfully achieved the systematic and efficient classification
of the boundaries and structural sections (according to the
IMRAD format) of each paragraph of the body text. Con-
sequently, the work of carefully adhering to the sequential
arrangement of sentences in all articles was successfully
completed within a brief timeframe. This hierarchical struc-
ture of body text was further applied to the sentence level
through the utilization of a relational database. At the end
of the two main steps mentioned above, 101,019 sentences
were extracted from 421 articles. Next, word frequency vec-
tors and n-gram sequences were obtained using Zemberek
[37] and then stored in the database.

Table 1 shows an example of the data representation for a
sentence of an article. The ID BD200011 indicates that the
sentence is from the first article of the first volume of the
year 2000 of the IW (BD in Turkish) journal. The remaining
information refers to the 27th sentence of the 5th paragraph

of the 1st IMRAD section of the relevant article. In this study,
we used the following section numbers: 1 for Introduction,
2 for Method, 3 for Results, and 4 for Discussion. The title
information indicates the title of the paragraph to which this
sentence belongs.

4.2 Stemming

Since Turkish has an agglutinative morphology, inflectional
or plural suffixes may produce multiple words from one root.
Turkish words that appear in different ways in the text but
have the same meaning in terms of their roots can be shown
in a single way. Due to the high reduction rate provided in the
size of the document-termmatrix, it is strongly recommended
to apply to stemming in Turkish texts [38]. For root find-
ing, we utilize Zemberek [37], a natural language processing
toolkit for Turkish for root finding. Although sentences of
articles had been parsed under the supervision of the opera-
tors, we employed data-cleaning methods on the raw data.

After the stemming and data-cleaning processes,word fre-
quency vectors are produced. Table 2 depicts the example of
a vector representation of a sentence whose raw data is seen
in Table 1.
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Table 1 Data representation of
a sentence of an article

Paper id Sentence_no Paragraph_no Imrad_no Title Text

BD200011 27 5 1 geleceğe tarım toplumundan

yönelik sanayi toplumuna geçiş

tartışmalar eğitimi nasıl etkilediyse

sanayi toplumundan

bilgi toplumuna geçiş de

kurumların yapısında

köklü değişiklikleri

zorunlu kılmaktadır

Table 2 Word frequency vector
example

Paper id Sentence_no Imrad_no Words Word_vector

BD200011 27 1 toplum, sanayi, geç, eğitim, yapı, 4,2,2,1,1,

bilgi, tarım, kur, kıl, değiş 1,1,1,1,1

nasıl, etki, kök, zorunlu 1,1,1,1

4.3 Extractive summarization and evaluation
process

Extractive automatic summarization methods include the
process of scoring, sorting and selecting sentences in the
document. Automatic text summarization approaches and
methods are employed to identify key representative sen-
tences from the full-text. Sentences are scored based on
their predetermined features, and the significance of each
sentence in the document is determined by these scores. Sen-
tence selection functions that bring together each feature by
weighting are another stage of the extractive automatic sum-
marization systems. Features used in sentence scoring are as
follows.

4.3.1 Sentence position

This feature assumes that the most important information in
a text is usually presented at the beginning. It assigns a higher
ranking score to sentences that are closer to the beginning of
the text, using the following formula

SP (si) = (n − i)

(n − 1)
(1)

here i is the sequence number of the sentence in the document
and n is the number of sentences in the document.

Formula 1 gives, each sentence ranking points from 1 to
0 depending on the order of appearance in the article.

4.3.2 Sentence centrality

Centrality is the most widely used feature in automatic text
summarization for a variety of text types and corpora. It is
based on finding the degrees of representing the basic infor-
mation given in the full-text, in terms of the scoring of the
sentences. It is calculated by considering how many other
sentences in the document are connected to it. There aremany
different ways to calculate centrality. Within the scope of the
study, the centrality of each sentence for a document with n
sentences was obtained as in Formula (2) [39].

S =
n−1∑

j=1

sim(si, sj)

F =
n−1∑

j=1

n-friends(si, sj)

G =
n−1∑

j=1

n-gram(si, sj)

SC
(
sj
) = S+F+G

n − 1

(2)

here i �= j and cos
(
si,sj

) ≥ 0.16.
Sentence centrality based on three factors: the similarity

between a sentence si and other sentences sj in the document,
the number of sharedwords (n-friends) between si and sj, and
the presence of common n-grams between them. The result-
ing sum is then normalized by dividing it by n-1, where n is
the number of sentences in the document. An experimentally
determined threshold value of cos

(
si,sj

)≥ 0.16 was found
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to be appropriate. Accordingly,

n-friends
(
si,sj

) =
∣∣si (friends) ∩sj (friends)

∣∣
∣∣si (friends) ∪sj (friends)

∣∣ (3)

n-grams
(
si,sj

) =
∣∣si (n-grams) ∩sj (n-grams)

∣∣
∣∣si (n-grams) ∪sj (n-grams)

∣∣ (4)

where i �= j. Here, the number of shared affinities are calcu-
lated as in Formula 3 over sets of sentences similar to both
si and sj. 2-grams were used for shared n-grams in Formula
4. |X| gives the number of elements of the set X.

The sim value of each sentence is calculated using the
cosine similarity measure [40]. Cosine similarity is one of
themost preferredmethods to compare two texts and tomake
decisions over the similarity between them.

Let X and Y be vector representations of the two sen-
tences to be compared. Given the Euclidean norm of X,

||X|| =
√
x21 + x22 + · · · + x2p and the vector product of X

and Y, to be defined by XY = x1y1 + x2y2 + · · · + xpyp,
the cosine value of the angle θ between the two vectors gives
the similarity value of the two sentences represented by these
two vectors as in Formula (5) [41].

sim (X,Y) = cos(θ) =
∑n

i=1 xiyi√∑n
i=1 x

2
i

√∑n
i=1 y

2
i

(5)

4.3.3 Noun score

Another feature discussed in this study is whether the sen-
tences contain nouns. The nouns in the texts transmit the
information about the content of the text. Therefore, the text
summarization system gives points to the sentences contain-
ing nouns according to the number of nouns they contain.
Zemberek [37] was used to calculate the score. That score
(NS) of each sentence was added to the formula after nor-
malizing by a count of all words of the related sentence.

4.3.4 Ranking score

By combining the linear Formula (6), which accepts the
weights of all three mentioned features as equal, the rank-
ing scores RS(si) are calculated as follows.

RS(si) = SP(si) + SC(si) + NS(si) (6)

here i is the sequence number of the sentence si in the doc-
ument. The word frequency vectors and n-gram sequences
stored in the database were used in sentence score calcula-
tion.

4.3.5 Generating automatic abstracts

The intended outputs of our system are automatic structured
abstracts (ASA). In addition to these outputs, we evaluated
the impact of considering structural features on the perfor-
mance of an extractive-based text summarization systemwith
automatic classical abstracts (ACA) without using structural
features, with the same ranking function. The structural sec-
tion marking of the corpus full-texts is compatible with the
widely accepted and well-known IMRAD headings, so the
layout of the ASA output of our system is also compatible
with IMRAD.

The word limit for our system’s output was determined
by reviewing the TL and IW journal guides. The journal TL
does not have a word limit for abstracts, while the journal
IW has a 250-word limit, which we considered reasonable.
Usually, journal guides indicate a word limit for abstracts,
with the range being from 150 to 300 words (APA, 2010). As
such, we set a 250-word limit for the output of our automated
structural abstract system.

For ASAs, the 250-word limit is divided equally among
the structural sections of the article. The highest-scoring sen-
tences are selected from each section until the word limit
for that section is reached. In this step, sentences are first
sorted according to their structural section and then accord-
ing to their score. For ACAs, the highest-scoring sentences
are selected from the entire article until the 250-word limit
is reached. In this step, we only sort sentences according to
their score.

4.3.6 Evaluation process

In this study, the effect of selecting sentences by consider-
ing the structural features of the full-text while generating
abstracts was measured using automatic methods. The eval-
uation is conducted in three stages. Firstly, the distribution
of selected sentences for ASA and ACAs within the full
text is compared to ensure that the automatic summaries
are representative. Next, the full text, original abstract,
ASA, and ACA are evaluated for readability to determine
whether the automatic summaries are easier to understand
than the author summaries. Finally, structural (ASA) and
non-structural (ACA) automatic summaries are compared
using n-gram co-occurrence between the original abstracts
to measure quality and effectiveness. ROUGE scores [42]
are used to compare n-grams in the reference summaries and
the extracted summaries as a standard of automatic evalua-
tion of document summarization.

ROUGE evaluation
The ROUGE evaluation approach is based on n-gram co-
occurrence, longest common subsequence, and weighted
longest common subsequence between the ideal summary
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and the extracted summary [42]. The n-grams are ordered
terms of length n derived from a given sequence of text used
to find the association statistic between reference summary
and candidate summary. Formula (7) calculates the nominal
value for each ROUGE-N between the candidate abstract and
the reference abstract(s).

ROUGE-N =
∑

Sε{RefS}
∑

gramn
Countmatch

(
gramn

)
∑

Sε{RefS}
∑

gramn
Count

(
gramn

) (7)

where n is the length of n-grams and Countmatch is the max-
imum number of n-gram overlaps seen in the reference and
candidate abstracts [42]. When X and Y represent two differ-
ent pieces of text, the overlap between them is calculated as
in Formula (8) [43]. ||X|| represents the size of the relevant
text.

overlap(X,Y) = ||X ∩ Y ||
(||X || + ||Y ||−||X ∩ Y ||) (8)

It is a common approach to use abstracts written by the
author as reference abstracts in the evaluation process when
performing automatic summarization studies for academic
articles. Within the scope of this study, author abstracts were
used as reference abstracts to calculate the n-gram overlaps
of the system outputs with the recall, precision, and F-score
scores obtained based on the ROUGE measurements. The
ROUGE 2.0 [44] package was employed in this stage. This
comparison is obtained using the mean recall, mean pre-
cision, and mean F-score values relative to the ROUGE-1,
ROUGE-2, ROUGE-L, and ROUGE-SU4 measurements.
The precision value is obtained by dividing the total num-
ber of instances included in the ideal and system-generated
summaries by the number of instances in the system sum-
mary. The recall value is calculated by dividing the number
of instances in the ideal and system summaries together by
the total number of instances in the ideal summary. The
F-score value is obtained by combining the precision and
recall values. The simplest way to obtain F-score is to calcu-
late the harmonic mean of these two values [45]. For more
reliable results on a sentence basis, two ROUGE values are
used during the evaluation phase. These are ROUGE-L and
ROUGE-SU4. ROUGE-L gives the longest common subse-
quence (LCS) measurement and is calculated by Formula (9)
[43].

LCS (X,Y) = length (X) + length (Y) −editdi (X,Y)

2
(9)

here LCS(X,Y) is the length of the longest common sub-
sequence of X and Y. Length values are the length value of

Table 3 Atesman’s readability scale

Readability value Readability scale of text

90–100 Very easy

70–89 Easy

50–69 Fairly difficult

30–49 Difficult

0–29 Very difficult

the relevant texts whereas editdi (X,Y) is theminimum num-
ber of deletion and addition operations which are required to
transformX intoY [46]. TheLCS is sensitive to how informa-
tion is ordered in the text. The disadvantage of ROUGE-L is
that it may catch the main word sequence in the text and skip
the side subjects that create shorter sequences [42]. ROUGE-
SU4, which evaluates any word pair by allowing arbitrary
spaces in the sentence order, measures the 2-gram associa-
tion created by skipping four 1-grams at most [42].

Readability of texts
Reading is a complex process that requires readers to make
sense of the given message, comprehend it, and finally inter-
pret it [47]. The suitability of the text for the target audience
can be determined through readability calculations.

Although a language-specific formula has not been pro-
duced to measure the readability of Turkish texts, an adapta-
tion of thewell-known formula called “FleschReadingEase”
(FRE) [48] has been widely used since 1997. This adaptation
is known as Atesman’s Readability Formula [49], which cal-
culates the readability of a text based on the average syllable
length of the words in the text and the average number of
words per sentence.

The Atesman’s Readability Values (ARVs) are calculated
with the formulas given in (10) and (11) below:

readability = 198.825 − 40.175a − 2.610b (10)

a = count of syllable

count of word
, b = count of word

count of sentence
(11)

The readability scale for Turkish texts usingARVs is given
in Table 3.

Academic texts are typically challenging since they con-
tain a lot of jargon specific to the study domain and
lengthy sentences with conjunctions. In our study, we have
a domain-specific corpus of articles with similar linguistic
characteristics. Thus, it is believed that assessing the text’s
readability based on the length of sentences and words will
be distinctive.While examining the characteristics of the cor-
pus, we calculated the readability values of the body text and
traditional abstracts of each article using ARVs. Finally, we
compared these calculations with the ARVs of system out-
puts.
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Table 4 Count of IMRAD patterns used in the articles

IMRAD (#) Article (%) Pattern Article (#)

1 4.7 I 19

R 1

2 45.8 I,D 193

3 6.8 I,M,R 3

I,M,D 1

I,R,D 25

4 42.5 I,M,R,D 179

Fig. 2 Percentages of IMRAD patterns of the corpus. The color code
darkens as the count of sections that are compatible with IMRAD
increases

5 Results

It’s crucial to ensure the corpus texts are structured in a way
that supports our analysis. All IMRAD patterns used in the
articles are represented in Table 4. The number of articles
in which each pattern is used and the percentages of these
articles in the corpus can also be seen in Table 4.

Figure2 depicts how the structural order of articles influ-
ences the weight distribution of sentences. In Fig. 2, we see
that at least half of the sentences (43.5%) come from arti-
cles that use a proper IMRAD format (I, M, R, D). With the
addition of sentences coming from articles with an introduc-
tion and discussion (I, D) (46.3%), we can say that 89.8% of
the sentences come from articles with an acceptable IMRAD
structure, as there is a consensus that these types of articles
are also suitable for non-experimental social science topics.

However, it is important to note that every scientific arti-
cle must contain research question(s) and a method adopted
to investigate the question(s). Therefore, the findings about
the research question(s) should also be included in the arti-

cles. Articles with methods without results (I,M,D), results
without methods (I,R,D), or methods and results without
discussion (I,M,R) are incompatible with academic writing,
as they do not provide a complete account of the research.
However, these sentences are the minority of our corpus,
constituting only 6.7% (5.9% + 0.4% + 0.4%) of the total.
Also, articles consisting of a single IMRADsection including
introduction (I), or result (R) remain aminority (3.3%+0.1%
= 3.4%). If such incompatible structural patterns were preva-
lent, using the SAG system on Turkish LIS articles would be
considered inappropriate.

The implications of incompatible structural orders in
Turkish LIS articles, particularly thosewithout amethod sec-
tion (I,R,D) (5.9%) or with only an introduction section (I)
(3.3%), are worth examining to determine whether they are
a domain-specific format or a sign of incomplete content.
Having only two IMRAD sections is also worth examining.
We defer discussion of these implications to future work, as
they are beyond the scope of the present study.

As a result, our corpus reflects the implications of this on
the feasibility of extracting automatic structural abstracts.

Figure3 presents boxplots comparing the readability
scores of different groups (original abstracts, full-text arti-
cles, ASAs, and ACAs) within the corpus. The area between
the red horizontal line (y = 29) and the black horizontal line
(y = 49) limits the “difficult” area in the graphic depending
on the readability scale. The area below the red line indicates
“very difficult” readability and the area above the black line
indicates “medium difficulty” readability levels. The collec-
tion of original abstracts produced by the author is located
at the bottom of Fig. 3 which is almost entirely classified as
“very difficult”. The full-texts are clearly limited within the
“difficult” readability range. Themajority ofACA,ASA, and
average of the readability values of these texts appear in the
“difficult” readability area.

As can be seen in Fig. 3, an important finding is a diver-
gence between abstracts and full-texts depending on their
readability levels. Author abstracts have a “very difficult”
readability level on a corpus basis, while the respective full-
texts have a level of “difficult” readability. The readability
level of the automatic abstracts produced by the SAG is found
between the original abstract and the full-text, and they have
almost the same readability level as the full-texts. In addi-
tion, there is no statistically significant correlation between
theARVvalues of abstracts and those of the full text (r = 0.18)
(Fig. 4). Therefore, it can be stated that the authors did not
show a similar approach in terms of factors that will affect the
readability of the full-text and abstracts of their articles. This
finding supports the view that the authors deliberately choose
difficult-to-read language features when writing abstracts.

It has been seen that the full-text and ASAs distributions
based on all IMRAD schemes are proportionally quite sim-
ilar to each other in Figs. 2 and 5b. Since ASAs take into
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Fig. 3 Readability boxplots of
abstract, full-text, ASA, ACA

Fig. 4 Correlation between the ARV values of abstracts and those of
the full-text

account the structural sections of the full-text when selecting
sentences, it is not surprising that the system’s structural out-
puts also reflect the well-structured order of the full-text.
However, this graph reveals that, in terms of the amount

of structural content in the corpus, the sentence weights
of articles with all four IMRAD sections should be repre-
sented equally in abstracts. It also suggests that the corpus,
which consists of articles selected from the field of LIS and
produced with classical abstracts, is actually suitable for
structural abstracting.

On the other hand, Fig. 5a, which gives the distribution
of ACA sentences based on the structural format, differs
clearly both from Figs. 3 and 5b. The weight of the out-
put sentences taken from the articles that have the pattern
of four IMRAD sections for ACA is found to be 41.6%
(= 1.3% + 17.5% + 12.6% + 10.2%). Only 1.3% of all ACA
sentences in the articles with four IMRAD sections consist of
four IMRADsections themselves.Articleswith four IMRAD
sections account for 17.5% of the ACA sentences in this
group, 12.6% for two IMRAD sections, and 10.2% for a sin-
gle IMRAD section.

When the IMRAD section numbers of ACA’s and the
IMRAD patterns of full-texts are examined together within
Figs. 5b, 3, it is seen that they can have the same IMRAD sec-
tion numbers as the full-texts with only “I” or “R” IMRAD
patterns. For these two relatively small groups, it is not possi-
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ble to choose sentences fromanother structural section. Thus,
it has been demonstrated that ACAs are far from being fully
compatible with the structural order of full-texts.

Figure6 shows a graph that displays the distribution of
sentences based on their output type and IMRAD patterns.
The x-axis represents the abstract type, while the y-axis rep-
resents the IMRAD label. The grids at the top show the
relationships between different groups of outputs based on
the count of IMRAD sections, while the right outer edges of
the figure show the relationships between different groups
formed based on the IMRAD pattern of the related articles.
The labels on the right outer edge represent the abbreviation
of IMRAD pattern in the source articles, and the numbers at
the top indicate the count of IMRAD in each output group.
Each point in the graph shows the distribution of automatic
abstract sentences based on the IMRAD count of each output
group and IMRAD patterns of the articles from which they
are produced.

The grids on the top and right side of the Fig. 6 show how
the outputs are grouped based on the number of IMRAD sec-
tions and IMRAD pattern, respectively, helping to examine
the full-text representativeness between these groups. The
projection of each point on the x-axis determines the type of
automatic summary in which the relevant sentence is from.
Figure6 displays the distribution of sentences to each output
type and IMRAD section.

The distribution of ACAs andASAs in full-text sentences,
as shown in Fig. 6, indicates that they are completely differ-
ent. ACAs are generated without considering the IMRAD

structure of the full-text, while ASAs are generated from
each IMRAD section. This results in the count of IMRAD
sections in ACAs being independent of the count of IMRAD
sections in the full-text. For example, ACAs from full-texts
with two (I,M), three (I,M,R), and four (I,M,R,D) IMRAD
sections may consist of a single (I) IMRAD section.

On the other hand, ASAs are compatible with the full-
text and output patterns since they are generated by selecting
relevant sentences from the full-text for a specific IMRAD
section.

The content-based performance of the SAG is evaluated
with n-gram co-occurrences between the system outputs and
ideal summaries by ROUGE 2.0 package. At this stage, we
used the original summaries as the ideal summaries. It should
be noted that the abstracts are relatively short texts that may
limit the overlap between the author’s abstracts and the sys-
tem outputs. On the other hand, the difference between the
author’s abstracts and the systemoutputsmaybedue tomean-
ing and content, or synonymous words and concepts. Eval-
uating synonyms in automatic summarization is a difficult
task as different synonyms can have different meanings and a
word’smeaning can change based on the context inwhich it is
used. Since our study focuses on structural layouts that influ-
ence the performance of automatic summarization systems,
we have limited our scope to exclude the evaluation of syn-
onyms.As a result, synonymswere not evaluated in the study.

Table 5 shows the mean F-score values for each ROUGE
measure, grouped by the count of IMRAD sections in the
articles in the corpus. The line labeled “All” refers to the

Fig. 5 Distribution of ACA (a), ASA (b) sentences according to the structural formats determined in the corpus. The color code darkens as the
count of sections that are compatible with IMRAD increases
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Fig. 6 ACA, ASA distribution of IMRAD patterns by their respective full-text IMRAD patterns which are presented on the right-side vertical edge.
The numbers above indicate count of IMRAD sections of each output group

Table 5 Average F-score of ROUGE measures according to count of full-text IMRAD sections

Count of IMRAD ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU4
ACA ASA ACA ASA ACA ASA ACA ASA

4 0.34480 0.38540 0.11080 0.13619 0.06021 0.06687 0.15076 0.17809

3 0.31640 0.32330 0.10244 0.10776 0.06300 0.05719 0.13947 0.14524

2 0.29663 0.31421 0.09198 0.10083 0.05016 0.05471 0.12808 0.13795

1 0.22790 0.22790 0.06265 0.06265 0.05639 0.05639 0.10350 0.10350

All 0.31659 0.34250 0.09967 0.11493 0.05561 0.06014 0.13733 0.15392

values without grouping the corpus based on IMRAD count.
Themean F-score is consistently highest for the count of four
IMRAD section groups compared to all other output groups.
Additionally, ASAs performed better than ACAs for all F-
scores at both four and two IMRAD sections, which are the
dominant IMRAD patterns in the corpus.

The highest values of n-gram overlapping with the
authors’ abstracts are the ROUGE-1 in all cases. It is also
suggested for very short outputs, such as abstracts of sci-
entific articles, that ROUGE-1 alone may be sufficient for
evaluating text quality [44]. The lower values of n-gram over-
lapping with the abstracts are those in the ROUGE-L. The
ROUGE-L deals with the sentence-level structure similar-

ity and identifies the longest string of n-gram associations
that occur among the texts it compares. Therefore, it can be
argued that short outputs and authors’ abstracts may affect
the size of the n-gram association sequences between the sen-
tences. The overall decrease in ROUGE-L scores can also be
explained in this way.

In Fig. 7 the results of content-based evaluation are pre-
sented. Since the majority of articles in the corpus had two
or four IMRAD sections, the performance of the domi-
nant group was compared to better illustrate the effect of
IMRAD count on output. The boxplots in each section show
the F-scores of the developed system outputs, based on
the ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU4
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Fig. 7 Boxplots of F-scores of the developed system outputs, according to the ROUGE-1, ROUGE-2, ROUGE-L, ROUGE-SU4

scores. The distributions of the ACA and ASA output groups
show similar characteristics in all four score types. It is under-
stood from the graphs that as the count of IMRAD sections
in the full-texts increases, the ROUGE scores of both out-
put groups of SAG also increase, and the ASAs have better
performances in contrast to the ACAs in all cases.

6 Discussion and conclusion

In this paper, we introduced a Structured Abstract Gen-
erator which depends on a simple model for generating
high-quality structured abstracts of scientific articles. The
purpose of employing such automated methods in extracting
abstract sentences from relevant full texts while consider-
ing the article structure was to improve the quality of the
abstracts. Our system generates structured abstracts (ASAs).
We evaluated the impact of considering structural features
on the performance of an extractive-based automatic text
summarization system with automatically generated classi-
cal abstracts (ACAs) without using structural features.

We also present a database that enables the efficient pro-
cessing of the corpus of 421 Turkish LIS articles in full-text
sentences where each component is assigned to the corre-
sponding structural section of the document, as well as the
document’s metadata.

First, we explored any factors that could prevent the cre-
ation of structured abstracts and showed that our corpus
is formatted in a way that enables the automatic genera-
tion of structured abstracts. 89.8% of the sentences in our
corpus come from articles with an acceptable IMRAD pat-
tern of all four (43.5%) IMRAD sections, or at least two
(46.3%) IMRAD sections (Introduction and Discussion).
Further research is needed to determine whether having only

two IMRAD sections is a domain-specific format or a sign
of incomplete content. The other problematic articles were
completely incompatiblewith academicwriting are remained
in the minority. Our study only examined article structural
arrangements with a focus on the sentence selection pro-
cesses. We leave in-depth studies of articles with missing
sections in their structural order according to IMRAD for
future work.

Second, the readability levels of the full-texts of articles
published in the field of Turkish LIS were calculated, and
the corpus was largely classified as “difficult” according to
the readability scale. However, the readability value of the
abstracts produced by the same authors was significantly at
the “very difficult” level. We observed that authors delib-
erately choose difficult-to-read language features in their
abstracts, regardless of the language features they use in
full-texts. Both ACA and ASA abstracts were calculated at
the same readability level as full-text articles showing that
selecting important sentences from full-text articles to gen-
erate automatic abstracts improves readability. Despite the
reasons that lead authors to write difficult-to-read abstracts,
widespread use of tools to select important sentences from
the structural sections of full-texts may help to break this
habit, which hinders scientific communication, over time.

After assessing the quality of SAG outputs, we found that
having a well-organized full text improves the quality of
both two output groups of SAG. It was observed that ASAs
performed significantly better than ACAs. However, inter-
estingly, ACAs also performed better as the number of struc-
tured sections increased, despite being produced without
taking into account the structure of the full-text. This could
be due to an increase in the structured content of original
abstracts, resulting in greater similarity between structured
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and non-structured automatic abstracts and author abstracts.
Alternatively, in the context of information retrieval, it means
that authors can produce abstracts that convey information
more accurately and have higher recall and precision scores
when full-texts structural layout improves. We conclude that
it is possible to argue that focusing on structural writing in
full-texts alone can contribute to improving the content of
the original abstracts produced by the author.

In the near future, we can expect to see various sys-
tems such as LLMs (Large Language Models), knowledge
graphs, NER (Named Entity Recognition systems) systems,
QA (Question Answering) systems, MT (Machine Transla-
tion) systems, and text summarization systems being used
together to produce high-quality structured abstracts. We
may also see the emergence of new tools that are specifi-
cally designed to assist researchers in communicating their
findings more effectively.

Future research should exploremore efficient and effective
features for automatic summarization methods to generate
summaries of scientific records in different languages and
domains. Additionally, future research should investigate
how the structure of the full-text can be further optimized
to improve the quality of automatic summarization meth-
ods. Training domain-specific dictionaries would help to
improve the accuracy, readability, and effectiveness of gener-
ated abstracts. We plan to train a model to classify structural
sections of Turkish articles by employing our data for future
research. Thus, we can fully automate the process of pro-
ducing structured abstracts by learning systems. Different
summarization approaches and algorithms should be applied
to obtain more readable, high-quality structured abstracts.
We also plan studies to train our data to predict the structural
order of abstracts. A detailed analysis of user opinions on the
readability issue can also be conducted. User studies can also
reveal the best sentence weights depending on the structural
sections of articles.

Finally, we verified that using structural sentence selec-
tion, abstract-generating systems can support scholarly com-
munication as a supplementary tool for authors and editors.
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