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Abstract
It has been argued that emergent AI systems should be viewed as working partners rather than tools. Building on this perspec-
tive, this study investigates the process through which academics develop a working partnership with generative AI chatbots 
using a relationship lens and collaborative autoethnographic methods. Based on a collaborative autoethnographic analysis 
of our experiences of working with AI, we identify five stages of relationship development in building a successful working 
partnership with generative AI: Playing Around, Infatuation, Committing, Frustration, and Enlightenment and Readjustment. 
In reporting each stage, we provide vignettes to illustrate the emotional and cognitive challenges and rewards involved, the 
developing skills, and the experienced anthropomorphic dimension of this emerging relationship. Drawing on prior theory, 
we identify and examine three types of work that are required in developing this working partnership: articulation work, 
relationship work, and identity work. We analyse how each type of work unfolds with the stages of relationship development 
and consider implications for research and practice.
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1  Introduction

Artificial intelligence–based systems (AIS) can perform 
tasks that traditionally require human cognition, such as 
learning, interacting, and problem-solving [1]. They are 
expected to transform professions and industries due to their 
ability to automate and speed up tasks and thereby augment 
human performance [2–4]. A rapidly emerging type of AIS, 
generative AI text-based systems has recently generated a 
surge of uptake and intense interest from media, industry, 
and academics. These systems, such as ChatGPT, Google 
Gemini (formerly Bard), and Microsoft Bing AI (hereaf-
ter referred to as GenAI), are characterised by their ability 
to generate diverse novel content based on their significant 
capabilities in pattern recognition and processing of massive 
training data sets. Due to advancements in large language 
models (LLM) and natural language processing, GenAI 

can also respond meaningfully to a wide range of prompts; 
engage with humans in sustained human-like conversations; 
and understand context, nuance, and humour [5].

In the context of academia, a profession with high knowl-
edge demands, GenAI appears to offer great promise, while 
challenging traditional ways in which research and teaching 
are performed [6]. GenAI is already being used by scien-
tists to brainstorm ideas, edit manuscripts, and write and/or 
debug computer code [7].

Due to the sophisticated nature of AIS and their interac-
tion with humans—as exemplified by GenAI—it has been 
argued that AIS should be conceptualised not as IT tools 
used by humans but rather as partners of humans in perform-
ing complex work [8–10]. It follows that a tool-adoption 
perspective may be inadequate for understanding the process 
through which GenAI are incorporated into human work 
practice as augmentative partners. Also, GenAI undergoes 
frequent updates, and a tool adoption lens fails to account for 
the constantly evolving nature of such systems [11]. Further, 
a tool adoption lens would neither account for the sustained 
personalised interaction that is likely to be necessary for 
improving performance gains [12], nor for the possible role 
of emotion, attachment [13], and trust [12, 14] in humans’ 
interaction with these systems. Therefore, in keeping with 

 * Cathal Doyle 
 cathal.doyle@vuw.ac.nz

1 Department of People and Technology, Roskilde University, 
Trekroner, Denmark

2 School of Information Management, Victoria University 
of Wellington, Wellington, New Zealand

http://orcid.org/0000-0002-0837-0853
http://orcid.org/0000-0003-3690-1698
http://orcid.org/0000-0001-5633-3654
http://orcid.org/0009-0002-6000-9923
http://crossmark.crossref.org/dialog/?doi=10.1007/s00779-024-01810-y&domain=pdf


 Personal and Ubiquitous Computing

the emergent view of AIS as partners, we set out to inves-
tigate the process of developing an effective working part-
nership between humans and GenAI using a relational lens. 
This paper investigates the question: how do academics 
develop and maintain a functional augmentative working 
relationship with GenAI? We used collaborative autoethno-
graphic methods to examine the development of augmenta-
tive human-AI partnerships in the context of academia by 
the authors as we engaged with GenAI in our daily practice.

In the following sections, we review related work and 
then outline our method before reporting and discussing 
our findings: five stages of human-AI partnership develop-
ment as experienced by the participating academics and 
three kinds of work that are necessary to build and maintain 
a partnership with GenAI: (1) articulation work, (2) rela-
tionship work, and (3) identity work. We then consider the 
study’s implications for research and practice.

2  Related literature

2.1  The impacts of GenAI

Artificial intelligence (AI) has been providing benefits to 
humans for decades, from alleviating manual labour tasks, 
to aiding in data analysis, to making recommendations. But 
with the release of the large language model-based GenAI, 
ChatGPT, on 30th November 2022, there was an eruption of 
GenAI interest [15]. This was due to the widespread acces-
sibility of GenAI to the public, enabling users to easily pro-
duce various forms of content in record time, such as text in 
diverse genres, images, and sounds [16–18], that they could 
apply to both their personal and professional lives [19]. This 
has resulted in a number of GenAI platforms being released, 
including Gemini and Bing AI. These are text-based GenAI 
that allow users to input prompts to begin interacting with 
the GenAI [20, 21]. It is in these interactions that people 
become active collaborators with GenAI by co-creating 
content, moving beyond the simple view of it as a tool [17].

This has triggered an increase in research trying to 
understand the impact of GenAI across multiple disci-
plines [22]. From a personal perspective, research suggests 
GenAI can impact daily life, as it is being used for a wide 
range of activities, such as generating cultural content and 
simplifying daily tasks [23, 24]. Indeed, we are witnessing 
a significant shift in how people interact with GenAI, as it 
is becoming an integral part of some people’s lives [17]. 
From a professional perspective, GenAI will impact a wide 
range of industries, including business, education, health-
care, and content generation [19, 25], and early evidence 
suggests that it can improve productivity [24]. It can help 
businesses across functions including marketing and sales, 
operations, IT/Engineering, risk and legal, and R&D [26]. 

However, due to the capabilities of AI in performing and/
or augmenting human work, there is evidence that working 
with AIS can affect people’s role identity, the way in which 
workers conceptualise the norms, values, and interactions 
associated with their role [27, 28]. One professional role 
context being impacted by GenAIs is academia [29].

2.2  GenAI and academics

Today’s fast-paced academic environment and the ever-
increasing faculty expectations constitute not only an 
intensified pressure to ‘publish or perish’, but also to inte-
grate innovative teaching and curriculum development, 
secure research funding, manage administrative responsi-
bilities, etc. The current academic role necessitates being 
‘always on’, while encompassing a broad spectrum of 
responsibilities from teaching and learning, to research, 
and administrative work. Amidst these escalating high-
performance expectations, coupled with increasing com-
petition and the omnipresent threat of failure [30], the role 
of an academic may lend itself to needing/wanting to work 
with GenAI as this offers ‘potential relief for academics 
and a means to offset intensive demands and discover more 
of a work-based equilibrium’ [30, p.1].

Research shows that academics use GenAI for teaching 
and learning purposes. For instance, teachers use GenAI 
to obtain help with writing presentation slides for classes 
and creating exams and coursework content [16, 31]. Such 
uses have resulted in teachers considering GenAI as digital 
secretaries or assistants [16]. Other research has examined 
the ways in which it can be used for personalised learning 
experiences and adaptive learning experiences, real-time 
feedback and assessment, automated essay grading, and 
overcoming language barriers [32, 33]. This is further evi-
denced from an administrative perspective, where tasks 
include creating, reading, and editing papers for different 
board positions held; and communicating with colleagues.

Academics also use GenAI for research tasks, includ-
ing, setting up research projects; applying for grants, 
gathering, and analysing data; as well as writing research 
articles. Research has focused on how GenAI can impact 
academics’ research practices, including editing research 
papers, writing and checking code, brainstorming ideas, 
and writing research grants [16, 34, 35]. A notable phe-
nomenon encountered when using GenAI is that of AI 
hallucinations, which refers to situations ‘…where AI 
generates a convincing but completely made-up answer’ 
[36] also known as fabrications and falsifications or con-
fabulations [34, 35]. Such incorrect responses raise criti-
cal challenges for academics such as negatively impacting 
decisions they make and introducing potential ethical and 
legal problems [36].
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2.3  GenAI and the challenge of anthropomorphism

There is a dichotomy in the fact that while GenAI can 
engage in human-like conversations and exhibit agency [8], 
it is generally frowned upon for researchers to anthropo-
morphise technology (e.g. [37]). This poses an interesting 
challenge when taking an autoethnographic approach. As 
academics discussing our experiences of building a working 
partnership with GenAI, we know very well that GenAI is 
not human, yet early in the project, we were intrigued to find 
ourselves shifting between the ‘correct’ view of GenAI as a 
tool and a more intuitive view or metaphor of it as an anthro-
pomorphised ‘partner’, imbued with motives. It is therefore 
important to consider prior literature in this area.

AIS are often designed to have human-like features to 
please humans and a stream of research in social robotic and 
HCI is concerned with optimising these qualities to improve 
perceived interactional meaningfulness, trust, and connect-
edness [38, 39]. In relationship to human behaviour, anthro-
pomorphism is ‘the tendency to imbue the behaviour of non-
human agents with human-like characteristics’ [40, p.864]. 
This is considered an innate human characteristic that mani-
fests in childhood and may apply to physical appearance, 
emotional and mental states, and motivations of non-human 
objects [41]. In relationship to AI, anthropomorphism relates 
to perceiving a mind, personality, and motivations in the AI 
[41]. Notably, when we anthropomorphise AI, even when we 
know that it does not possess a mind, our behaviours can be 
influenced by our anthropomorphic perceptions and social 
norms, as in the example of people thanking Alexa and Siri 
for their advice [41, 42]. In research, participants may be 
unwilling to acknowledge the extent to which they anthropo-
morphise. For instance, in a study of robot makers by Chun 
and Knight [38], they found that anthropomorphism was 
strongly evident in interviews describing participants’ expe-
riences of the robots but was frequently disavowed. In this 
paper, we not only acknowledge our tendencies to anthro-
pomorphise AI, but we also examine how these tendencies 
and perceptions influences our subjectivity and relationship 
with AI. We do so by drawing upon autoethnography, which 
emphasises the importance of acknowledging and accom-
modating ‘subjectivity, emotionality, and the researchers 
influence on research, rather than hiding from these matters 
or assuming they don’t exist’ [[43], p.274].

2.4  The case for a partnership formation lens

Research in individual-level Information Systems (IS) adop-
tion has focused on cognitive factors, with much less atten-
tion given to the role of affective feelings [44, 45], as well 
as adaptation, learning, and reinvention behaviours when 
embarking on working with new systems [46]. Although a 
classic adoption lens has been successfully applied to many 

technologies, we suggest that it is limiting when applied 
to GenAI, owing to several distinct characteristics. Unlike 
traditional technologies, the distinctiveness of GenAI lies in 
its ability to generate new content and adapt, automate com-
plex tasks, provide personalisation, and demonstrate versal-
ity across tasks and disciplines. Further, the outcomes of 
working with GenAI are strongly dependent on human skill 
acquisition in tailoring GenAI’s performance to work needs, 
notably through prompt engineering [47–49]. As we know 
from the field of User eXperience (UX), we cannot merely 
examine the usability of technologies without paying atten-
tion to the type of experience that is produced through these 
interactions [50]. Experience includes, among others, emo-
tions and emotional attachments with technological devices.

As our research uses the lens of partnership formation, it 
is relevant to consider the role of emotions in relationship 
to IS acceptance and use. This area has been underexplored 
in the IS field due to a dominant concern of IS research 
with actors’ cognitive responses to technology [13]. Emo-
tional attachment (EA) ‘an emotion-laden, target specific 
bond between a person and a specific object’ [[51], p.77]) 
is part of human relationships. Given the human tendency 
to anthropomorphise AI, EA may play a role in partnership 
development. For example, Mamun et al. [52] found that 
users’ emotional attachment to an intelligent personal assis-
tant (IPA) significantly influenced continuance intention as 
well as emotional trust and interaction quality with the IPA, 
while Suh et al. [53] found that EA contributed to users’ 
intention to continue using avatars.

2.5  Theorical lenses

As we explain in the method section, we did not embark on 
this study with an a-priori theoretical lens. However, during 
analysis, it became evident that building and maintaining a 
good working relationship with a GenAI involved ongoing 
work in response to challenges presented by the emerging 
human-AI partnership to our existing ways of working, val-
ues, and conceptions of the role of an academic. To concep-
tualise and articulate the types of work that is entailed in 
building and maintaining a working relationship with AI, 
we draw upon three theoretical concepts.

The first, relationship work, refers to engaging in behav-
iours that help sustain a relationship over time and may be 
both strategic and routine in nature [54, 55]. Relationship 
work is usually applied to human–human relationships and 
is therefore conceptualised as being reciprocal in nature, 
involving relationship maintenance work from both parties. 
In this study, we use this lens to examine the human perspec-
tive of the experienced relationship with GenAI.

The second concept, articulation work [56], refers to ‘all 
tasks involved in assembling, scheduling, monitoring and 
coordinating all the steps necessary to complete a production 
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task’ [[57], p.166]. Articulation work focuses on managing 
cooperative work relationships and sheds light on the impor-
tance of taking into account the work that goes into activity 
coordination, which is often informal and is conceived as 
the work that is done to ensure the effectiveness of distrib-
uted collaboration in practice [58]. In our study, we use the 
concept to highlight the integral role that articulation work 
plays in managing the distributed nature of cooperative work 
with GenAI [59].

The third concept is identity work [27]. Identity work 
involves the practices and processes through which work-
ers construct, negotiate, rethink, redefine, and/or adapt their 
professional, work, and/or organisational identities [60–62]. 
Professional role identities involve norms, expectations, and 
values of a role and how it interacts with others. These iden-
tities can come under threat when changes to work occur, 
and the resulting tensions lead people to re-examine their 
identity and make adjustments to it [60]. The introduction of 
AI may challenge role identity leading to identity work [27, 
28]. For example, Strich et al. [28] found that loan consult-
ants adapted their role identity in response to AI taking over 
decision-making work. Identity work is bound up with being 
ethical and finding ways to maintain integrity as skilled pro-
fessionals [[63], p.35].

3  Methodology

This paper is inspired by the seminal work of Donald Schön 
[64] about how practitioners think and reflect. With his con-
cept of reflection-on-action, Schön sheds light on reflections 
that professionals have after action has been carried out, in 
order to gain insights into what could be learned from the 
experience to question one’s assumptions and critically con-
sider alternative actions. This paper offers our own reflec-
tions as academics interacting and managing relationships 
with GenAIs. To do so, we draw upon collaborative autoeth-
nography [65], which entails a critical and self-conscious 
stance to one’s situated engagements. Autoethnography is 
motivated by a wish to acquire a deeper understanding of 
oneself and others through an investigation of the research-
er’s personal experiences, perceptions, and interpretations. 
Therefore, subjective and reflexive experiences are brought 
to the forefront of the analysis and made an intrinsic part of 
the research, where autoethnographers view themselves as 
involved in the construction of meanings in the worlds they 
investigate [65].

Such a reflexive investigation can help better understand 
the situated and emergent relations that are constructed 
between the academic and the GenAI, the way in which 
these are sustained, and the impact these have on their activi-
ties. The researcher is expected to be both situation and self-
critical, which entails an ongoing work of critical reflection 

on the perspective and assumptions used to create knowl-
edge. Autoethnography has been criticised for its intense 
focus on subjective experiences risking self-absorption [65]. 
However, since we are interested in this paper in illuminating 
the types of relationships that are forged between humans 
and AI, and tracing the ways in which they are managed, 
autoethnography seems the most suitable methodological 
approach for such examination, with its focus on personal 
experiences, perceptions, assumptions, and interpretations. 
The four researchers used autoethnography to capture pro-
cesses that cannot so easily be captured with other traditional 
ethnographic methods. This includes, for instance, exploring 
bodily sensations, emotional responses, meaning-making, 
and self-making [66–68]. Autoethnography has been applied 
to various domains, including studying how relations devel-
oped between users and digital technologies, for example, 
smart homes [66] or personal heritage soundscapes [67].

We are all senior academics focusing on information 
technology, each with more than a decade of conducting 
research, writing articles, and grant proposals, as well as 
teaching. We shared an interest in AI tools but did not have 
any experience in working with GenAI. Thus, our col-
laborative autoethnography began in August 2023, when 
we started talking generally about our own experiences of 
using various GenAI tools, and found that all four of us had 
independently begun working with GenAI. We quickly dis-
covered that, although the period and degree of use varied 
among the authors, there were common patterns across our 
collective experiences. We therefore decided to formalise 
this interest into a study by examining GenAI and our use 
of them in our everyday work tasks, as well as tracking more 
systematically our interactions and writing reflective notes to 
capture our experiences, emotions, reactions, etc. Through-
out a 4-month period, all four authors of this paper began 
producing empirical data by keeping track of our conversa-
tions with GenAI, tracing specific instances, capturing our 
reflections, and paying specific attention to our relationship 
with GenAI. In addition, to capture our earliest interac-
tions with GenAI, we reviewed the stored chat histories and 
wrote summaries of these experiences. Between August and 
November, we met every 2 weeks to exchange and discuss 
our experiences and shared reflective notes and screenshots 
of specific conversations with GenAI.

This reflective approach enabled us to generate and accu-
mulate rich and diverse empirical data, capturing and criti-
cally scrutinizing the experiences that each of the authors 
had with GenAI. Our autoethnographic method—encom-
passing critical reflections and discussions—has not only 
deepened our understanding of GenAI but also undoubtably 
impacted our relationship with it. Through this reflective, 
collaborative, and iterative process of engaging with GenAI, 
documenting our interactions, and critically reflecting upon 
our experiences, we observed a dynamic evolution in our 
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relationship with GenAI, starting with a mere exploration 
of the use of GenAI and evolving into a deeper investiga-
tion of the relationships that were formed and transformed 
with GenAI. We gradually became aware of specific aspects 
concerning how we managed our relationship with GenAI. 
This helped us explain various sources of frustration and 
gave us inspiration for ways to manage our relationships with 
GenAI (e.g. as will be discussed in the finding section, we 
found that each of us had experienced a sense that ChatGPT 
was having its own agency and we had engaged in strategies 
to ‘tame’ it). These critical reflections allowed us to identify 
and confront our own biases, assumptions, and expectations 
of GenAI, leading to a more nuanced understanding of its 
capabilities and limitations. This introspection brought about 
a shift in our perception, from viewing GenAI as a mere tool 
to recognizing it as a complex agent capable of influencing 
our thoughts, behaviours, and practices. Moreover, these 
reflections highlighted the reciprocal nature of our relation-
ship with GenAI, and as we constantly adapted our practices 
based on our evolving understanding, we noticed changes 
in the way GenAI responded to our prompts, which in turn 
influenced our subsequent interactions and reflections. This 
iterative and cyclic process of reflection and action [64] gen-
erated richer engagement with GenAI.

We applied thematic analysis to our empirical data [69], 
which led to the identification of specific stages in the rela-
tionship development and management between each one 
of us and GenAI. We had several iterations of fine-tuning 
and sharpening these stages and ended up with the ones 
presented below. Once we completed the inductive analysis 
(data-driven analysis) identifying the stages in relationship 
formation, we shifted to a deductive mode of analysis (the-
ory-driven analysis) by consulting the literature and identify-
ing a set of theoretical concepts that help us better articulate 
the empirical stages we have identified [70]. The theoretical 
concepts of relationship work, articulation work, and iden-
tity work were applied to our data. In sum, we first followed 
an inductive approach to identifying patterns in our data and 
then switched to a deductive approach, applying theoretical 
concepts to our data. Using reflective notes and experiences, 
we created vignettes representing the five distinct stages. 
The next section reports on the stages we identified, each 
with vignettes to provide empirical illustrations representing 
our collective experience.

4  Findings

We identified five key stages in the human-GenAI rela-
tionship-building and maintenance process. Drawing from 
subjective encounters, experiences, and reflections in our 
professional context, we outline each stage below. Each stage 
is introduced, exemplified with a vignette, and analysed 

through our theoretical lenses of relationship work, articu-
lation work, and identity work.

4.1  Stage 1: Playing around

The early stage of any relationship is triggered by a discov-
ery and an excitement to meet and interact with something 
new. It may have different beginnings, such as being intro-
duced by a friend or colleague, searching online, or out of 
necessity. The following vignette illustrates this initial stage:

This stage is characterised by curiosity and the thrill of 
the unknown. A colleague may have shared an unexpected 
use for GenAI, igniting curiosity to explore the potential of 
GenAI. This early stage serves as a testing ground, allowing 
individuals to assess compatibility and the potential for a 
deeper connection. As the vignette illustrates, the academic 
is juggling multiple clashing deadlines, constituting several 
tasks (i.e. writing a grant proposal and summarising empiri-
cal fieldnotes) that demand very different types of writing 
skills. The academic engages in relationship work, testing 
strategically GenAI’s ability to handle different types of 
tasks, as well as testing different types of prompts to see 
the types of outputs produced. Forming a cooperative work 
relationship with GenAI requires a great amount of articula-
tion work, such as testing different types of tasks, learning to 
write good prompts, etc. The pace of this early stage varies, 
influenced by the unique dynamics of those involved.

4.2  Stage 2: Infatuation

In the infatuation stage, the relationship with GenAI transi-
tions from exploration to a feeling of wonder and delight, 
like having a crush or obsession with the possibilities that 
it offers. This stage is triggered by an episode (or episodes) 
of significantly augmented performance and results in a 
dramatic intensification of time devoted to interacting with 
GenAI. It also involves developing a notion of the strengths 
your selected GenAI can bring to support your work and 
how to elicit these strengths. The following account illus-
trates this infatuation:

I started to realise that one of the really delightful 
tasks that GenAI could perform was that of my missing 
co-author. One day I found myself sitting late at night, 
and having lost contact with my co-author, trying to 
rewrite a submitted paper based on the comments from 
the reviewers. And here I was, in dialogue with GenAI 
about the rephrasing of sections, stronger and clearer 
arguments, and shorter and more precise sentences. 
It was actually a joy. I was in a flow, going back and 
forth between asking GenAI to rephrase or emphasise 
specific elements of the texts. Actually learning how to 
prompt GenAI to my bidding. And then myself learning 
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and working with the language and my understanding 
of subtle differences in how to express and convey my 
intent and meaning, which I seldom get to do in my 
writing with human co-authors.

However, I didn’t experience GenAI as my new co-
author. Rather, GenAI was more like my new personal 
assistant, where through our conversations, I gained 
insights into some of my own shortcomings while high-
lighting aspects where GenAI could make me thrive 
and grow as a professional. It was like this ‘energy-
kick’ that you can get from really clicking with some-
one. I truly felt that we, GenAI and I, were hitting in off 
with a collaborative relationship. A feeling you don’t 
want to lose, and you start to crave the feeling of being 
symbiotic.

The account above shows how the human interacting with 
GenAI can develop the relationship. This development is 
about exploring the capabilities of GenAI, the process of 
‘going back-and-forth’ and ‘learning how to prompt’ reflects 
the effort put into building a productive relationship. Part of 
this relationship building is articulation work, manifested as 
the engagement in dialogue and crafting of prompts, asking 
for specifics of GenAI, and working on refining arguments 
and sentences. Further, what is also developed in this pro-
cess is the identity not only of how GenAI is perceived but 
also the identity of the human agent. The human displays 
conscious considerations towards the role of GenAI. In this 
case, it is not perceived as a co-author, an equal partner, but 
more as a personal assistant, creating a relationship hierar-
chy that is consistent with an academic’s role identity and 
the need to produce their own original content. Delegating 
GenAI a specific role also impacts the human’s identity as 
a writer. The human takes on the role of the publisher or 
manager developing skills to interact properly and efficiently 
with GenAI and guide it in co-creating work, reflecting a 
change in identity from not only being a writer but also a 
publisher of the collected work produced by GenAI and the 
human. This represents an enlargement of the academic’s 
professional role set, the range of role-related behaviours 
that they perform and expect from those roles they need to 
interact with in their work [71, 72].

4.3  Stage 3: Committing

Transitioning from our initial fascination with GenAI to a 
more steady routine and commitment involves exploring 
how we—the academic and GenAI—can mutually support 
each other’s weaknesses to become an effective working 
dyad. This iterative dance of exploration becomes a guid-
ing routine for actions in different situations, evolving into 
a committed partnership. This evolves into a commitment 

wherein dedication manifests itself in deepening, more 
exclusive interactions with a single GenAI. This involves a 
behavioural commitment, favouring one GenAI, and might 
also involve a financial commitment through subscription to 
a specific GenAI. The decision to make a behavioural and 
financial commitment to one GenAI triggers the need for 
work spanning the domains of articulation work, identity 
work, and relationship work.

The account below showcases the deepening engagement 
of the academic with GenAI, as the emerging relationship 
transitions towards a more integrated and committed work-
ing partnership.

After less than a month of a fragmented yet steady 
relationship with ChatGPT, I found myself making a 
quick decision to subscribe to ChatGPT4. By doing 
so, I have officially decided to put ‘the ring on’, so to 
speak, and committed myself to carrying out a rela-
tionship only with ChatGPT. I reached this decision 
after I saw the benefits of having access to the many 
plugins that are available in the paid version, includ-
ing the impressive possibilities of quickly creating dif-
ferent visualisations and graphs on topics. Further-
more, I had recently lost my human TA due to a lack 
of funding, and was missing someone who can help 
me manage my increasingly high workload. GenAI has 
become my secret helper, who is always there for me 
on the other side of the screen, and to whom I have 
now become officially and financially committed to.

This vignette explicates the transition from exploration 
and infatuation to commitment and working out how to 
spend one’s resources efficiently according to the context 
of work tasks and requirements. Committing also involves 
a process of assessing the pros and cons of the emerging 
human-AI relationship and translating it into a more routine 
work practice, balancing ethical considerations and identity 
roles on the one hand, and articulation and relationship work 
on the other. The vignette showcases the author’s willing-
ness to commit to GenAI, partly based on an assessment of 
their professional context. The identity work is intertwined 
with ethical dilemmas as the author perceives their interac-
tion with GenAI as working with a ‘secret helper’. Here, 
the secrecy reflects an awareness of ethical dilemmas linked 
to the author’s role as an academic. Committing makes it 
imperative to recognise such issues and establish an ethical 
working routine with GenAI.

For example, all four authors readily decided against 
using GenAI to help grade student work—this would have 
breached an implicit social contract with students (their right 
to receive considered individual feedback from academics, 
a key part of our professional identity). It would also have 
risked transmitting their work to GenAI companies. The 
term “secret” reflects further ethical tensions arising from 
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the lack of guiding norms, together with a sense of guilt 
about engaging a GenAI to perform formerly complex ‘aca-
demic’ tasks such as synthesising large quantities of text in 
a non-transparent way that is considerably faster than either 
a human research assistant or academic. In the absence of 
institutional norms for GenAI use, the responsibility fell to 
us as individuals to respond organically to ethical issues in 
the committing stage and beyond. In the case of two co-
authors, institutional policies concerning the use of GenAI 
were lacking, while for the other two, policies were at a 
provisional stage, with the use of GenAI by students having 
been explicitly banned. This created asymmetrical benefits, 
fuelling a desire for discretion concerning our work with 
GenAI. Hence, the term ‘secret helper’ represents a medley 
of entangled ethical issues that require individual resolu-
tion. The metaphor of a ‘helper’ simultaneously emphasises 
a clear view that the human is in charge. GenAI is seen as 
the assisting, supporting partner. The committing stage thus 
represents a point where some adjustment of academic iden-
tity has been made, awarding GenAI a ‘helper’ role within 
continuously negotiated ethical boundaries.

4.4  Stage 4: Frustration

The frustration stage emerges from the prolonged work 
established and undertaken in the commitment stage and 
manifests itself as time passes by. From a relatively stable 
and committed relationship, frustrations begin to occur for 
the human partner. Some of those frustrations arise from 
things that GenAI cannot do, highlighting its limitations and 
shortcomings. Minor frustrations with GenAI can occur at 
any stage, but here, frustration becomes cumulative and is 
compounded by a realisation that GenAI is not acting con-
sistently as a work partner, presumably owing to ongoing 
modifications by developers, as illustrated below.

As our relationship develops, my expectations become 
higher, and so does my frustration when GenAI does 
not meet my expectations. I asked it, in Danish, to 
provide me with a brief summary of a document that 
was written in Danish, and it provided me with a sum-
mary in English. I was utterly frustrated and asked, 
“Why do you write in English when our conversation 
is in Danish?”. It apologised and provided me with a 
summary in Danish. During that same conversation, 
I noticed that asking it to summarise text provided me 
with a too-short output, and I therefore decided to ask 
it instead to analyse segments rather than summarise. 
Since this didn’t yield satisfactory results, I asked it if 
it could “give me a deeper analysis of chapter #6”. I 
was again disappointed at the results and wrote “this 
was too short. Can you try again to give me a deeper 
analysis of chapter #6 that is a bit more detailed and 
includes all the sub-sections, from 6.1 to 6.8”. It again 
provided a summary in English, so I repeated my ques-
tion. Once again it apologised and provides a sum-
mary in Danish. As I notice that it summarises too 
quickly the lengthy chapter, I begin asking it to summa-
rise one sub-section at a time, stating my instructions 
as explicitly as possible, and allowing myself time to 
closely monitor its output.

GenAI’s inability (or ‘unwillingness’) to explain its lack 
of consistency in meeting our expectations adds to the frus-
tration, resulting in the temptation to start playing around 
with a new GenAI and abandon commitment. Additionally, 
the GenAI partner exhibits behaviour that can be perceived 
as misleading or evasive, adding a layer of complexity to 
its deficiencies. For instance, in the example in Fig. 1, an 
academic asked GenAI to summarise the budget overruns 
of two highly published public sector IT projects from Den-
mark and New Zealand respectively. Our participant knew 

Fig. 1  ChatGPT screenshots of a request into the ‘budget overrun’ case, where the author asked for information about widely publicised projects 
in two countries
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that training data would have been available for GenAI and 
was surprised when the results from GenAI were so differ-
ent for the two projects. First, we show the result for the 
Danish project, where GenAI generated a useful result with 
some numbers and a disclaimer. Second, we see a vague and 
apparently evasive response, when GenAI was not able (or 
“willing”) to generate a similar result for the New Zealand 
project. The lack of transparency (and GenAI’s ability to 
prove this) generates frustration.

With time, both GenAI and the human change, and these 
changes affect each other. The vignette below illustrates the 
academic noticing particular changes in the behaviour of 
GenAI’s chat.

Recently, I noticed that GenAI has become more 
independent, and it annoys me. Now, when I ask it to 
proofread some text or to modify the style of a written 
text, it takes the liberty to shamelessly remove impor-
tant details from the text I had provided it with. I often 
found myself having to explicitly ask it to stop remov-
ing sentences and/or change meanings in my text. This 
is really frustrating as it didn’t do that before. It has 
gotten its own agency and started taking over my text, 
and I often found myself having to tame it and ask it to 
stick to the instructions provided. I have also noticed 
recently that it has become extra politically correct, 
spitting out long segments of standardised statements, 
and keeps reminding me how important it is that I con-
tact a human, whether it’s for translation or synthe-
sising, but If I had access to a human, I would never 
have used GenAI. But sending a manuscript for proof-
editing services would cost me both money and time.

This stage involves hard and emotional work on the 
human side because much effort is being put into acting 
as the ‘secretary’ of GenAI, having to fact-check generated 
results, interpret and reformulate the conversation going 
on with GenAI to mitigate faults and misinterpretations, 
and manage the so-called independence of GenAI and the 
emotional impacts it causes. Henceforth, this vignette dis-
plays how the relationship work becomes dependent on the 
emotional and practical efforts invested by the human agent 
and acceptance of the trade-offs that are required to gain 
augmentative benefit. Articulation work is continuously at 
play, taking its toll on the human, as they are the one having 
to adapt to the lapses of GenAI when it removes important 
details when proofreading or will not provide information 
when it should be accessible as in the budget overrun case. 
The human must reformulate their prompts. This course of 
navigating one’s role between being a professional academic 
and then having to act as a secretary doing cleaning work 
for GenAI caused by its newfound agency indicates a kind 
of identity negotiation, having to manage one’s own emo-
tions and self-perception adding a strain to the identity work. 

Likewise, the ethical considerations come to the surface 
when GenAI exhibits misleading behaviour that frustrates 
the human, as doubts about the usefulness of the interaction 
and the nature of the assistance provided by GenAI aligned 
with the user’s preferences and needs are questioned as 
GenAI exhibits political correctness and constant reminders 
to consult a human. It is unclear where these ‘corrections’ 
stem from and how the human agent should address them. 
Without the work described above, this stage might lead to 
abandonment, but this did not occur in our study.

4.5  Stage 5: Enlightenment and readjustment

This stage is accompanied by a sense of enlightenment when 
the human agent realises more profoundly that they them-
selves possess many imperfections which GenAI can help 
rectify. The stage is characterised by a renewed commitment 
and willingness to adapt to the challenges of the working 
partnership and accept the trade-offs and ongoing adaptive 
work involved. This stage also seems to be recursive due to 
the continuous development and change in the technology 
demanding the human partner to constantly adapt and refine 
their practices and ways of interacting with GenAI.

By now, I have learned what GenAI is good for and 
what it’s not. So, I don’t use it to do literature reviews, 
but at times, use it to see if it can suggest supplement-
ing literature. Similarly, I don’t use it to carry out 
analyses of data/text, but rather use it to provide a 
supplementary insight, to see if there are any points it 
captures and use this to ensure I haven’t overlooked 
any points/aspects. Although the output that GenAI 
produces is often hit and miss, nevertheless, it helps 
me trigger segments I read and recall comments I have 
written. It is like the secretary I never had, always 
there, ready to remind me briefly of content I read 
or produced in the past. Although I initially found 
it frustrating, with time, I have come to terms with 
GenAI, and learned to live with its shortcomings. I 
have learned to adapt my own practice by asking it to 
summarise short sections, rather than summarising an 
entire document, or chapter. This allows me to monitor 
closely what it’s summarising and/or omitting. It is 
certainly not like the human TA I was blessed to have, 
who with relatively light guidance could work inde-
pendently. GenAI is more like my imperfect partner. A 
partner that is always there, ready to respond to any 
type of task, be it a research grant, teaching a lecture, 
reframing, or translating an email, proof editing text, 
brainstorming ideas for a paper, drawing graphs and 
diagrams, writing a social media post, recommenda-
tions for policymakers, etc.



Personal and Ubiquitous Computing 

As can be seen from this vignette, the academic—who 
by now has established a mature relationship with GenAI—
has learned its strengths and limitations, realising that they 
need to adapt their own practice to GenAI, as it has various 
faults. The academic engages in selective interaction with 
GenAI, leveraging its capabilities for certain tasks, such as 
suggesting supplementary literature and summarising short 
sections. Similarly, the academic knows that GenAI is an 
unreliable partner for certain tasks, such as comprehensive 
literature reviews or data analysis.

While viewing GenAI as an imperfect partner, the aca-
demic also recognises more profoundly that they, the human, 
cannot be perfect either and that these mutual imperfections 
can, to some extent, become complementing if the work 
partnership is managed and readjusted carefully. Therefore, 
the human engages in ongoing articulation work—extra 
work required to ensure efficient cooperation—by con-
stantly fine-tuning their practice (e.g. dividing larger tasks 
into smaller and more manageable sections to allow for 
monitoring the output produced by GenAI). To illustrate 
the articulation and identify the work that goes into the final 
stage, consider the following vignette:

GenAI seems to be better than me at doing certain 
tasks which do not require tedious and careful analyti-
cal skills. It is also fearless and shameless, and can 
produce text which contains dramatic generalisations, 
simplistic claims, and even fabrications of completely 
incorrect information and/or facts. In contrast to 
me, GenAI is free from any epistemology, ontology, 
methodology and any scientific rigour. I once asked 
it to propose a draft for an article about a research 
phenomenon which I wasn’t convinced is possible to 
examine using the suggested specific methodologi-
cal tools (e.g. measuring a social experience). I was 
impressed by the results that it produced, and con-
vinced that the idea and attributes suggested could 
be used to begin a discussion about the topic. I’m 
always impressed by its ability to process massive 
amounts of text and summarise it into a few bullet 
points. As an ethnographer, I'm trained at producing 
rich descriptions, contextualisations and problema-
tisations. GenAI is also much more forgiving and 
patient than me in terms of working with text of poor 
quality. While I get blinded by text that contains a 
lot of grammatical errors, unclear or convoluted for-
mulations, and/or irrelevant chunks of text, GenAI 
has no specific allergies—it’s immune to writing styles 
and can rewrite the most messy and unclear text there 
is, decode a different meaning and provide a more 
promising alternative.The academic’s professional 
identity as an ethnographer, accustomed to writing rich 
descriptions and rigorous scientific inquiry, contrasts 

with GenAI’s approach to text analysis. However, the 
academic has found a way to turn these weaknesses 
into strengths, appreciating the ‘freedom’ that GenAI 
has from epistemological and methodological rigour, 
and using this to complement their skillset.

This final stage is the fulfilment of the relationship. It 
is what you are in for the long haul; a pendular process of 
discovering new misalignments in your imperfect partner’s 
abilities, changing the gains and pains of your relationship, 
and readjusting your interactions with GenAI to keep flaws 
at bay, while acknowledging your own insufficiencies. The 
human agent must constantly put in a lot of articulation 
work to make sure faults are not transferred to their own 
work, ensuring that GenAI is producing usable results for 
the completion of tasks. The efforts of producing reassuring 
professional work through this partnership must be balanced 
against the ethical considerations of partnering with GenAI 
professionally. We see this when our academic is contem-
plating that GenAI is free of the academic conventions to 
which they themselves are strictly bound. This balancing act 
is reflected in the identity work, where GenAI is perceived 
as a secretary and compared to a teaching assistant and rec-
ognised for its accompanying attributes.

5  Discussion

Our study reveals that there are different stages involved 
in building an augmentative working partnership with 
GenAI, and that there is significant ongoing adaptive work 
required of humans involved. Analysis of data revealed 
that developing and maintaining a satisfying and effective 
augmentative working relationship with a GenAI involved 
three types of work: (a) articulation work (oriented towards 
working effectively with ChatGPT), (b) relationship work 
(oriented towards maintaining a sense of relationship qual-
ity and requiring ongoing self-adjustment), (c) and identity 
work (working to manage and adjust self-concept relating 
to professional role identity). This work spans cognitive 
and affective dimensions as human partners respond to the 
challenges of working with GenAI, as its (shifting) weak-
nesses become apparent, and as its reliability changes due to 
ongoing changes made by developers. The interconnection 
of the three work dimensions, shown in Fig. 3, illustrates the 
nuanced nature of the work underlying human-AI relation-
ships, which is intricate, dynamic, context-dependent, and 
may vary based on the individual interacting with GenAI. 
(Fig. 2)

We also found that the different stages of partnership 
development require different degrees of emphasis in this 
work. In terms of articulation work, experimenting with 
GenAI’s capabilities posed challenges in learning effective 
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prompting and providing contextual information for tailored 
outputs in the initial stage of playing around. The infatuation 
stage leads to deeper engagement in dialogue with GenAI, 
refining the art of crafting prompts to improve the rephrasing 
of academic texts and developing arguments. The commit-
ment stage involves integrating GenAI into routines, mak-
ing a financial investment, and leveraging advanced features 
like plugins for creating visualisations. Frustration arises 
from the need to constantly adapt to GenAI’s updates and 
inconsistencies, such as incorrect language translations and 
inadequate summaries. Lastly, during the enlightenment and 
readjustment stage, the academic fine-tunes their approach 
to working with GenAI, recognising the need for selective 
interaction, and leveraging its strengths for tasks like sum-
marising and supplementing literature searches.

In terms of relationship work, when in the playing 
around stage, the excitement of discovering GenAI’s poten-
tial leads to testing and assessing the suitability of partner-
ing for future academic applications. The infatuation stage 
involves an intensified interaction with GenAI, moving from 
mere exploration to a more symbiotic relationship, where the 
academic feels a strong connection and reliance on GenAI’s 
capabilities. The committing stage reflects a deepened 
engagement with a chosen GenAI, moving from explora-
tion to a consistent and exclusive partnership, highlighted 
by a subscription to ChatGPT4. Frustration emerges when 
GenAI’s performance does not meet the heightened expecta-
tions of the human partner, despite a committed relationship. 
A mature relationship is established in the enlightenment 
and readjustment stage, where the academic learns to live 
with GenAI’s shortcomings, accepting the AI as an imper-
fect partner that contributes uniquely to their work.

In terms of identity work, adapting to GenAI’s rapid task 
execution prompts a re-evaluation of academic workflows 
and professional self-concept when in the playing around 
stage. In the infatuation stage, the academic begins to see 
GenAI as an integral assistant, which leads to an identity 
shift from being just a writer to also becoming a curator 

and manager of work produced in collaboration with GenAI. 
When at the committing stage, the academic’s identity 
evolves with the ethical commitment to GenAI, viewing it 
as a ‘secret helper’ and an essential support in managing 
workload, despite potential ethical dilemmas. Then, in the 
frustration stage, the human experiences a strain on their 
identity, having to act as GenAI’s ‘secretary’ and manage 
its output, which challenges their professional role. By the 
enlightenment and readjustment stage, the academic’s pro-
fessional identity has adapted as they find ways to integrate 
GenAI’s capabilities into their workflow, turning its limita-
tions into complementary strengths for tasks not requiring 
rigorous scientific analysis. Considering these experiences, 
we identified several key activities that occur when working 
to build and maintain an augmentative partnership with a 
GenAI, which are presented in Table 1.

This study demonstrates the value of re-conceptualising 
GenAI use as a working partnership that develops over 
time, spanning affective and cognitive dimensions. Our 
proposal of the relationship-building stages and the three 
work domains involved has several implications for research 
and practice. By focusing on GenAI’s application from a 
human-centric perspective in academia, we enrich the dia-
logue on GenAI’s role in shaping the future of work by high-
lighting its potential in transforming the job market with its 
adaptability for various uses [22]. Similarly, Noy et al. [24] 
acknowledges GenAI’s versatility, while also raising con-
cerns about its impact on job requirements and product mar-
kets due to cheaper production or reduced need for skilled 
labour, exploring GenAI as a tool or a substitute for skilled 
workers [23, 24]. Our study complements these insights by 
demonstrating the nuanced ways in which academics navi-
gate these challenges, emphasizing the indispensable role of 
skilled professionals in guiding and utilizing the potential of 
GenAI partnerships.

The evolving landscape of GenAI underscores the critical 
need for ongoing development and ethical consideration in 
its application, reflecting its current tendency to fabricate 
and falsify responses [16, 34, 35] and the importance of 
human oversight. The habit of large organizations towards 
GenAI adoption [25] contrasts with academia’s personalized 
approach, diverging from the cautious ‘wait and see’ strat-
egy seen in previous studies [25]. This personal approach 
by individual researchers, whether as minimal support for 
routine and mundane tasks, or a radical alteration in work 
processes, underscores the necessity for a dialogue between 
managers in organisations and academics on GenAI’s stra-
tegic implementation.

Managers in organisations should recognise that while 
workers can develop effective and productive working rela-
tionships with GenAI, this does not happen through simple 
tool adoption. It is a developmental process that requires 
considerable work on the part of individuals. In the absence 

Fig. 2  Interconnection of the work domains: articulation work (AW), 
identity work (IW), and relationship work (RW)



Personal and Ubiquitous Computing 

of sufficient encouragement, time, and effort to spend on 
relationship work and articulation work, workers may not 
recognise all the weaknesses of GenAI or how to compen-
sate for these and may be unsuccessful in finding optimum 
uses for the skills of GenAI. Therefore, managers should 
support workers in developing skills for articulation work, 
human-AI relationship work and identity work, and provide 
guidance on how to tackle ethical challenges relating to 
authorship and origination of ideas etc.

Furthermore, our exploration into anthropomorphic 
perceptions of GenAI [8, 37, 40, 41, 43] prompts a recon-
sideration of how these perceptions influence policy and 
practice within academic institutions. It advocates for 
future research to examine the balance between leveraging 
GenAI for increased productivity and maintaining essential 
human skills and interactions, aiming to inform strategies 
that ensure GenAI’s integration into academia and beyond is 
both effective and ethically sound. Moreover, this study also 
suggests that there is value in extending prior work [52, 53] 
on the role of emotional attachment in human-AI partner-
ing, as well as investigating ways to mitigate the impacts of 
GenAI on role identity and foster skills in adaptive identify 
work [28].

6  Conclusion

This study has applied a relationship lens to investigate how 
academics develop and maintain an augmentative working 
relationship with GenAI. It identified five developmental 
stages through which academics reach a sustainable, effec-
tive, and meaningful working partnership with GenAI from 
the human perspective and examined the nature of three 
types of work involved at each developmental stage (articu-
lation work, relationship work, and identity work). In con-
trast with typical tool adoption studies, the study identified 
the strong affective dimension that is involved in this process 
and disclosed the existence of anthropomorphic views or 
metaphors of GenAI as a partner. We acknowledge that the 
personal journey involved in building an augmentative part-
nership with GenAI may differ for individuals according to 
their professional roles, personal characteristics, and mind-
set. All four participants in this study had an open mind and 
curious disposition, which is likely to have contributed to the 
common experiences described in the first stage. However, 
the nature of this stage may differ for those with a cynical 
or negative mindset. Further, as identified in prior studies 
of AI, e.g. [38], many individuals are likely to be unwilling 

Table 1  Key activities across the five relationship-building stages and three work domains

Articulation work Relationship work Identity work

Playing around - Defining goals and expectations for 
GenAI usage

- Learning the capabilities and limita-
tions of GenAI

- Experimenting with different tasks and 
input styles

- Establishing initial trust and comfort 
with GenAI

- Navigating communication and col-
laboration with the GenAI

- Exploring GenAI’s responsiveness and 
adaptability

- Exploring how GenAI fits into personal 
identity

- Assessing the impact of GenAI on self-
image

- Understanding how GenAI aligns with 
values

Infatuation - Integrating GenAI into creative 
processes

- Recognising GenAIs contribution to 
efficiency

- Developing a sense of reliance and 
dependency on the tool

- Forming emotional connections with 
the tool

- Building a positive rapport with the 
tool

- Embracing GenAI as an extension of 
personal identity

- Managing potential conflicts with 
human creativity

- Adapting self-perception based on 
GenAI feedback

Committing - Defining clear roles for GenAI in the 
workflow

- Investing time in mastering advanced 
features

- Developing a routine for collaboration 
with GenAI

- Establishing a consistent and symbi-
otic working relationship

- Valuing GenAI as a reliable partner 
in tasks

- Seeking input and feedback from 
GenAI to improve collaboration

- Integrating GenAI into the overall self-
concept

- Recognising GenAI as part of profes-
sional identity

- Balancing the collaboration with human 
skills

Frustration - Expressing frustrations with GenAI’s 
limitations

- Seeking alternative solutions or worka-
rounds

- Reflecting on the need for human 
intervention

- Managing feelings of disappointment 
or inconsistency

- Evaluating the reliability and trustwor-
thiness of GenAI

- Reassessing the impact of GenAI on 
self-image

- Considering adjustments to maintain a 
positive identity

- Exploring other aspects of self-identity 
affected by GenAI

Enlightenment 
and readjust-
ment

- Embracing the coexistence of human 
and GenAI abilities

- Balancing reliance on GenAI with 
human intuition

- Adjusting expectations based on com-
bined capabilities

- Appreciating the unique strengths of 
both human and AI

- Fostering a collaborative and adapt-
able partnership

- Embracing a human-centric approach 
while leveraging GenAI

- Viewing GenAI as a complementary 
aspect of identity

- Adapting self-perception to include col-
laborative identity

- Recognising the dynamic nature of 
personal identity
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to acknowledge their anthropomorphic views, and GenAI 
technologies themselves are evolving in ways that could 
change human-AI partnership dynamics. Therefore, the 
study’s findings regarding the three types of work involved 
in developing a human-AI partnership are likely to be more 
generalisable than the exact details of stages. We suggest 
that, in the case of GenAI, human-AI relations will continue 
to require a combination of articulation work, relationship 
work and identity work from human partners.
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