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Abstract
Intangible cultural heritage (ICH) represents living cultural expressions and practices that are part of the heritage of a 
community, and their preservation and transmission are considered highly important. Various methods and tools have been 
applied so far for the digitization and dissemination of ICH content including a wide range of technologies. Mobile aug-
mented reality is a promising solution along this path that enables the overlap of digital and real-world information in an 
engaging and efficient manner. Despite the widespread use of AR in cultural heritage, there are not many studies regarding 
the user experience, the learning outcomes, and the way in which users observe and interact with the virtual content. This 
paper presents a mobile augmented reality installation that re-enacts the stages of leather tanning process, adopting a novel 
approach that augments 3D content upon a physical scale model of an old tannery. This approach pursues to transmit the 
cultural value of traditional craftmanship to visitors of the building and associate its architectural elements to its history and 
use. A user evaluation was conducted aiming to measure the users’ engagement, learning, and experience using the instal-
lation. The encouraging results led to a follow-up study about the impact of the physical scale model on the experience. 
Two variations of the experience have been studied, one with a physical scale model and one with a digital-only version in 
a between-subject design. The results of the two studies provide evidence that the proposed approach generated a positive 
user experience and evident learning gain and was considered easy to use, highlighting its potential to be widely adopted 
in buildings with architectural value.
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1 Introduction

Spreading the knowledge and promoting awareness about 
intangible cultural heritage (ICH) are a subject with notable 
challenges for the scientific community. ICH refers to cul-
tural expressions such as dance, rituals, and craftsmanship 
that are transferred by communities as part of their cultural 
heritage. Its preservation has become a topic of interna-
tional concern and numerous research projects and initia-
tives have been recruited for that purpose [1]. An important 
obstacle in the documentation of ICH is the fact that all these 
expressions are transmitted orally and/or by gestures and are 

usually modified over time [2]. In contrast to tangible cul-
tural heritage, i.e., monuments, historic cities, or landscapes, 
where safeguarding is associated to restoration and there are 
well-established means of documentation, the digitization, 
preservation, and communication of ICH are still an active 
area of research and novel approaches are tested for that 
purpose [3]. Tangible and intangible heritages are inevitably 
connected but not always distinguishable, as they interact 
with each other dynamically. Cultural expressions are almost 
always associated with tangible elements, such as clothes, 
tools, buildings, or places. To understand the importance 
and meaning of the first, we need to consider the latter and 
vice versa [4].

Digital technology can have an important role in the 
preservation and transmission of culture and in the com-
munication of both tangible and intangible heritage aspects 
[5, 6]. Cultural expressions of the past have been presented 
and associated with existing structures and exhibit using 
techniques such as motion capture, expressive digital 
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characters, gamification, and storytelling [7, 8] A number 
of technologies have been utilized for that purpose ranging 
from fully virtual representations to augmented or mixed 
reality solutions. In the latter case, real-world tangible ele-
ments, places, and structures are enhanced with images 
and stories of past cultures, such as location-based games 
and audio guides, as well as augmented reality experiences 
[9, 10].

The term augmented reality (AR) refers to the enhance-
ment of the physical world with digital visual and audio 
content and the seamless blending between them [11]. There 
have been plenty of manifestations for that purpose, includ-
ing special hardware worn by users (AR glasses), projec-
tion on physical objects or spaces (spatial AR), and AR on 
handheld devices such as smartphones or tablets (mobile 
AR). Recent advances in smartphone technology in terms of 
graphic rendering, processing, and tracking in 3D have made 
mobile AR technology more efficient, usable, and accessible 
to a large number of users [12, 13]. However, AR experi-
ences through mobile devices need accurate registration, 
especially when AR is applied indoors. The virtual elements 
need to be properly aligned with the physical world to retain 
the sense of coherence; otherwise, the illusion will be broken 
and will affect the user experience accordingly [14].

This research aims to study the use of mobile AR tech-
nology as a means for the dissemination of intangible herit-
age related to existing buildings. Older buildings sometimes 
carry a cultural value that includes both architectural and 
historical aspects and their visitors cannot directly perceive 
it. In some cases, places where performances or practices of 
ICH have taken place in the past nowadays have a different 
form and use; hence, the connection between memory and 
history is lost [15]. These missing elements may be commu-
nicated to visitors through stories and narration that generate 
connections between the built environment and its past and 
may potentially raise awareness about ICH [16]. Therefore, 
an interesting challenge is to explore possible technological 
setups and means of communicating the cultural value of 
these buildings to visitors or bypassers.

In this paper, we present the design and study of a novel 
approach for communicating the history of an old tannery 
and the traditional craftmanship of tanning to visitors, using 
a mobile AR environment that presents animated 3D content 
on a physical scale model. The proposed solution is targeted 
to cases where the original buildings have changed use and 
the connection with the ICH is lost. A prototype system has 
been developed, through which visitors to the place can learn 
about the process of leather tanning, the associated tools 
and equipment, and the locations and structures where this 
activity has been performed in the past. The information is 
represented with digital elements and animated characters 
on top of a physical scale model of a section of the given 
building through the visitors’ mobile device.

We chose to apply augmented reality on a scale model 
because we encountered certain limitations with AR tech-
nology in real-world environments at natural scale. Some 
of these limitations are presented in [17]. One of the main 
problems was how to handle occlusions, which occur when 
obstacles or people move through the environment and 
make it challenging for current algorithms and devices to 
display occlusions caused by physical elements in a natural 
way. This results to an unnatural combination of physi-
cal and digital content, which undermines the illusion of 
an integrated augmented space. Additionally, there were 
tracking issues at the physical scale that made it difficult 
to precisely place digital elements and characters in the 
physical environment, particularly if they needed to align 
with existing building structures. Conversely, using a scale 
model allowed us to represent the cultural space’s tools 
and processes more accurately. We believe that a scale 
model offers several benefits, such as providing visitors 
with a more complete and holistic overview of the site and 
aiding their understanding of the cultural space. Moreover, 
a scale model offers a more controlled environment for vis-
itors to interact with and explore, which can enhance visi-
tors’ comprehension and admiration of the cultural space.

We carried out a user evaluation of the prototype AR 
installation, where we focused on experience, learning, 
and ergonomics of the approach. We utilize a range of 
methods, including questionnaires to gather demographic 
information and assess user experience, as well as video 
capture and observation to gain insights into user inter-
actions. Additionally, analysis of user logs enabled us 
to identify patterns of usage and errors. Following some 
improvements in the prototype that have been based on 
the results of the evaluation, we proceeded with a sec-
ond study, where we aimed to examine the effect of the 
physical scale model on the experience. We performed a 
comparative study between two versions of the applica-
tion: a hybrid one with a physical scale model and digi-
tal content and a fully digital one, where the scale model 
was presented in 3D. The results of the two studies led 
to interesting findings regarding our approach about user 
experience, learning effectiveness, spatial memory and 
association, ergonomics of AR, and the combination of 
physical and digital content. An early version of this work 
has been presented in [18].

The rest of the paper is organized as follows. In Sec-
tion 2, related work is described, and the context of this 
paper is set, while in Section 3, the AR installation and 
the experiment setup are described. Then, Section 4 pre-
sents the user evaluation and analyzes the results. In Sec-
tion 5, the comparative study is presented along with its 
results. Section 6 provides a discussion about the findings 
and finally, in Section 7, conclusions and future work are 
reported.
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2  Related work

2.1  Dissemination of intangible heritage using 
extended reality

It is widely acknowledged that the use of extended real-
ity (XR) technologies can potentially benefit the pres-
entation and dissemination of intangible heritage. One 
of the pioneering approaches towards this end has been 
ARCHEOGUIDE, an early AR system that combined visu-
alization technology and mobile computing in the field of 
cultural heritage. Visitors of an archeological site could 
use a special AR interface to watch a 3D reconstruction 
of an ancient temple, as well as virtual athletes perform-
ing in the ancient stadium, while being present in the 
natural environment and listening to audio commentary 
[19]. Since then, there have been plenty of prototypes and 
commercial systems for communicating ICH including 
mobile apps, immersive environments, projected content, 
or mixed reality worlds delivered through AR glasses.

Given the fact that ICH is inevitably related to human 
activity, past histories, and rituals, it comes as no surprise 
that the majority of AR applications that aim to highlight 
intangible aspects of heritage are designed for outdoor 
settings. It has been claimed that AR can be an appropri-
ate medium for creating outdoor scenic spots that inform 
tourists about ICH of historic cities [20]. Although it is 
technically harder to use outdoor elements as markers due 
to variable lighting and shadows, these applications are 
mostly based on users’ location or on selected signs to 
activate the content.

A simple approach to digitally augment the physi-
cal space is to present staged scenes or media triggered 
through image markers or based on the user’s location. 
For example, in the work of Gheorghiu and Ştefan [6], 
users of a mobile AR system can view video representa-
tions of daily life of past cultures with characters dressed 
in ancient costumes. A similar environment [21] combines 
historical visualization with existing landmarks and pre-
sents scenes with digital buildings and animated characters 
superimposed on the physical spot based on target image 
signs. A deeper comprehension of the local cultural iden-
tity through representing and reconstructing entire scenes 
of a festival is the goal of an app presented by Shih et al. 
[22]. The authors have implemented and tested three dif-
ferent approaches for AR presentation of the content vary-
ing in terms of the presentation spot, the type of content, 
and the interaction capabilities. In a similar location-based 
AR application [23], visual information about daily life 
in a pre-historic settlement is presented to visitors. The 
information is displayed outdoors based on the users’ loca-
tion and includes 3D reconstructions, images, and videos. 

Finally, in the work of Boboc et al. [7], a mobile AR appli-
cation has been developed and tested to present historical 
information about the life of Ovid using animated charac-
ters and virtual buildings. Based on the results of a user 
study, the authors conclude that such systems may contrib-
ute to the accessibility of tourists to intangible heritage, 
where historical context is recreated using 3D representa-
tions and audio content.

In some notable cases, the experience has been enhanced 
with more interactive and playful elements. Lehto et al.

[24] present a gamified outdoor mobile AR environment, 
where users interact with digital characters to carry out tasks 
and learn stories about historical places. In another case, a 
VR solution is proposed as a means for the sustainability and 
dissemination of intangible cultural heritage. The authors 
propose the use of digital technologies to create museum 
content and encourage public involvement with intangible 
heritage. They present the early design stages of two inter-
active exhibitions where users can experience a traditional 
performing art and a craftmanship in an immersive way [25]

2.2  Connection of intangible and architectural 
heritage

The use of VR or AR technology can help visitors discover 
the architectural and historical value of buildings and com-
municate aspects of intangible heritage associated with 
them [26]. Banfi et al. [27] describe a process for creating 
enriched presentations of architectural heritage in extended 
reality that includes data collection, scanning, building infor-
mation modeling (BIM), information mapping, and sharing 
through VR or AR applications. Additionally, Merchán et al. 
[28] present a collection of good practices for disseminating 
architectural heritage through AR and describe the design of 
a mobile AR application that presents scanned architectural 
models at smaller scale on images working as markers. In a 
recent review about the preservation of ICH through digital 
technologies, the authors notice that the AR content that is 
usually associated with historical architecture may include 
a multitude of elements such as storytelling, building pro-
cess, soundscapes, clothing, legends, or interviews with past 
figures [29].

The augmented content is usually presented inside or out-
side the buildings using mobile devices, special AR glasses, 
or projection mapping. In the work of Viinikkala et al., the 
past history of a cathedral is presented in mobile AR through 
animated digital characters with the use of Bluetooth bea-
cons for proximity detection [30]. In another work, a recon-
structed part of a church enhanced with historical informa-
tion is presented on mobile devices on top of the physical 
building [31]. Spatial AR has been used to present digital 
content on a scale model of the façade of a historical build-
ing and inform visitors about its architectural elements and 
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history [32]. Finally, an AR experience using smart glasses 
has been created for the interior space of a museum. Visitors 
can walk around areas of the building guided by voices that 
represent key figures of its past and looking at superimposed 
digital content relevant to the stories [33].

In a few cases, the experience is presented in VR to 
ensure that visitors have rich and immersive interactions, 
even if they are disconnected from the actual physical space. 
In a recent work aiming to study how different means can 
provoke communication and interpretation among users, a 
building and its associated information have been presented 
using two alternative approaches: an immersive environ-
ment with headset and a projected VR environment [34]. In 
another case, visitors to a museum could view some of its 
inaccessible spaces through an immersive experience using 
VR headsets. They had a visiting experience in a virtually 
recreated old castle, where ghost-style characters presented 
stories and events of the past [35].

Finally, some systems have used an indirect AR approach 
to overcome problems with tracking technology and the 
occlusion of other visitors in public spaces. In one case 
[17], the mobile AR app attempts to solve the constraints 
of technology for indoor places by visualizing the real envi-
ronment using panoramic images. In another application, a 
rotating screen has been installed in the interior of an old oil 
production factory, now operating as a museum to present 
the process in indirect AR. Users rotating the screen could 
look at the respective areas of the physical building virtu-
ally restored, where the operation is presented with digital 
characters and animated machinery [36].

2.3  Hybrid AR setups for cultural heritage

In recent years, hybrid solutions have been proposed for aug-
mented or mixed reality experiences in cultural heritage that 
involve the use of physical artifacts. Nofal et al. introduce 
the concept of “phygital heritage,” i.e., a tight combination 
of physical and digital elements for the presentation of cul-
tural heritage [37]. The authors claim that the integration of 
digital content into the physical world is a potential medium 
for rich playful interactions and communication of heritage 
and introduce a model to denote the different categories of 
phygital heritage according to the level of physical affor-
dance and the situatedness of the system.

One possible use of physical artifacts in hybrid environ-
ments is for interaction with cultural content. For example, 
the system proposed by White et al. [38] supported tangible 
interaction, which was based on 3D-printed replica of an 
artifact enhanced with sensors; users could hold and rotate 
the object to control the visualization of digital heritage 
content. In another work, users held a physical element that 
resembled and operated like a flashlight, in order to high-
light features of exhibits. The augmentation was achieved 

through projection of expressive 3D visualizations on top of 
the physical object and was controlled by the user through 
pointing the virtual flashlight in designated parts of the 
object [12]. Finally, in the work of Hulusic et al. [39], a 
virtual museum using a hybrid setup has been created to 
communicate historical events to younger generations. The 
museum explores the concept of substitutional reality [40], 
i.e., the representation of physical elements as virtual objects 
that users can physically touch or interact with. It includes a 
physical chair, table, and a set of buttons that participate in 
the immersive experience.

In other cases of hybrid setups, the AR experience 
involves a visual blending of physical artifacts and digital 
content. In a mobile AR application that presents content 
in designated areas of a museum, the system included an 
augmentation of a physical scale model of the museum. 
A virtual model of the building was superimposed on the 
physical object presenting a reconstructed version of its past 
form [17]. In another work, projection mapping technology 
has been used to augment a physical scale model of a settle-
ment. The application presented the advancement of the set-
tlement through time and the impact of the historical eras on 
its architecture, as well as the process of mastic cultivation, 
which survived through the years as intangible heritage [41].

2.4  Learning about heritage through augmented 
reality

AR has attracted the interest of educators in the last decade, 
as they see in it a potential for learning about heritage. In 
a study about the use of AR in heritage spaces, teachers 
mentioned that they consider it a priority for cultural recon-
struction and contextualization. It may provide the highest 
possible level of exploring a heritage piece or place and offer 
a more holistic experience of understanding and learning 
about heritage [42]. The authors also conclude that the pri-
mary feature in creating AR experiences is the content, and 
producers of AR experiences focus more on what is being 
shown and the concepts and facts that are disseminated, 
rather than visual elements or sophisticated technological 
features.

Most applications of AR have displayed encouraging 
results with respect to learning, so far. A mobile museum 
guide facilitated visitors to effectively switch their focus 
from the museum space to the digital content and vice versa, 
and there was a fast learning curve even for visitors that 
had not used any mobile guide before [43]. In a user study 
of an AR experience with smart glasses and digital charac-
ters in an indoor environment, there was strong evidence 
of situated learning. Most participants have gained new 
knowledge through the experience and reported that they 
acquired a deep sense of the intangible history of the build-
ing [33]. In a recent survey about AR in cultural heritage and 
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learning motivation, the authors conclude that AR improves 
the learning experience and extends it interactively, as it 
can serve as an automated guide for museums and heritage 
sites. However, they claim that it is important to distinguish 
between entertainment and education and include clear edu-
cational goals in the AR experience [44]. In another survey, 
the authors conclude that AR has been used to make the 
museum exhibits more interesting and attractive to the users 
and that the use of gamification can generate a collabora-
tive and engaging environment for users, in which they can 
seamlessly learn about the related subjects [45]. Finally, a 
study of a mobile AR touring system for heritage education 
showed that it significantly improved the students’ learn-
ing achievements and interest compared to a conventional 
mobile environment without AR [46].

However, learning with AR is still an open subject and 
there are issues that need further study and consideration. 
First, it has been noticed that there is a lack of empirical 
studies on how effective AR is for creating long-term memo-
ries, as in most studies, the learning gains are tested imme-
diately after the experience [26]. Then, there may be differ-
ences among user groups. For example, an outdoor mobile 
AR game with digital characters developed for players of 
all ages has been found more suitable for children than for 
adults [20]. The school children achieved a flow experience 
while playing and there was some competition among them. 
On the other hand, the adults were less satisfied, focusing 
more on the game graphics rather than the storyline. Finally, 
in another study, it has been found that users of AR systems 
with prior knowledge showed interest in the educational and 
technical possibilities of AR, while those without focused 
on the attractive elements of the technology, such as visuals 
and animation [42].

2.5  The focus of our work

Our work is focusing on the connection of architectural and 
intangible heritage using a hybrid physical-digital setup. We 
examine the approach of presenting the building at a smaller 
scale where animated digital characters demonstrate crafts-
manship of the past and communicate the story and heritage 
of the environment. The proposed setup is expected to offer 
a more holistic view of the process in a controlled environ-
ment, while also addressing tracking and registration issues.

Our work also concentrates on disseminating intangible 
cultural heritage through buildings with cultural signifi-
cance. In order to achieve this, we have developed a scale 
model with architectural elements that allow visitors to 
establish connections between the past history and present 
form of the building. This approach is expected to enhance 
visitors’ comprehension and appreciation of the cultural 
space by providing a tangible representation of the build-
ing’s historical and cultural significance. By combining 

physical and digital elements, we aim to offer a more engag-
ing and immersive experience for visitors. In order to shed 
more knowledge about the possible advantages and pitfalls 
of the proposed approach, we conducted a thorough investi-
gation of the overall user experience, learning outcomes, use 
of mobile devices during the experience, and the effect of 
the scale model. We sought to provide new knowledge and 
insights into the effective presentation of intangible cultural 
heritage using a hybrid physical-digital setup.

3  A prototype AR installation for an old 
tannery

The building for which we designed our AR prototype was 
initially built around 1880 in Syros Island and housed the 
“Kornilakis Tanning Factory.” Nowadays, the building 
has changed use and hosts the administrative office of the 
Industrial Museum of Hermoupolis and other services. Even 
though there are some remaining structures that testify to 
its former use, the building fails to transfer its history to the 
visitors. The AR application presented in this paper aims to 
communicate information about its former use of the build-
ing, to inform visitors about the process of leather tanning 
and its importance in the history of Syros, and to associate 
the process with the building’s architecture.

3.1  Learning objectives and content

The application has the following learning objectives for 
the visitors: (a) to recognize the basic stages that the leather 
tanning process consists of; (b) to learn about the conditions, 
materials, and tools used in each of these stages; and (c) to 
acquire an experiential understanding of the process.

The process of leather tanning includes eight basic stages, 
but the content of the prototype is limited to three of them. 
These are the following:

1. Soaking: the hides were soaked in big tanks with water 
for 2–5 days and were repeatedly stirred with long hooks 
to get washed.
2. Tanning: in big tanks with water and oak bark, the 
hides were sunk for 7 days to soak up the tanning mate-
rial.
3. Finishing: finally, when the hide is transformed to 
leather, several finishing operations, such as sanding and 
polishing, are performed to soften it and cover small flaws 
[47].

The information required to create the re-enactments of 
the leather tanning procedure has been gathered through 
an interview with the curator of the Industrial Museum, 
documented material about leather tanning in Greece, and 
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a handwritten manual, donated by a former worker of the 
Kornilakis tannery to the Industrial Museum.

3.2  Overview of augmented reality installation

The AR installation was placed near the entrance of the 
building, in a place where it is possible for visitors to make a 
direct connection between the actual space, the scale model, 
and the leather tanning process that is depicted. All augmen-
tations are demonstrated upon the scale model of the build-
ing that includes architectural elements required to present 
the tanning process. The digital scene contains tools and 
equipment that communicate the era and the atmosphere of 
the old tannery. Users can watch the digital characters fol-
lowing the tanning process stage by stage; they can approach 
close to the scale model to see details of the scene and asso-
ciate the procedures with the context of the actual building. 
The creation of these connections is expected to be achieved 
through the matching of the architectural elements of the 
scale model with visible structure of the building (Fig. 1).

The narration begins by pressing a start button and the 
first stage of tanning (soaking) is presented to the users. The 
basic interactions are enabled through navigation buttons 

which allow the users to (a) repeat the current stage, (b) 
move to the next stage, (c) exit the application, and (d) dis-
play a pop-up information window. The basic element that 
guides the narration from one stage to another is the next 
button (soaking, tanning, finishing). The narration is ampli-
fied by visual and audio information. The visual information 
presented in the application is labels related to objects in 
the scene and information windows which provide further 
details regarding each stage. The audio information is sounds 
that emphasize the actions of the workers (steps, scratches, 
splashes, etc.) and a narration for each of the stages.

3.3  Implementation of augmented reality 
installation

The application was implemented in Unity game engine 
using Vuforia1 for AR (Fig.  2). The digital characters 
included in the application have been imported from a free 
library. Their clothing was adapted to fit the appearance of 
the era, and the animations re-enacting their activities were 

Fig. 1  A concept diagram of the 
AR installation

Fig. 2  a The virtual scene pre-
sented on the scale model. b–d 
Details of the scene and the 3D 
characters

1 https:// www. ptc. com/ en/ produ cts/ vufor ia

https://www.ptc.com/en/products/vuforia
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created in UMotion Pro2 plugin as keyframing sequences. 
Lastly, the required tools, furniture, and structures have been 
placed in the designated parts of the scene according to the 
scenario.

The application presents the whole process in a part of 
the building, as shown in Fig. 3. The scale model has been 
designed in SketchUp3 based on the building’s plans and 
printed using FDM technology. Its size is approximately 
0.36 m × 0.1 m × 0.06 m, and it consists of three walls with 
windows and doors and four sinks where the soaking and 

the tanning of the leathers occurred. For the second study, 
we created a second version of the scale model, where its 
size has been extended by 150% (see Section 5). A paved 
floor image has been chosen as the image target of the appli-
cation, including the necessary visual features to be easily 
detected and tracked by a mobile device. The image target 
was pasted on the floor of the scale model to enable more 
accurate tracking of the ground level, on which the digital 
objects and characters were placed and animated.

One of the challenges in the implementation of the appli-
cation was the problem of occlusion between the virtual 
content and the physical model. To overcome this, we used 
a depth mask technique4. This technique utilizes the depth 
information captured by the camera to generate a mask that 
effectively conceals the parts of virtual objects that would 
be obstructed by real-world objects. By doing so, the virtual 
objects are displayed in a way that appears to seamlessly 
blend with the physical environment, providing a more real-
istic and immersive AR experience for users. For the needs 
of our research, we incorporated a digital replica of the scale 

model into the AR scene. This replica was made invisible 
through a suitable shading technique, while still serving as 
a volumetric object that concealed virtual objects located 
behind it. In this way, the occlusion issue was effectively 
resolved (Fig. 4).

Finally, we included in the implementation a logging 
mechanism in order to track the position of the phone’s cam-
era with respect to the scale model. Given that the image 
tracker’s position is continuously updated in the virtual 

Fig. 3  a The area that was used for the 3D representation of the tan-
nery (image adapted from [48]) and b the scale model of the tannery

Fig. 4  a The depth mask shader 
is applied to the mesh of the 
digital replica of the scale 
model in Unity engine environ-
ment. b The AR application 
with the depth mask shader 
without the scale model. c The 
AR application with the depth 
mask shader with the scale 
model

2 https:// www. soxwa re. com/ umoti on/
3 https:// www. sketc hup. com/

4 Johns, M (2022) DepthMask-Unity-Shader. [Source code] https:// 
github. com/ dooml aser/ Depth Mask- Unity- Shader. git

https://www.soxware.com/umotion/
https://www.sketchup.com/
https://github.com/doomlaser/DepthMask-Unity-Shader.git
https://github.com/doomlaser/DepthMask-Unity-Shader.git
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scene as part of the AR experience, a process records its 
successive positions at a given rate to track the path of the 
camera. These values have been processed to extract useful 
metrics that describe the visitors’ handling of the mobile 
phone during the experience in both the evaluation and the 
comparative study.

4  User evaluation

The user evaluation was conducted in the former “Kornila-
kis Tanning Factory.” The experiment was set in a spacious 
and bright place, next to the area that the scale model rep-
resented. The positioning of the scale model was carefully 
considered to ensure that it was well-aligned and oriented 
in the physical space in order to aid visitors in accurately 
locating specific elements of the model, such as the arches, 
within the space. The scale model was placed on a Table 80 
cm high. The evaluation pursued to investigate three areas 
regarding mobile AR technology applied on a scale model: 
(a) usability, (b) learning, and (c) user experience. Addition-
ally, we sought evidence whether AR technology transfers 
the cultural value of intangible cultural heritage in combina-
tion with the architectural heritage using scale models.

4.1  Process

Initially, participants received a verbal introduction about 
the purpose and process of the experiment. They were given 
information regarding the former use of the building and 
that leather tanning is the process where animal hides are 
turned into leather. The users were given a short tutorial 
regarding the usage of the AR installation. The necessity of 
the briefing lies in the fact that participants had the chance 
to familiarize themselves with the location, the purpose of 
the experiment, and the AR installation. After the briefing, 
participants were asked to complete a questionnaire about 
demographics and their AR background. In the next stage, 
they were encouraged to explore the scale model and the 
physical space. Afterwards, a mobile device, with the pro-
totype application already installed, was provided to the 
users. They were asked to target to the scale model and move 

around in order to become acquainted with registration in 
AR and test the limits in tracking. Once they felt confident 
with the AR technology, they were urged to press the “Start” 
button and start the narration (Fig. 5).

After the participants completed their interaction with the 
AR installation, they were called to answer three question-
naires and provide feedback regarding the experience and 
the learning content. Finally, the users took a tour in the 
building, in a quest for locations and artifacts related to the 
leather tanning process as those were presented to them in 
the application.

4.2  Measures

The data collection methods adopted during the study con-
sisted of both quantitative and qualitative measures. For 
the purpose of the survey, we used four questionnaires, one 
before and three after the AR installation usage. The ques-
tionnaires were as follows:

• An introductory questionnaire regarding demographic 
data, participants’ background about smartphones and 
AR/VR technology, and their familiarity about the 
leather tanning process.

• The System Usability Scale (SUS) questionnaire, which 
measures the perceived usability of the AR installation 
[49].

• The simplified AttrakDiff questionnaire, which evalu-
ates the perceived quality of interactive systems based on 
their perceived attractiveness, stimulation, and usability. 
The questionnaire is designed to capture both the prag-
matic and hedonic aspects of user experience, as well as 
the overall attractiveness of the product [50].

• A self-developed questionnaire, relevant to individual 
parts of the installation using a 5-point Likert scale 
(“strongly disagree” to “strongly agree”) (Table 1).

During the user evaluation process, the participants were 
observed and recorded through handwritten notes and video 
recordings throughout their interaction with the AR instal-
lation. The evaluator diligently recorded the problematic 

Fig. 5  Participants interact with 
the AR installation during the 
experiment
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aspects of the interaction in handwritten notes, which 
included objective features of the user’s interaction such 
as points of difficulty, time taken to complete tasks, errors 
made, and general demeanor. Additionally, the video record-
ings captured crucial details such as the user’s facial expres-
sions and body language, along with their rationalizations 
and reactions to the system’s functionality [51]. Users were 
prompt to follow the think-aloud protocol [52] and express 
their thoughts and intentions while interacting with the AR 
installation. The investigators transcribed and analyzed any 
feedback and critical incidents. Furthermore, the embedded 
logging system tracked the mobile phone’s movements in 
space. All the logging data were processed in terms of path 
taken, distance covered, and viewing positions and angles. 
Finally, the investigators noted the users’ ability to associate 
the actual locations of the building with the digital repre-
sentation of the leather tanning process and in a follow-up 
discussion, they seek feedback about participant’s experi-
ence and perceptions of the AR installation The discussion 
covered a range of topics, including the participant’s overall 
impressions, their perception of the AR installation’s ease of 
use, and any issues or challenges they encountered during 
the evaluation.

The research adhered to ethical principles for human 
research, all data collected was anonymized, and video cap-
tures were deleted after the analysis was completed.

4.3  Participants

The user evaluation took part 27 participants, 16 females and 
11 males, aged between 17 and 65 (mean = 31.4, SD = 12.8). 
55.5% of the users were under 30 years old and the remain-
ing 44.5% were from 34 to 65 years old. The users were 
asked to rate their usage of smartphones using a Likert-type 
scale (from 1 = “never use a smartphone” to 5 = “very often 
use a smartphone”). Almost all of them were frequent smart-
phone users and only one was rarely using it (mean 4.6, 
SD 0.8). Next, they were asked to rate how frequently they 
played 3D games.

And they used augmented/virtual reality applications. 
Thirty-six percent of the respondents had never or rarely 
played, and only 22% do play often or very often 3D games 
(mean 2.4, SD 1.4). Regarding the AR/VR application usage, 

none of the participants responded “very often,” 40% have 
answered that they often use them, and 30% have answered 
that they never or almost never use them (mean 2.3, SD 1.1). 
Finally, most participants (70%) declared that they had no 
or minimal knowledge about the leather tanning process and 
only 11% had good knowledge (mean = 1.8, SD = 1.08).

4.4  Results

The usage of the AR installation can be defined as success-
ful. The majority of the participants thought it was an inter-
esting experience. Most of the users did not run into any 
technical problems or other critical issues. Only two users 
had to reload the application due to tracking issues.

The results from the SUS questionnaire are encouraging 
and show a high level of perceived usability. The overall 
value of system usability was 85.83, which can be inter-
preted as a grade of A + . The level of the value indicates a 
very satisfactory degree of usability and demand for minor 
improvements [53].

The results of the AttrakDiff questionnaire are also 
promising (Fig. 6). The average values indicate that the 
application was rated high in pragmatic quality (PQ 1.96) 
and medium in hedonic quality (HQ 1.06). The confidence 
rectangle shows that the pragmatic quality (PQ conf 0.23) 
is greater than the hedonic (HQ conf 0.40). The pragmatic 
quality score of 1.96 suggests that the product is perceived to 
be relatively high in usability or functionality. The hedonic 
quality score of 1.06 suggests that the product is perceived 
to have a lower level of aesthetic or emotional appeal. The 
confidence interval for hedonic quality is wider than the one 
for pragmatic quality, which means that there is a high level 
of uncertainty about the true score for hedonic quality. The 
results indicate that users successfully achieved their goals 
using the AR installation, but there is room for improvement 
in terms of user stimulation and engagement.

The self-developed questionnaire provides us with some 
further conclusions about the overall experience (Fig. 7). In 
Q1 (mean 3.88, SD1.05), 60% of participants found it easy/
very easy to notice the details of the scene, in contrast with 
the 20% that found it difficult/very difficult. In Q2 (mean 
1.33, SD 0.62), 93% of participants responded that they did 
not experience visibility issues regarding the scale model 

Table 1  Questionnaire to 
evaluate the participants’ overall 
experience

Abbr Statement

Q1 It was easy for me to see the details of the scene
Q2 The scale model hindered my view of the content while using the AR installation
Q3 The digital worker helped me understand how leather tanning was done
Q4 I understood what was happening in the basic stages of leather tanning
Q5 It was difficult for me to understand what the menu buttons do
Q6 The scale model helped me connect the works with the building where I am
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while using the installation. The results from items Q1 
and Q2 indicate a positive evaluation regarding perceived 
manipulability. The majority of the participants comfortably 
used the mobile application on the scale model, and some of 
them suggested a larger scale model. In Q3 (mean 4.37, SD 
0.79), 82% responded that the digital worker indeed assisted 
them to understand how leather tanning was done. Regard-
ing the understanding of the basic stages of leather tanning, 
Q4 (mean 4.37, SD 0.68), almost 90% of participants were 
positive and none was negative. Q3 and Q4 items show the 
highest score on perceived learnability in the survey. After 
the survey, approximately all participants gained a gen-
eral knowledge about the leather tanning process. Item Q5 
suggests that almost 90% of the participants found it easy/
very easy to understand what the menu buttons do (mean 
1.51, SD 0.89), which indicates that the interaction with the 
application menu did not cause any particular problems. In 
item Q6 (mean 4.33, SD 0.73), 92% of the users managed 
to associate the re-enactments shown in the application with 
the building through the scale model, and only 4% of them 
failed to make such an association.

The data logging from the mobile device has been ana-
lyzed to provide further insight into the users’ position and 

movement around the scale model while using the applica-
tion. The phone’s position with respect to the center of the 
scale model was captured at a rate of 5 times per second. 
Figure 7 shows a visualization of the captured points from 
three different views and a typical user path.

The metrics below were exported from the values we 
gathered per user:

• The range of movement along the X, Y, and Z axes 
(x_range, y_range, z_range) in meters, calculated as 
the maximum minus the minimum value per axis and 
denoting how much did the users move their phone 
from the front to the back side of the scale model (X 
axis), from side to side (Z axis), and from a higher to a 
lower position (Y axis)

• The average distance from the center (d_avg), denoting 
how close the users inspect the model, and the range of 
distance values (d_range), showing how much did the 
users zoom in or out during the trial

• The average angle around the Z axis (rz_avg) in 
degrees, expressing whether the users were looking at 
the model mostly from a top-down view (closer to 90°) 
or from a front view (closer to 0°) and the respective 
range of values (rz_range)

Fig. 6  a Average values of 
pragmatic and hedonic quality. 
b Portfolio presentation of 
hedonic and pragmatic quality

Fig. 7  Average and 95% confidence interval of responses

Table 2  Average values and 
standard deviation of user log 
metrics

 Metric Avg StDev

Time 99.193 30.204
x_range 0.248 0.165
y_range 0.225 0.125
z_range 0.294 0.211
d_avg 0.278 0.061
d_range 0.272 0.141
rz_avg 62.976 9.251
rz_range 39.148 25.945
d_total 3.212 1.732
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• The total distance covered during the usage (d_total) in 
meters

• The duration (time) of the application usage in seconds

Table 2 shows the average values and standard devia-
tion of these metrics.

The participants used the application for 99.19 s (SD 
30.2) on average. This value is close to the total duration 
of the narration (92 s). Also well, they traveled 3.2 m (SD 
1.732) during the usage on average. The average distance 
of view was 27.8 cm and the average angle around the Z 
axis was 63°. Those values indicate that the users’ point of 
view while using the application was mostly a top-down 
view, and they hold the device from a certain distance in 
which the model fit on the screen. It follows from the data 
that some participants used the front side to explore the 
environment (positive X value) while others used the back 
side of the model (negative X value). Through analyzing 
the user paths, it occurs that five participants viewed the 
model from both sides, which might imply that they had a 
more explorative stance towards the application. Further-
more, the average x_range, y_range, z_range, and d_range 
values are between 24 and 30 cm, which indicated that 
the participants generally had the tendency to move their 
phone while observing the content. They moved closer or 
further away, along the front or the back side, and lifted or 
lowered the device to experience different points of view. 
Corresponding data occurred regarding the angle around 
the Z axis (almost 40°). Yet, these metrics show high vari-
ability regarding the standard deviation numbers. When 
we compared the observation points to the content of the 

application, it was obvious that many users approached the 
“tanning” area, probably in quest for more details (Fig. 8).

For deeper analysis, we searched for correlations between 
the values of the collected metrics and the SUS scores, pre-
vious experience in games and AR, and the answers to our 
questionnaire (Q1–Q6). We found a moderate negative 
correlation between d_avg and the SUS score (r =  − 0.45), 
which might imply that viewing the content from a large 
distance may impact the experience in a negative way. Also, 
there was a moderate positive correlation between total dis-
tance and previous experience (r = 0.52), which might sug-
gest that more experienced users might feel more confident 
or curious to explore the content from various viewpoints. 
Unexpectedly, we also found a moderate negative correla-
tion (r =  − 0.51) between z_range and Q6 (connection of the 
workings with the building) and a moderate positive correla-
tion (r = 0.40) between d_range and Q2 (the model hindered 
the view of the content). Further experiments are required to 
study possible associations between phone movement and 
overall experience with mobile AR.

The analysis of the think-aloud protocol along with 
the conclusions drawn from the video recordings, hand-
written notes, and follow-up discussions revealed several 
issues regarding the users’ experience. During the thematic 
analysis of the think-aloud protocol, the data was carefully 
examined by transcribing the participants’ verbalizations. 
Furthermore, the data obtained from the examination of 
the video recordings, handwritten notes, and follow-up dis-
cussions was gathered and analyzed. Through this process, 
recurring patterns were identified that were reflective of the 
participants’ experiences. These patterns were then grouped 
into potential themes, which included usability issues, user 
preferences, and content issues. More specifically, some 

Fig. 8  a Top-down, b front 
view, and c 3D view of the scale 
model and the captured phone 
positions. Positive X, Y, and Z 
axes are shown with red, green, 
and blue color respectively. An 
indicative user path is shown in 
purple
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users expressed that a larger model would make the experi-
ence more comfortable and engaging, as it would allow them 
to better see and appreciate the details. Furthermore, users 
reported that the labeled elements on the scene were confus-
ing, as they were mistaken for clickable buttons. To address 
this, it may be helpful to revise the labeling or add additional 
visual cues to make it clear that the elements are not inter-
active. Some users felt that there was a lack of connection 
between the space and the scale model and suggested ways 
to integrate the two more effectively. Few users expressed 
a desire for a more realistic and immersive experience in 
the installation. They felt that incorporating factory sounds 
would enhance the overall experience and make it feel more 
authentic. Additionally, users mentioned that the narration 
was difficult to hear at times and suggested the option to 
rehear it. Although users found the application interesting, 
many comments were made about the duration of the experi-
ence and the level of interaction. To address this, it may be 
helpful to add game challenges or other interactive elements 
to increase engagement. One of the participants on the tour 
stated that “The presented AR installation is the next best 
thing, since we cannot apply AR in the building itself.” Sev-
eral participants also expressed the importance of permanent 
AR installations in such places for disseminating aspects of 
intangible cultural heritage and adding cultural value to the 
buildings. Overall, these suggestions could help to enhance 
the installation and create a more immersive and engaging 
experience for users.

Finally, the results that emerged from the observation 
of the participants during their tour questing for elements 
related to the leather tanning process and follow-up discus-
sion are encouraging. Inside the former tanning factory, 
there were four elements defined. Two of them (tanks and 
workbench) were defined as obvious and the last two (leath-
ers and task list poster) as unnoticeable. The majority of the 
participants were enthusiastic about the quest for elements 
and most of them managed to recognize most of them. More 
specifically, the so-called obvious elements were discovered 
by 70% of the participants, and the group of the so-called 
unnoticeable elements was discovered by 24% of the users. 
Based on the above conclusions, we can safely presume 
that AR installations potentially facilitate cultural learning 
and assist people to link the cultural content with historical 
buildings and their architectural cultural aspects.

5  Comparative study

Following the encouraging results of the user evaluation, 
we conducted a study in order to get more insight on the 
effect of the physical scale model on user experience, learn-
ing, and spatial association. First, we implemented some 
improvements to the scale model and application, based on 

the findings of the first study. Namely, we increased the size 
of the scale model by 150% (new dimensions 0.55 m × 0.15 
m × 0.09 m) and we redesigned the labels on the scene to 
avoid them being confused for clickable buttons.

For the needs of the study, we compared two variations of 
the application. The first is the hybrid approach, as presented 
so far, where the content is a blending of the physical scale 
model with the digital objects and characters. The second 
is the digital approach, where both the model and the con-
tent are rendered on the screen of the mobile device. As an 
implementation, the second variation is the same as the first, 
with the exception that the scale model is visualized in 3D. 
Also, users that interacted with this version did not have a 
physical model in front of them, but just the image of the 
paved ground operating as an image target.

The space setup and the device were the same as in the 
user evaluation presented before.

5.1  Process

We decided to follow a between-group design in our study to 
avoid any learning effects. Therefore, the participants were 
split into two groups: the “hybrid” group and the “digital” 
group based on the respective names of the two variations 
presented before.

Initially, the participants were introduced to the aims and 
process of the study and were asked to complete a ques-
tionnaire about demographic data and previous experience. 
Then, they filled in a questionnaire about the tanning process 
used as a pre-test to record their prior knowledge about the 
subject. After that, they were given a mobile device and 
had to use the application that matched their group, hybrid 
or digital. The installation space was prepared accordingly 
(with the scale model or with a single image target). Initially, 
they were asked to familiarize themselves with the applica-
tion by scanning the target and moving the device to view 
the content from various angles. They were instructed to 
watch the representation of the process when they felt ready, 
by pressing the “Start” button.

After their interaction with the application, the users had 
to fill the same questionnaire about tanning process again, 
as a post-test. Additionally, they were asked to complete a 
set of questions where they had to associate the locations 
and equipment of the digital content to the actual structures 
of the building. Finally, they rated their experience with the 
system using a respective questionnaire.

5.2  Measures

The study used quantitative and qualitative measures to eval-
uate the learning effect and the overall user experience of the 
two variations of the system. The following questionnaires 
have been given to users before or after their AR experience:
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• Demographic data (age and gender) and degree of famili-
arity with smartphones and AR/VR technology.

• A self-developed questionnaire, with open-ended and 
multiple-choice questions relevant to the leather tanning 
process used as pre- and post-test (Table 3).

• The simplified AttrakDiff questionnaire for measuring 
the user experience.

• A self-developed questionnaire to test the spatial asso-
ciation of the processes with the physical space of the 
tannery. Users were asked to match certain tasks shown 
in AR with pictures from real space (Table 4).

The evaluation process of the comparative study also 
involved handwritten notes and video recordings to col-
lect data. The think-aloud protocol as described above was 
adopted for both user groups. The users’ feedback was 
recorded and analyzed by the investigators. Furthermore, 
the logging system was also used, and recorded movements 
of the smartphone around the AR system were provided 
and analyzed. Further feedback was obtained through fol-
low-up discussions that addressed various topics, such as 

any difficulties or challenges they experienced during the 
evaluation.

The study was conducted in accordance with ethical prin-
ciples for human research. Data that was collected through 
questionnaires, handwritten notes, video recordings, and 
the data logging system were analyzed to extract additional 
insights. All data was anonymized to protect participants’ 
privacy, and video captures were deleted after the analysis 
was completed.

Table 3  Pre- and post-test questionnaire to measure the learning effect

Abbr Statement

QP1 What is tanning? Open-ended response
QP2 Where were the hides placed in the initial stages of the tanning process? (a) Under the sun

(b) In tanks
(c) In a shady place
(d) All of the above
(e) I don’t know

QP3 How were the hides stirred in the sinks? (a) With the barrels
(b) With the tanning paddles
(c) By hands
(d) All of the above
(e) I don’t know

QP4 Where is the tanning material (grated acorn) placed? (a) On the hides
(b) In tanks
(c) In a shady place
(d) All of the above
(e) I don’t know

QP5 What did they do to the hides when it was ready for tanning? (a) They skinned it
(b) They threw it into tanks of water
(c) They removed its hair
(d) All of the above
(e) I don’t know

QP6 What was the slicker? (a) Tool
(b) Hide
(c) Workbench
(d) All of the above
(e) I don’t know

QP7 Where was the finishing taking place? (a) Out in the sun
(b) In a shady place
(c) On the upper floor
(d) All of the above
(e) I don’t know

Table 4  Questionnaire to test the spatial association of the processes 
with the physical space of the tannery

Abbr Statement

QS1 Tank to rinse/soften the hides
QS2 Bench where the finishing of 

the leather was done
QS3 Tank where leather was 

prepared for tanning-water-
proofing

QS4 Workbench with tools
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5.3  Participants

The participants have been recruited through public invita-
tion. In total, 46 users participated, 23 in each of the two 
groups. Each group had 10 females (43.5%) and 13 males 
(56.5%).

In the “hybrid” group, the participants were between 
16 and 52 years old (mean 30, SD 12.5). 56.5% of the 
responders were under the age of 30, and the rest (43.5%) 
were older than 30 years old. Participants were asked to 
rate how often they use smartphones using a Likert-type 
scale (from 1 = “never use a smartphone” to 5 = “very 
often use a smartphone”). Nearly all of them were fre-
quent smartphone users (mean = 4.6, SD = 0.8). They were 
also asked to rate their frequency of playing 3D games. 
Sixty-five percent of the respondents had never or rarely 
played 3D games, and only 17% play often or very often 
(mean = 2.2, SD = 1.2). Lastly, they were asked to rate 
their familiarity with augmented and virtual reality appli-
cations. Regarding the AR/VR application usage, 13% 
of the participants responded, “very often” or “often,” 
and 48% that they “never” or “almost never” use them 
(mean = 2.3, SD = 1.2).

In the “digital” group, the participants were between 
16 and 44 years old (mean 24.3, SD 7.1). Eighty-three 
percent of the participants were under the age of 30, while 
only 7% of them were over 30 years old. Regarding the 
frequency of smartphone usage, almost all participants 
claimed to be frequent users (mean = 4.7, SD = 0.5). As 
per the frequency with which participants were playing 3D 
games, 43% of them answered never or rarely, and 39% of 
them answered often or very often (mean = 2.9, SD = 1.4). 
Finally, in relation to AR/VR application usage, only two 
participants responded “often/very often” (8.5%), in addi-
tion to 56% that responded they never or almost never used 
AR/VR applications (mean = 2.2, SD = 0.9).

6  Results

The use of both variations of the installation was gener-
ally successful. Most users considered the experience quite 
interesting and none of the participants faced any serious 
technical issues.

The results of the AttrakDiff questionnaire are also 
encouraging. Figure 9 presents a combined diagram of the 
pragmatic and hedonic quality of both groups. The values 
in orange color correspond to the “hybrid” group and those 
in blue correspond to the “digital” group. The average val-
ues indicate that the “hybrid” group rated the experience 
slightly higher in terms of pragmatic quality (PQ 1.60) 
than the “digital” one (PQ 1.55), indicating that the hybrid 
version was more useful and functional. Also, in terms of 
hedonic quality, participants from the “hybrid” group rated 
the experience higher in terms of preference (HQ 1.38) than 
those in the “digital” one (HQ: 1.01). The AttrakDiff results 
indicate that the “hybrid” group (Att 2.07) rated their experi-
ence with the AR installation higher based on perceptions 
of quality and attractiveness than the users in the “digital” 
group (Att 1.8), indicating that they found the hybrid version 
more enjoyable and aesthetically pleasing. Finally, in the 
portfolio presentation (Fig. 9b), it is evident that the hybrid 
version is placed in the “desired” category. The results of the 
AttrakDiff questionnaire suggest that the “hybrid” group had 
a more positive experience with the AR installation than the 
“digital” group, as indicated by higher ratings in multiple 
categories. These findings suggest that the hybrid version, 
which combined physical and digital elements, may have 
been more engaging and enjoyable for participants. Over-
all, these results are promising and suggest that the hybrid 
approach could be a successful strategy for enhancing user 
experience in similar contexts.

The pre- and post-test consists of one open-ended ques-
tion about defining the term “leather tanning” and six 

Fig. 9  a Average values of prag-
matic and hedonic quality in 
the two groups (orange: hybrid, 
blue: digital). b Portfolio pres-
entation of hedonic and prag-
matic quality in the two groups 
(orange: hybrid, blue: digital)
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multiple choice questions, two for each of the three stages 
included in the application (soaking, tanning, and finish-
ing). The responses to the test were graded on a scale from 
zero to seven, based on the correct number of answers. For 
every participant, the gain, i.e., the difference between the 
two tests, was calculated. The results in both groups show 
similar outcomes. In the pre-test, the “hybrid” group had 
an average score of 1.6 (SD 1.3), while the “digital” group 
scored 1.34 (SD 1.4). In the post-test, the scores were, 
again, similar (hybrid group: mean 5.2, SD 1.2; digital 
group: mean 4.8, SD 1.3). In both groups, there was a con-
siderable gain. The average gain of the “hybrid” group was 
3.6 (SD 1.5) and of “digital” group 3.4 (SD 1.2). An inde-
pendent samples t- test showed no significant differences 
between the two groups in terms of learning gain (Fig. 10).

Regarding the spatial association between the leather tan-
ning process and the building, the results of the test were 
rated on a scale between 0 and 4 based on the number of 
the correct answers. The results show that users of both 
groups had difficulties in associating the digital content to 
the actual space and no significant differences have been 
found between them (Fig. 11). Participants belonging to the 
“hybrid” group answered the questions correctly on average 
with a score of 1.3 out of 4 (SD 1.1), while the respective 
results of the other group were 1.2 in average out of 4 (mean 
1.2, SD1).

The users’ log data have been collected and analyzed 
using the same metrics as in the user evaluation and the 
results are presented in Table 5. For a detailed description, 
see Section 4.4. Although there are some notable differences 
in the average values between the two groups, especially in 
the total time spent, path, and range of movement in the X 
and Z axes, the independent samples t-test showed no sta-
tistical significance. Comparing the values to the respective 
metrics of the first experiment (Table 2), it is evident that 
the larger scale of the environment (in both groups) affected 
the users’ movement (see x_range, y_range, z_range, and 
d_total) and distance from the center of the environment 
(d_avg). On the other hand, the average viewing angle in 
both experiments seems to be persistent slightly above 60°.

We followed the same meticulous approach as previously 
described in Section 4.4, utilizing the think-aloud protocol 
alongside multiple sources of data, including video record-
ings, handwritten notes, and comments in follow-up dis-
cussions, to conduct a thorough thematic analysis of the 
participants’ experiences. The themes that emerged from 
the analysis included user goals, usability issues, and user 
preferences, providing a comprehensive insight into the par-
ticipants’ experiences.

According to the findings, most participants from both 
groups found the AR experience to be very interesting 
and recognized its educational value. Users found the AR 
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Fig. 10  Average scores of pre-test, post-test, and learning gain for the 
hybrid and digital group. Error bars represent 95% confidence inter-
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Fig. 11  Average scores of spatial association test and 95% confidence 
interval for the hybrid and digital group. Error bars represent 95% 
confidence intervals

Table 5  Average values and standard deviation of user log metrics in 
both groups

Hybrid Digital

Avg StDev Avg StDev

Time 126.017 59.740 99.374 21.996
x_range 0.341 0.274 0.243 0.228
y_range 0.242 0.140 0.185 0.115
z_range 0.423 0.245 0.322 0.221
d_avg 0.347 0.075 0.369 0.070
d_range 0.319 0.202 0.230 0.154
rz_avg 64.543 6.829 61.064 7.236
rz_range 33.586 18.675 24.399 15.496
d_total 5.263 4.812 3.270 3.040



 Personal and Ubiquitous Computing

application to be simple, attractive, and easy to use, with 
one user from the “hybrid” group even testifying that “The 
digital content was so well registered on the physical object 
that there were moments they could not tell the difference 
between them.” However, despite the increase in size of the 
scale model, a small number of users suggested that a big-
ger scale model would make the experience more engaging. 
Additionally, some users suggested that the digital content 
should be displayed in its natural size.

There were also some issues raised regarding the way 
the information was presented, the connection with the 
real world, and the association with the pictures pro-
vided. Users felt that too much information was presented, 
and they focused more on the experience they had on the 
mobile screen, neglecting to look around and connect the 
scale model with the 3D space around them. To address 
this, it may be helpful to incorporate more interactive ele-
ments that encourage users to move around and explore the 
space while interacting with the AR application. Users also 
suggested improvements regarding the interaction such as 
providing the option to enable subtitles, supplying additional 
information after zooming on tools, and showing the process 
through a more enriched character movement. These sug-
gestions could help to improve the overall user experience 
and make the AR installation more engaging and interactive.

In summary, while users found the AR experience to be 
interesting and educational, there is room for improvement 
in terms of the connection with the real world, the associa-
tion with the pictures provided, and the way the informa-
tion is presented. Incorporating more interactive elements 
and addressing user feedback could help to create a more 
engaging and immersive AR experience. It is important to 
mention that the results showed that there were no signifi-
cant differences in the overall performance of the two groups 
and we found no substantial differences that would suggest 
a significant divergence in their experiences. Based on the 
analysis of the think-aloud protocol, video recordings, hand-
written notes, and comments in follow-up discussions, it can 
be concluded that both applications provided a similar user 
experience for both groups of participants.

7  Discussion

The results of the two studies indicate that the proposed 
approach of combining mobile AR content and physical 
scale model of the building is generally considered easy to 
use. All users, even those without previous experience in 
mobile AR, managed to follow the narration and observe 
the worker activities. No critical registration errors or mis-
matches have been reported, partially due to the stability 
of the augmented content on the scale model. The use of 
an open section of the building and the occlusion handling 

of digital content created an augmented experience that 
supported the required connection between intangible and 
architectural heritage and fostered exploration. Thus, there is 
possible merit in further exploring this paradigm and testing 
different configurations, sizes, and use cases. For example, 
a similar approach could be used at school before or after a 
visit to an archeological site or a historical settlement, giving 
students the opportunity to understand and admire the value 
of the place through the digital presentation of activities and 
rituals that took place in the past.

Following our observations from the studies, it seems that 
there is room for further improvement of the user interface 
and narrative aspects of the installation. The use of float-
ing text annotating the content has been decided to enhance 
memory and learning, especially for new terms; however, 
for some users, this was ambiguous and confusing. Even 
though for the comparative study, the form of the labels has 
been redesigned, a minor confusion was still observed. It 
seems that some of the users wanted to have the ability to 
get more detailed descriptions of the content presented on 
the phone and they were treating the labels as buttons to get 
more info. Additionally, the request by some users to display 
subtitles for the narration is an indication that they recog-
nized the importance of the content. On the other hand, there 
were users that were more interested in the visual part and 
wanted to have more detailed and higher quality graphics 
and animations. This confirms previous studies that there are 
different expectations about AR apps [42] and, thus, design-
ers of future applications should consider a balance between 
visually appealing re-enactments and associated educational 
content. An interesting room for further study is to research 
effective ways to present the content across the digital and 
physical spaces and to create appropriate narrative supported 
through animation, audio, and textual annotations. There is 
a need for intuitive ways of controlling the presentation and 
accessing further information about elements of interest 
without distracting from the flow.

Content size and ergonomics are also important aspects 
that should be carefully taken into account to avoid user 
fatigue and discomfort. Some ergonomic requirements for 
handheld AR devices are provided in [54], but more most 
studies rarely include measurements about user posture and 
comfort. Accurate tracking of user movement is consid-
ered crucial for reducing motion sickness; hence, a good 
calibration system is essential for mobile AR applications. 
Additionally, the interface and interactions were considered 
simple and intuitive, reducing the likelihood of tiredness 
and discomfort during prolonged use. In both studies, the 
logging system showed that the average total duration of 
approximately 100–126 s was considered short term and 
within a comfortable timeframe for the users. Also, the aver-
age total path covered by users was approximately 3–5 m, 
which is considered a comfortable distance for interaction, 
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and the average distance from the scale model was approx-
imately 30–35 cm. We can conclude that users were less 
likely to experience fatigue and discomfort during use, due 
to the design of the application. Users had the ability to 
move their phone closer to the scale model and observe the 
content at the desired size, and this was also evident from 
the difference in the average distances between the two stud-
ies; still, it seems that the larger scale model contributed 
to a more positive experience. This is a finding that needs 
more thorough study. The fact that we logged and analyzed 
the phones’ movement while using the app gave us a good 
insight on how our users approach the content. Similar tech-
niques could be used to study more carefully the impact of 
the scene size and content duration on user satisfaction or 
discomfort.

What was evident from the first evaluation is that users 
would prefer a larger scale model. Although the size has 
been increased in the second study, there were still users 
asking for a bigger scene, and one of them would like to 
see the animations in the physical space. Even though some 
valuable insights came from the studies, further research 
is needed around these important aspects. Generally, the 
performance of an AR installation can be improved by fol-
lowing usability principles related to interaction between 
users and the application, error reduction and handling, the 
cognitive skills required by users, and the information pro-
vided to them [55].

In terms of enjoyment, it seems that the proposed 
approach generated a positive experience that could be 
enhanced with further interactive and playful elements. 
Generally, users considered the application interesting and 
pleasant, but some of them were expecting more in terms 
of graphics or interaction. These different degrees of per-
ceived enjoyment that we noticed in our findings are attrib-
uted to the multiple levels of engagement that are commonly 
observed while people interact with installations [56]. Also, 
our results indicate that users seek to have fun and get 
engaged while interacting with mobile AR installations. The 
user’s experience at cultural heritage sites includes factors 
related to the user (expectation, motivation, emotions) as 
well as how the user perceives, moves, and uses the natural 
space. During the interaction with an AR installation, the 
user’s experience may be affected in a positive way by all 
these factors [57]. An interesting design challenge in this 
respect for similar applications is to include playful elements 
or challenges without disrupting the narrative elements that 
are necessary for the communication of ICH.

The results of the comparative study revealed some 
interesting findings about the effect of the 3D-printed scale 
model on user experience and learning. It seems that its 
presence did not affect the learning outcomes, as there was 
no significant difference between the learning gains in the 
two groups. Similarly, the spatial association was also not 

affected. There were also no significant differences in the 
way users approached the installation with their mobile 
phones. However, there was a noticeable increase in the 
hedonic aspects of the user experience, bringing the hybrid 
approach to the “desired” category. This is evidence that 
“phygital” approaches in cultural heritage may potentially 
increase user enjoyment and involvement. This might be 
especially important in museums and public installations 
to attract new users that might be reluctant to download and 
use a new app during their visit. It would be also interest-
ing to research further approaches to enhance the material 
aspects of such installations, such as including tangible ele-
ments that contribute to the experience. For example, the 
user could move a physical element on the scale model and 
get, through her mobile phone, more information about the 
tools and activities in that location.

Finally, regarding the aspects of learning and spatial 
association, the results were mixed. On the one hand, there 
was an evident learning gain for both groups in the com-
parative study, showing that the AR experience contributed 
to learning about the leather tanning process for all par-
ticipants. These results agree with relevant studies in the 
field of culture and indicate that users using AR applications 
accomplish better learning outcomes in cultural heritage. 
[58]. Our research also confirms previous studies that ΑR 
technology is considered realistic and direct, and when used 
properly, it can provide an experiential, enjoyable, informal 
learning experience [59, 60]. On the other hand, the results 
of the spatial association test were poor, indicating that the 
users could not easily relate the locations of the virtually 
reconstructed tannery scene to the actual building in its 
current form. This mismatch suggests that we should place 
more emphasis in introducing strong reference points in the 
scale model, allowing users to understand how the model 
maps the current building in an unambiguous way. The use 
of colors and selected landmarks could help towards this 
end. The lack of familiarity with the actual building among 
users could be another possible reason for the low scores. 
Due to the users’ lack of familiarity with the building in 
its current form, it may have been challenging for them to 
accurately relate the locations of the virtual representation 
to the actual building. Finally, the virtual representation may 
have included ambiguous or difficult-to-interpret elements, 
which could have caused confusion and made it challenging 
for users to relate the virtual model to the actual building.

In summary, a scale model can provide a more compre-
hensive and holistic overview of a building with cultural 
value and its processes. Even though the augmentation on a 
scale model offers more control over movements, it is impor-
tant to note that the proposed approach has its own strengths 
and weaknesses in addition to the augmentation of physical 
space. In terms of ergonomics, an augmentation on a scale 
model could be considered a better solution as movements 
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are limited and users do not need to walk around interior 
spaces looking through a mobile device. Additionally, the 
ability to intervene in space according to the needs of the AR 
application can be an advantage. However, it is important to 
consider that the scale model approach may not be feasible 
for larger spaces or complex processes. On a technical level, 
occlusion and registration issues may affect the quality of 
the augmentation of physical space, but there are emerging 
technologies that can address these challenges. AR glasses 
may be expensive and unaffordable for most people at the 
moment, but advancements in technology could make them 
more accessible in the future [33]. Overall, it can be argued 
that utilizing augmentation on a scale model is a favorable 
choice for disseminating intangible cultural heritage, par-
ticularly for buildings with cultural value. This approach 
has the potential to significantly enhance visitors’ experi-
ence and engagement with the site, by providing a more 
immersive and interactive way of experiencing the historical 
context and cultural significance of the building.

8  Conclusions

In this paper, we presented the design, development, and 
implementation of an AR installation for a former tanning 
factory, where the stages of the leather tanning process were 
re-enacted digitally on a scale model. The installation was 
placed in a renovated building, in which only some struc-
tures and machinery testify its former use. The main purpose 
of the experience was to communicate the history of the 
building and the ICH of leather tanning, in an enjoyable and 
educational way. An initial user evaluation of the installa-
tion led to positive results regarding this approach: it was 
considered easy to use, promoted learning about the tanning 
process, and was rated high in terms of user experience. In a 
follow-up comparative study regarding the effect of the scale 
model on the experience and learning, it was found that the 
hybrid physical-digital version did not impact learning and 
spatial association between the model and the actual build-
ing, compared to the purely digital one, but it increased the 
hedonic aspects of the user experience. Besides that, the 
study confirmed that in any of the two variations, there were 
clear learning gains. Our overall findings point towards some 
interesting directions for further research.

One area for further exploration is the appropriate size 
and content of the scale model used in the AR experience. 
This could involve testing different scales and types of con-
tent to determine what works best in terms of engaging users 
and effectively communicating the building’s history and 
heritage. Achieving a deeper understanding of intangible 
and architectural heritage is also a crucial area for further 
investigation. This could involve exploring ways to incor-
porate more interactive and educational elements into the 

AR experience, such as audio guides or interactive games, 
to help users better appreciate the cultural and historical 
significance of the building. Looking ahead, the research-
ers plan to investigate the inclusion of playful and intui-
tive elements in the prototype. This could involve exploring 
ways to make the AR experience more engaging and fun 
for users, such as by incorporating elements of gamification 
or interactive storytelling. Finally, the researchers also plan 
to compare the proposed phygital AR approach with other 
relevant approaches for communicating intangible heritage, 
such as immersive VR (virtual reality). By comparing and 
contrasting different approaches, researchers can gain a more 
comprehensive understanding of the strengths and weak-
nesses of each and identify the most effective methods for 
communicating the history and heritage of buildings to a 
wider audience.

Acknowledgements This paper was funded by the Research e-Infra-
structure (e-Aegean R&D Network) of the University of the Aegean 
with Code Number MIS 5046494, which is implemented within the 
framework of the “Regional Excellence” Action of the Operational Pro-
gram “Competitiveness, Entrepreneurship and Innovation.” The action 
is co-funded by the European Regional Development Fund (ERDF) 
and the Greek State.

Funding Open access funding provided by HEAL-Link Greece.

Data availability Data will be made available on reasonable request.

Declarations 

Competing interests The authors declare no competing interests.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

 1. UNESCO (2020) Basic texts of the 2003 Convention for the 
safeguarding of the intangible cultural heritage, 2020 edition. 
UNESCO World Heritage Centre

 2. Dimitropoulos K, Manitsaris S, Tsalakanidou F, Denby B, Cre-
vier-Buchman L, Dupont S, Nikolopoulos S, Kompatsiaris I, 
Charisis V, Hadjileontiadis L, Pozzi F, Cotescu M, Ciftci S, Katos 
A, Manitsaris A, Grammalidis N (2018) A multimodal approach 
for the safeguarding and transmission of intangible cultural herit-
age: the case of i-Treasures. IEEE Intell Syst 1–1. https:// doi. org/ 
10. 1109/ MIS. 2018. 11114 4858.

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1109/MIS.2018.111144858
https://doi.org/10.1109/MIS.2018.111144858


Personal and Ubiquitous Computing 

 3. Bekele M K, Pierdicca R, Frontoni E, Malinverni E S, Gain J 
(2018) A survey of augmented, virtual, and mixed reality for cul-
tural heritage. ACM J Comput Cult Herit 11. https:// doi. org/ 10. 
1145/ 31455 34

 4. Bouchenaki M (2003) The interdependency of the tangible and 
intangible cultural heritage. In: 14th ICOMOS General Assembly 
and International Symposium: ‘Place, memory, meaning preserv-
ing intangible values in monuments and sites’, Victoria Falls, Zim-
babwe, p. 27-31

 5. Alivizatou-Barakou M, Kitsikidis A, Tsalakanidou F, Dimitropou-
los K, Chantas G, Nikolopoulos S, Al Kork S, Denby B, Buchman 
L, Adda-Decker M, Pillot-Loiseau C, Tillmane J, Dupont S, Picart 
B, Pozzi F, Ott M, Erdal Y, Charisis V, Hadjidimitriou S, Had-
jileontiadis L, Cotescu M, Volioti C, Manitsaris A, Manitsaris S, 
Grammalidis N (2017) Intangible cultural heritage and new tech-
nologies: challenges and opportunities for cultural preservation 
and development. https:// doi. org/ 10. 1007/ 978-3- 319- 49607-8_5

 6. Gheorghiu D, Ştefan L (2020) Immersing into the past: an aug-
mented reality method to link tangible and intangible heritage 
PLURAL History. Cult Soc 8:91–102. https:// doi. org/ 10. 37710/ 
plural. v8i2_9

 7. Boboc RG, Duguleană M, Voinea G-D, Postelnicu C-C, Popovici 
D-M, Carrozzino M (2019) Mobile augmented reality for cultural 
heritage: following the footsteps of Ovid among different loca-
tions. Europe. Sustain 11(4):1167. https:// doi. org/ 10. 3390/ su110 
41167

 8. Jung TH, Tom Dieck MC (2017) Augmented reality, virtual reality 
and 3D printing for the co-creation of value for the visitor experi-
ence at cultural heritage places. J Place Manag Dev 10(2):140–
151. https:// doi. org/ 10. 1108/ JPMD- 07- 2016- 0045

 9. Ioannides M, Thalmann N, Papagiannakis G (2017) Mixed real-
ity and gamification for cultural heritage. Springer International 
Publishing. https:// doi. org/ 10. 1007/ 978-3- 319- 49607-8

 10. Voinea G D, Girbacia F, Postelnicu C C, Marto A (2018) 
Exploring cultural heritage using augmented reality through 
Google’s Project Tango and ARCore. First International Confer-
ence, VRTCH 2018 Brasov Romania. https:// doi. org/ 10. 1007/ 
978-3- 030- 05819-7_8

 11. Noh Z, Sunar M S, Pan Z (2009) A review on augmented reality 
for virtual heritage system Edutainment. Learning by Playing. In: 
Game- based Education System Design and Development, 4th 
International Conference on E-Learning and Games, Edutainment: 
Banff, Canada. https:// doi. org/ 10. 1007/ 978-3- 642- 03364-3_7

 12. Ridel B, Reuter P, Laviole J, Mellado N, Couture N, Granier X 
(2014) The Revealing flashlight: interactive spatial augmented 
reality for detail exploration of cultural heritage artifact. J Comput 
Cult Herit 7:1–18. https:// doi. org/ 10. 1145/ 26113 76

 13. Butchart B (2011) Augmented reality for smartphones a guide for 
developers and content publishers. University of Bath, UKOLN

 14. Sabri FN, Khidzir NZ, Ismail AR, Daud KAM (2016) An explora-
tory study on mobile augmented reality (AR) application for herit-
age content Journal of Advanced. Manag Sci 4:489–493. https:// 
doi. org/ 10. 12720/ joams.4. 6. 489- 493

 15. Djabarouti J (2020) Stories of feelings and things: intangible herit-
age from within the built heritage paradigm in the UK. Int J Herit 
Stud 27:391–406. https:// doi. org/ 10. 1080/ 13527 258. 2020. 17982 
71

 16. Chatzigrigoriou P, Nikolakopoulou V, Vakkas T, Vosinakis S, 
Koutsabasis P (2021) Is architecture connected with intangible 
cultural heritage? Reflections from architectural digital documen-
tation and interactive application design in three Aegean islands. 
Heritage 4(2):664–689. https:// doi. org/ 10. 3390/ herit age40 20038

 17. Gimeno J, Portalés C, Coma I, Fernández M, Martínez B (2017) 
Combining traditional and indirect augmented reality for indoor 
crowded environments. A case study on the Casa Batlló museum. 

Computers & graphics, p 92–103. https:// doi. org/ 10. 1016/j. cag. 
2017. 09. 001

 18. Galani S, Vosinakis S (2022) Connecting intangible cultural her-
itage and architecture through mobile augmented reality narra-
tives and scale models. In: International Conference on Interac-
tive Media, Smart Systems and Emerging Technologies (IMET): 
Limassol, Cyprus, p. 1–8. https:// doi. org/ 10. 1109/ IMET5 4801. 
2022. 99296 76

 19. Vlahakis V, Ioannidis N, Karigiannis J, Tsotros M, Gounaris M, 
Stricker D, Gleue T, Dähne P, Almeida L (2002) Archeoguide: 
an augmented reality guide for archaeological sites. IEEE Com-
put Graphics Appl 22:52–60. https:// doi. org/ 10. 1109/ MCG. 2002. 
10287 26

 20. Lang Y, Deng X, Zhang K, Wang Y (2019) Construction of 
intangible cultural heritage spot based on AR technology—tak-
ing the intangible cultural heritage of the li nationality in the 
Areca Valley as an example. IOP Conf Ser: Earth Environ Sci 
234:012119. https:// doi. org/ 10. 1088/ 1755- 1315/ 234/1/ 012119

 21. Amakawa J, Westin J (2018) New Philadelphia: using augmented 
reality to interpret slavery and reconstruction era historical sites. 
Int J Herit Stud 24(3):315–331. https:// doi. org/ 10. 1080/ 13527 258. 
2017. 13789 09

 22. Shih N-J, Diao P-H, Qiu Y-T, Chen T-Y (2021) Situated AR simu-
lations of a lantern festival using a smartphone and LiDAR- based 
3D models. Appl Sci 11:12. https:// doi. org/ 10. 3390/ app11 010012

 23. Gheorghiu D, Ştefan L (2014) Augmenting the archaeological 
record with art: the time maps project. Augmented Reality Art. 
255–276. https:// doi. org/ 10. 1007/ 978-3- 319- 06203-7_ 15

 24. Lehto A, Luostarinen N, Kostia P (2020) Augmented reality gam-
ing as a tool for subjectivizing visitor experience at cultural her-
itage locations—case lights on! J Comput Cult Herit (JOCCH) 
13(4):1–16. https:// doi. org/ 10. 1145/ 34151 42

 25. Kim S, Im DU, Lee J, Choi H (2019) Utility of digital technolo-
gies for the sustainability of intangible cultural heritage (ICH) in 
Korea. Sustain 11(21):6117. https:// doi. org/ 10. 3390/ su112 16117

 26. Challenor J, Ma M (2019) A review of augmented reality applica-
tions for history education and heritage visualization. Multimodal 
Technol Interact 3(2):39. https:// doi. org/ 10. 3390/ mti30 20039

 27. Banfi F, Brumana R, Stanga C (2019) Extended reality and 
informative models for the architectural heritage: from scan- to-
BIM process to virtual and augmented reality. Virtual Archaeol 
Rev 10(21):14–30. https:// doi. org/ 10. 4995/ var. 2019. 11923

 28. Merchán MJ, Merchán P, Pérez E (2021) Good practices in the 
use of augmented reality for the dissemination of architectural 
heritage of rural areas. Appl Sci 11(5):2055. https:// doi. org/ 10. 
3390/ app11 052055

 29. Skublewska-Paszkowska M, Milosz M, Powroznik P, Lukasik E 
(2022) 3D technologies for intangible cultural heritage preserva-
tion—literature review for selected databases. Herit Sci 10(1):1–
24. https:// doi. org/ 10. 1186/ s40494- 021- 00633-x

 30. Viinikkala L, Yli-Seppälä L, Heimo O I, Helle S, Härkänen L, 
Jokela S, Järvenpää L, Korkalainen T, Latvala J, Pääkylä J, Sep-
pälä K, Mäkilä T, Lehtonen T (2016). Reforming the representa-
tion of the reformation: mixed reality narratives in communicat-
ing tangible and intangible heritage of the protestant reformation 
in Finland. In: 22nd International Conference on Virtual System 
& Multimedia (VSMM). IEEE, p 1–9. https:// doi. org/ 10. 1109/ 
VSMM. 2016. 78632 03

 31. Brusaporci S, Ruggieri G, Sicuranza F, Maiezza P (2017) Aug-
mented reality for historical storytelling. The INCIPICT project 
for the reconstruction of tangible and intangible image of L’Aquila 
historical centre. In Proceedings (Vol. 60, No. 1, p. 1083). MDPI

 32. Cisternino D, Corchia L, Luca VD, Gatto C, Liaci S, Scrivano 
L, Trono A, Paolis LD (2021) Augmented reality applications to 
support the promotion of cultural heritage: the case of the Basilica 

https://doi.org/10.1145/3145534
https://doi.org/10.1145/3145534
https://doi.org/10.1007/978-3-319-49607-8_5
https://doi.org/10.37710/plural.v8i2_9
https://doi.org/10.37710/plural.v8i2_9
https://doi.org/10.3390/su11041167
https://doi.org/10.3390/su11041167
https://doi.org/10.1108/JPMD-07-2016-0045
https://doi.org/10.1007/978-3-319-49607-8
https://doi.org/10.1007/978-3-030-05819-7_8
https://doi.org/10.1007/978-3-030-05819-7_8
https://doi.org/10.1007/978-3-642-03364-3_7
https://doi.org/10.1145/2611376
https://doi.org/10.12720/joams.4.6.489-493
https://doi.org/10.12720/joams.4.6.489-493
https://doi.org/10.1080/13527258.2020.1798271
https://doi.org/10.1080/13527258.2020.1798271
https://doi.org/10.3390/heritage4020038
https://doi.org/10.1016/j.cag.2017.09.001
https://doi.org/10.1016/j.cag.2017.09.001
https://doi.org/10.1109/IMET54801.2022.9929676
https://doi.org/10.1109/IMET54801.2022.9929676
https://doi.org/10.1109/MCG.2002.1028726
https://doi.org/10.1109/MCG.2002.1028726
https://doi.org/10.1088/1755-1315/234/1/012119
https://doi.org/10.1080/13527258.2017.1378909
https://doi.org/10.1080/13527258.2017.1378909
https://doi.org/10.3390/app11010012
https://doi.org/10.1007/978-3-319-06203-7_15
https://doi.org/10.1145/3415142
https://doi.org/10.3390/su11216117
https://doi.org/10.3390/mti3020039
https://doi.org/10.4995/var.2019.11923
https://doi.org/10.3390/app11052055
https://doi.org/10.3390/app11052055
https://doi.org/10.1186/s40494-021-00633-x
https://doi.org/10.1109/VSMM.2016.7863203
https://doi.org/10.1109/VSMM.2016.7863203


 Personal and Ubiquitous Computing

of saint Catherine of Alexandria in Galatina. J Comput Cult Herit 
(JOCCH) 14(4):1–30. https:// doi. org/ 10. 1145/ 34606 57

 33. Dima M (2022) A design framework for smart glass augmented 
reality experiences in heritage sites. J Comput Cult Herit 
(JOCCH) 15(4):1–19. https:// doi. org/ 10. 1145/ 34903 93

 34. Rushton H, Silcock D, Rogers J, Schnabel MA (2018a) The tan-
gible and intangible: interpreting modern architectural heritage in 
virtual realities. In: Segantini MA (eds) AMPS series 15. Tangi-
ble—intangible heritage(s)—design, social and cultural critiques 
on the past, the present and the future, vol 1. University of East 
London, London, p 130–140. https:// doi. org/ 10. 13140/ RG.2. 2. 
29670. 88646

 35. Germak C, Di Salvo A, Abbat L (2021) Augmented reality experi-
ence for inaccessible areas in museums. In: Weinel J, Bowen JP, 
Borda A, Diprose G, Eds. EVA London 2021: Electronic Visu-
alisation and the Arts, London, UK, 2021. Electronic Workshops 
in Computing. ScienceOpen; BCS: Swindon, UK, p 39–45

 36. Vosinakis S, Nikolakopoulou V, Nikopoulos G, Fragkedis L, Stav-
rakis M, Politopoulos N, Koutsabasis P (2021) Designing mixed 
reality experiences that provide views to the past: reviving the 
operation of an industrial olive oil factory. In: 25th Pan-Hellenic 
Conference on Informatics p 39–44. https:// doi. org/ 10. 1145/ 35038 
23. 35038 31

 37. Nofal E, Reffat R M, Vande Moere A (2017) Phygital heritage: 
an approach for heritage communication. In: Proceedings of the 
3rd Immersive Learning Research Network Conference (iLRN 
2017). Coimbra. Portugal, p 26–29. https:// doi. org/ 10. 3217/ 
978-3- 85125- 530-0- 36

 38. White M, Petridis P, Liarokapis F, Plecinckx D (2007) Multi-
modal mixed reality interfaces for visualizing digital heritage. 
Int J Archit Comput 5(2):321–337. https:// doi. org/ 10. 1260/ 14780 
77077 81514 986

 39. Hulusic V, Gusia L, Luci N, Smith M (2021) Tangible inter-
faces for VR cultural heritage application-School House Virtual 
Museum. In Eurographics Workshop on Graphics and Cultural 
Heritage (EG GCH 2021). Eurographics Assoc

 40. Simeone A L, Velloso E, Gellersen H (2015) Substitutional real-
ity: using the physical environment to design virtual reality expe-
riences. In: Proceedings of the 33rd Annual ACM Conference on 
Human Factors in Computing Systems, p 3307–3316. https:// doi. 
org/ 10. 1145/ 27021 23. 27023 89

 41. Nikolakopoulou V, Printezis P, Maniatis V, Kontizas D, Vosina-
kis S, Chatzigrigoriou P, Koutsabasis P (2022) Conveying intan-
gible cultural heritage in museums with interactive storytelling 
and projection mapping: the case of the mastic villages. Heritage 
5(2):1024–1049. https:// doi. org/ 10. 3390/ herit age50 20056

 42. Aso B, Navarro-Neri I, García-Ceballos S, Rivero P (2021) Qual-
ity requirements for implementing augmented reality in heritage 
spaces: teachers’ perspective. Educ Sci 11(8):405. https:// doi. org/ 
10. 3390/ educs ci110 80405

 43. Damala A, Cubaud P, Bationo A, Houlier P, Marchal I (2008). 
Bridging the gap between the digital and the physical: design and 
evaluation of a mobile augmented reality guide for the museum 
visit. In: Proceedings of the 3rd international conference on 
Digital Interactive Media in Entertainment and Arts, p 120–127. 
https:// doi. org/ 10. 1145/ 14136 34. 14136 60

 44. Gonzalez Vargas JC, Fabregat R, Carrillo-Ramos A, Jové T (2020) 
Survey: using augmented reality to improve learning motivation 
in cultural heritage studies. Appl Sci 10(3):897. https:// doi. org/ 
10. 3390/ app10 030897

 45. Boboc RG, Băutu E, Gîrbacia F, Popovici N, Popovici DM (2022) 
Augmented reality in cultural heritage: an overview of the last 
decade of applications. Appl Sci 12(19):9859. https:// doi. org/ 10. 
3390/ app12 199859

 46. Chin KY, Wang CS (2021) Effects of augmented reality technol-
ogy in a mobile touring system on university students’ learning 
performance and interest. Australas J Educ Technol 37(1):27–42. 
https:// doi. org/ 10. 14742/ ajet. 5841

 47. Covington AD (2009) Tanning chemistry: the science of leather. 
The Royal Society of Chemistry, Cambridge, UK

 48. Katsigianni I, Kondyli-Lagari A (2000) Viomikhanika ktiria stin 
Ermoupoli [Industrial buildings in Ermoupoli]. Piraeus Bank 
Group Cultural foundation, Athens

 49. Lewis J, Sauro J (2009) The factor structure of the System Usa-
bility Scale. Proceedings of the 1st International Conference on 
Human Centered Design: Held as Part of HCI International, p 
5619

 50. Hassenzahl M, Burmester M, Koller F (2003) AttrakDiff: Ein 
Fragebogen zur Messung wahrgenommener hedonischer und 
pragmatischer Qualität. Mensch & Computer 187–196

 51. Sweeney M, Maguire M (1993) Shackel B (1993) Evaluating 
user-computer interaction: a framework. Int J Man Mach Stud 
38(4):689–711. https:// doi. org/ 10. 1006/ imms. 1993. 1032

 52. Dumas J S, Loring B (2008) Moderating usability tests: principles 
& practices for interacting. Elsevier

 53. Brooke J (1995) SUS: a quick and dirty usability scale. Usability 
Evaluation in Industry. Taylor & Francis, p 189

 54. Veas E E, Kruijff E (2010) Handheld devices for mobile aug-
mented reality. In Proceedings of the 9th International Conference 
on Mobile and Ubiquitous Multimedia, p 1–10. https:// doi. org/ 10. 
1145/ 18994 75. 18994 78

 55. Ko S M, Chang W S, Yong G (2013) Usability principles for 
augmented reality applications in a smartphone environment. Int. 
J. Hum. –Comput Interaction 29. https:// doi. org/ 10. 1080/ 10447 
318. 2012. 722466.

 56. Marshall M, Dulake N, Ciolfi L, Duranti D, Kockelkorn H, Petrelli 
D (2016) Using tangible smart replicas as controls for an interac-
tive museum exhibition. TEI ’16: Tenth International Conference, 
p 159–167. https:// doi. org/ 10. 1145/ 28394 62. 28394 93

 57. Konstantakis M, Caridakis G (2020) Adding culture to UX: UX 
research methodologies and applications in cultural heritage. J 
Comput Cult Herit 13:1–17. https:// doi. org/ 10. 1145/ 33540 02

 58. Hincapié M, Díaz C, Zapata-Cárdenas M-I, Toro Rios H J, Valen-
cia D, Güemes-Castorena D (2021) Augmented reality mobile 
apps for cultural heritage reactivation. Comput Electr Eng 93. 
https:// doi. org/ 10. 1016/j. compe leceng. 2021. 107281

 59. Maçães G, Pimenta W, Carvalho E (2011) Using augmented 
reality virtual assistants to teach the traditional leather tanning 
process. In: 6th Iberian Conference on Information Systems and 
Technologies, Chaves. Portugal, p 1–7

 60. ChandiniPendit U, Zaibon S, Abubakar JL (2014) Mobile aug-
mented reality for enjoyable informal learning in cultural herit-
age site. Int J Comput. Appl 92:19–22. https:// doi. org/ 10. 5120/ 
16077- 5286

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1145/3460657
https://doi.org/10.1145/3490393
https://doi.org/10.13140/RG.2.2.29670.88646
https://doi.org/10.13140/RG.2.2.29670.88646
https://doi.org/10.1145/3503823.3503831
https://doi.org/10.1145/3503823.3503831
https://doi.org/10.3217/978-3-85125-530-0-36
https://doi.org/10.3217/978-3-85125-530-0-36
https://doi.org/10.1260/147807707781514986
https://doi.org/10.1260/147807707781514986
https://doi.org/10.1145/2702123.2702389
https://doi.org/10.1145/2702123.2702389
https://doi.org/10.3390/heritage5020056
https://doi.org/10.3390/educsci11080405
https://doi.org/10.3390/educsci11080405
https://doi.org/10.1145/1413634.1413660
https://doi.org/10.3390/app10030897
https://doi.org/10.3390/app10030897
https://doi.org/10.3390/app12199859
https://doi.org/10.3390/app12199859
https://doi.org/10.14742/ajet.5841
https://doi.org/10.1006/imms.1993.1032
https://doi.org/10.1145/1899475.1899478
https://doi.org/10.1145/1899475.1899478
https://doi.org/10.1080/10447318.2012.722466
https://doi.org/10.1080/10447318.2012.722466
https://doi.org/10.1145/2839462.2839493
https://doi.org/10.1145/3354002
https://doi.org/10.1016/j.compeleceng.2021.107281
https://doi.org/10.5120/16077-5286
https://doi.org/10.5120/16077-5286

	An augmented reality approach for communicating intangible and architectural heritage through digital characters and scale models
	Abstract
	1 Introduction
	2 Related work
	2.1 Dissemination of intangible heritage using extended reality
	2.2 Connection of intangible and architectural heritage
	2.3 Hybrid AR setups for cultural heritage
	2.4 Learning about heritage through augmented reality
	2.5 The focus of our work

	3 A prototype AR installation for an old tannery
	3.1 Learning objectives and content
	3.2 Overview of augmented reality installation
	3.3 Implementation of augmented reality installation

	4 User evaluation
	4.1 Process
	4.2 Measures
	4.3 Participants
	4.4 Results

	5 Comparative study
	5.1 Process
	5.2 Measures
	5.3 Participants

	6 Results
	7 Discussion
	8 Conclusions
	Acknowledgements 
	References


