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Abstract

This paper discusses the analysis results of successful self-marketing techniques on Facebook pages in the cases of three
YouTube gamers: PewDiePie, Markiplier, and Kwebbelkop. The research focus was to identify significant differences in terms
of the gamers’ user-generated Facebook metrics and commentary sentiments. Analysis of variance (ANOVA) and k-nearest
neighbor sentiment analysis were employed as core research methods. ANOVA of the classified post categories revealed that
photos tended to show significantly more user-generated interactions than other post types, while, on the other hand, re-posted
YouTube videos gained significantly fewer numbers in the retrieved metrics than other content types. K-nearest neighbor
sentiment analysis pointed out underlying follower negativity in cases where user-generated activity was relatively low, thereby
improving the understanding of the opinion of the masses previously hidden behind metrics such as the number of likes,
comments, and shares. The paper at hand highlights the methodological design of the study as well as a detailed discussion of
key findings and their implications, and future work. The results per se indicate the need to utilize natural language processing
techniques to optimize brand communication on social media and highlight the importance of considering machine learning
sentiment analysis techniques for a better understanding of consumer feedback.

Keywords Social media metrics - Self-marketing - Sentiment analysis - Online gaming

1 Introduction

Self-marketing as an activity to promote a person (as opposed
to a product or service) was recognized as early as the 1960s
by marketing scholars such as Kotler and Levy [1], but the
emergence of Web 2.0 and the birth of social networks shortly
after the millennium opened a unique opportunity for individ-
uals’ self-representation and self-expression [2]. YouTube be-
came the market leader in video content sharing, and it did so
by providing content creators with tools and self-marketing
techniques [3] that allowed them to successfully gain
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monetary profits from other people viewing their content as
well as possible worldwide recognition [4-6].

The birth of YouTube gaming and the increasing popularity
of gaming channel owners have encouraged scientific re-
searchers to conduct in-depth studies on the characteristics
of self-marketing communication and its effectiveness in the
content forms that grab user attention and those that lead to a
lack of follower activity. Thus, the present quantitative explor-
atory study introduces an approach to measure the communi-
cation effectiveness of YouTube gamers by analyzing the con-
tent posted on their Facebook brand pages.

The goal of this paper (which is an extended version of [7]
presented at the 9™ International Conference on Ambient
Systems,Networks and Technologies) is to identify the rela-
tionship of these content types with user-generated metrics on
Facebook, such as the number of likes, comments, and shares,
complementing these results with sentiment analysis of the
commentaries' content appearing below the sampled posts.

The results provide valuable findings that can be used by
companies and self-marketed individuals to improve their
brand communication on social media. Furthermore, by using
this approach, independent game developers and actors in the
ever-growing gaming industry gain valuable insights from
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their customers’ feedback to enhance their future products as
well as their promotion.

2 Background and related work

As social media and the associated metrics fall into the
intersecting area of management and informatics, this section
provides related work in the context of (self-)marketing and
related work in the context of social media and sentiment
analysis.

2.1 Self-marketing: background and related work

Research on self-marketing as a distinct type of marketing
communication that applies classic branding techniques to
human beings [2, 6] began in the 1960s [1] and was revisited
in the late 1990s [8]. However, a gap exists between re-
searchers and practitioners (consultancy services, self-
improvement groups) in this domain, the latter dominating
the area [6]; therefore, researchers have increasingly advocat-
ed the need for scientific studies to further examine the field of
self-marketing [3, 6, 9].

The terminology of this phenomenon is the subject of ongo-
ing discussion. Terms such as “personal branding,” “personal
marketing,” and “self-marketing” have been used interchange-
ably [3]. Individuals as actors of this phenomenon are referred
to as “human brands,” “branded individuals,” and “branded
personas” [3, 10]. The extant literature in this domain focuses
on the process of personal branding [3, 5, 6, 11] and aims to
determine the underlying factors of success by branded persons.

Studies discussing the importance and role of sociocultural
background in fruitful personal branding [3, 6, 11] have con-
sidered Bourdieu’s field theory [12] and theses about the
forms of capital [13]. YouTube functions as an organized field
where YouTube gamers are actors (referred to as agents by
Bourdieu [12], each of whom holds cultural capital in the form
of educational qualifications and social capital as defined by
their acquaintances and social networks). Each channel owner
has a unique habitus [12] as well, which consists of attitudes
and behavioral characteristics that are crucial to the owner’s
self-representation, for example, in his or her YouTube videos.

The process of self-representation [14] involves the channel
owner’s performance being watched by observers in a front
(i.e., his or her YouTube channel); it generally consists of a
video background setting and the owner’s manner and appear-
ance provide great opportunities for aspiring gamers [2] to
“stand out” [6] and offer a unique experience for the audience.

YouTube gamers have been gaining in popularity [2, 6] in
the last decade, and studies have pointed out numerous bene-
fits of social media data analysis [15], indicating that the anal-
ysis of user-generated text commentary, or the online opinion-
mining of the masses, has become one of the most pressing
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issues [16, 17]. User-generated content (UGC) as a means for
user communication and self-expression has been studied in
the social media context for more than a decade [7, 18, 19]. As
a part of the growing body of research in the UGC domain,
social network sites are garnering particular research interest,
especially in the area of brand promotion [20].

2.2 Sentiment analysis and social media: background
and related work

The emergence of an extensive amount of digitalized and online
publicly available opinion data has encouraged researchers to
find solutions for efficient analysis, which opened the research
area of sentiment analysis. While companies (e.g., Microsoft,
Google, SAS, Hewlett-Packard) often build their in-house ca-
pabilities [17], application-oriented research papers have
emerged in various fields as well, election outcomes [21-23],
movie box office revenues [24, 25], and stock prediction [26,
27] being among the most widely studied domains. However,
due to the relative infancy of this research domain, determina-
tion of the most suitable methodology is still under discussion.

Sentiment analysis, often called opinion mining is a re-
search area that focuses on analyzing written texts about sen-
timents, appraisals, attitudes, and opinions of people accord-
ing to certain entities (products, organizations, services, is-
sues, events, topics, or other individuals) [28, 29].

Although sentiment analysis is a very active research field
of natural language processing (NLP), its roots go back to the
1980s. Its forerunners are considered to be projects investigat-
ing “belief analysis.” Both Wilks [30] and Carbonell [31]
generated a computer system for analyzing subjective under-
standing. During the late 1980s and 1990s, studies were main-
ly focusing on the interpretation of narrative [32, 33] direc-
tionality of a sentence [34], and point of view (POV) tracking:
the storyteller’s POV [35] or a certain character’s psycholog-
ical POV [36, 37]. Hatzivassiloglou and McKeow studied
adjectives joined with conjunctions and explored the polarity
of the adjectives and the effect of conjunctions on the senti-
ment of these adjectives [38].

The research field primarily focuses on written text; due to
this, it is mainly studied in the field of NLP. Nevertheless, it is
also a subject of web mining, information retrieval, and data
mining of text data [28].

In the last two decades, social media have become a defin-
ing feature of the Internet. The characteristics of online social
media can be grasped according to three constitutive elements
first described by Ellison [39]. First, there has to be a main
platform, a virtual space, where users can create their profiles,
thereby representing themselves to other users of the environ-
ment. The second crucial element is network creation which
helps users communicate with each other. Lastly, public visi-
bility of a user’s personal network (i.e., friends) is required to
enable users to wander to other users’ network graphs.
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Since the advent of social media, digital, opinionated data
has emerged on the Internet, which reshaped information re-
trieval and had a significant impact on individuals, companies,
and governments. Although the Internet contains an immense
volume of opinionated texts (social platforms, review sites,
blogs, forums), all of the above mentioned entities faced the
problem of how to obtain necessary information from them,
which led to the development of sentiment analysis that can be
divided into “real-world” applications and application-
oriented research papers [28].

A turning point in the application of sentiment analysis to
social media was a study by Asur and Huberman [40] analyz-
ing Twitter public sentiment, after which an increasing num-
ber of studies using various social media platforms to acquire
the sentiment of the crowds emerged (cf. [41]). The common
goal of this and similar studies in this research domain is that
they aim to build models according to past opinionated data
and try to refine this model in such manner that it can be used
for predictive purposes too.

These studies highlighted a crucial element to the authors
of this paper, namely the importance of in-depth analysis of
metric data. For instance, in a study predicting movie sales
based on the sentiment expressed toward movies on social
media, Mishne and Glance [42] used metrics such as income
per screen or raw sales; Liu et al. [43] raised awareness on the
importance of time-stamps; Asur and Huberman [40] also
highlighted the relevance of such meta-data.

Another application of sentiment analysis on social media
is political marketing and the prediction of elections. The main
reason why the topic of election prediction and its emergence
since 2010 has become a popular research area is that re-
searchers had begun investigating cheaper possibilities instead
of the traditional, costly polling techniques [44, 45]. The first
studies appearing in this showed promising results area [44,
46]. Tumasjan et al. [46] investigated the German Elections of
2009 and tried to predict its results with aggregated tweets that
mentioned one of the six major German parties. Their results
strongly correlated with the results of the election, which
urged researchers to try to replicate their methodology
[21-23].

In [21] the main difference between election prediction
from public sentiment and traditional polling techniques is
pointed out: the latter has existed for 80 years and is capable
of avoiding sampling bias, while weighting a sample of
Twitter data according to the gender, age, or other demograph-
ic factors of tweeters is not possible. The very same argument
also appeared in [47].

Although there are numerous different metrics that can be
scraped from social networks, there is a difference between
quality metrics and the so-called “vanity metrics,” which may
reflect one’s successful content marketing, but are rather
misguiding, mentioning Facebook likes, Twitter follower
counts, or page views as examples. On the other hand, quality

metrics deliver useful information on a deeper level: sentiment
analysis is considered one of them, providing data about the
attitudes and emotions of users through the analysis of their
written communication on brand pages [48].

Research according to sentiment analysis in social media
can be divided into two research streams: while most of the
studies concentrated on natural language processing of texts in
social media, their methodology is limited only to the textual
information [49, 50]. Other approaches are emerging in recent
literature that attempt to overcome these limitations by trying
to extract information such as friendships and connections
among users, pointing out, that connected users are likely to
have similar opinions regarding a particular subject [17, 51].

We support the recently emerging studies that have argued
for the complementary use of sentiment analysis of social
media [17] and its “traditional” retrievable metrics (i.e., num-
ber of likes, comments, and shares of posted content) to
achieve a deeper understanding of audience reactions to com-
munication forms of self-marketing on social media.

Thus, this study has three primary research questions
(RQs): exploration of the relationship of sampled posts’ con-
tent types and their user-generated metrics (RQ1), the relation-
ship of sampled posts’ content types and their user-generated
commentary sentiment results (RQ2), and the comparison of
these two analyses (RQ3) by exploring the relation of these
user-generated metrics and the sentiment results.

By the evaluation and discussion of these research ques-
tions, we are in line with the call for further research in this
domain [3, 6, 9]. We intend to provide further insights into this
area of interest, which is rapidly developing and therefore
needs appropriate and well-founded methods and tools.

3 Method

The following subsections reveal in detail the activities per-
formed during the various phases of the study, i.e., sampling,
data collection, and data analysis. The chosen criteria, tools,
and methods, which we applied in various steps of the analy-
sis, are shown as a synopsis of the study’s methodological
layout in Table 1.

3.1 Sampling

As units of analysis in the first stage of sampling, which can be
considered a judgment sample, three YouTube gamers were
chosen: PewDiePie, Markiplier, and Kwebbelkop. These
gamers share common characteristics by often playing the
same games, being in the top 100 most popular gaming chan-
nels, and frequently using Facebook as a means of communi-
cation. Furthermore, they were part of Revelmode, a sub-
network of Maker Studios owned by Disney.

@ Springer
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Table 1 Overview on the study’s methodological layout: applied criteria, tools, and methods in various phases of study
Phase Activity Criteria/tool/method
Sampling Determine 3 gamers for analysis *Among top 100 gamers worldwide

Choose 50 posts from each gamer
Data collection

Data analysis Classify posts

Analyze Facebook metrics

Conduct sentiment analysis of comments

Compare “content types” versus “Facebook metrics”

Retrieve all comments associated with chosen posts

*Offering “Let us play”-games
*Using Facebook as primary channel

Time
Applied tool: Netvizz (i.e., integrated Facebook application)

Grounded theory

*Univariate data analysis
*Kruskal-Wallis H test
*Dunn’s post-hoc

*K-nearest neighbor
*Supervised learning approach
*Kruskal-Wallis H test
*Dunn’s post-hoc

Descriptive comparison

Criterion sampling was used during the second stage of
sampling [52]. The same number of posts (n=50) with the
same end point on the sampling time scale was established to
allow for comparisons among the sampled YouTubers.

Last, in the third sampling stage, all comments appearing
under the sampled posts were retrieved for future sentiment
analysis purposes.

3.2 Data collection

To collect data for our study we used a tool, an integrated
Facebook application, i.e., Netvizz (version 1.45) [53], which
is capable of scraping data about groups, pages, page like
networks, page timeline images, and search and link statistics.
Netvizz was used to extract 50 posts from each of the pages of
the sampled YouTubers and their Facebook metrics, along
with all comments on those posts with timestamps. Netvizz
uses the public application program interface (API) of
Facebook for data retrieval and can retrieve solely those data
types that are available through the API [53].

3.3 Classification of posts

Grounded theory was used to classify the retrieved 150 posts
[54]. Following the coding mechanism of this theory, open
coding consisted of categorization of the retrieved posts into
four core categories: link, photo, status update, and video.

During axial coding, the previously generated core catego-
ries were revised. As a result, the core category “video” was
divided into two subcategories: “integrated Facebook videos”
that were made explicitly for the Facebook audience and “em-
bedded YouTube videos” that first appeared on YouTube and
were later reposted on Facebook.

@ Springer

After successful determination of core categories, the sam-
pled posts were further classified into subcategories according
to their content during the selective coding phase. Following
grounded theory, these subcategories were subservient to the
previously generated core categories [54].

3.4 Data analysis methods

After univariate analysis of the retrieved user-generated metrics,
analysis of variance (ANOVA) was performed to test for pos-
sible significant differences among the classified content types
in terms of their Facebook metrics. As a result of Kolmogorov-
Smirnov tests to decide between non-parametric and parametric
analysis approaches, Kruskal-Wallis H tests were conducted
along with Dunn’s post-hoc pairwise comparisons [55].

The supervised learning method k-nearest neighbor (k-nn)
was chosen for the sentiment classification of the retrieved
commentaries. Sentiment classification can be achieved with
supervised (e.g., naive Bayes, support vector machine, &k-nn)
and unsupervised (sentiment dictionaries, such as, e.g.,
SentiWordNet) learning approaches [17]. We considered that
the international gaming community exhibits a specific “lin-
g0” [56] which makes it rather difficult to analyze with senti-
ment dictionaries. For example, the slang words “noob” (new-
comer), “frag” (to virtually kill another player), “flaming” (to
verbally attack), and “rekt” (wrecked, destroyed) are widely
used in this community but are challenging to accurately clas-
sify by a sentiment dictionary. Therefore, we employed a su-
pervised learning approach and used a training set with hand-
labeled commentaries as its items.

Due to the rarity of neutrality regarding comment senti-
ments on social media [57, 58], a bivariate training set
consisting of an equal number of hand-labeled positive and
negative commentaries was used. This set was “trained” on
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the test data (i.e., the remaining comments), where machine-
based classification was performed according to the rules that
the computer “learned” from the training set [16, 59].

The aforementioned A-nn approach predicted the sentiment
score of a test data item according to its similarities to previ-
ously tagged training set items. The sentiment score was de-
termined in the same manner as the training set item that was
most comparable to it, using the most similar word patterns
[59]. The analysis was performed with varying amounts of
nearest neighbors (i.e., closest matching items of the training
set) to achieve the most accurate prediction of the data set
items [59]. For this reason, we also tested accuracy with alter-
native numbers of positive and negative training set items
(N=100; N=200; N=400). The process was conducted
using the educational license of RapidMiner Studio 7.5 [60],
which is a code-free environment for designing advanced an-
alytic processes with machine learning, data mining, text min-
ing, predictive analytics, and business analytics.

Similar to the Facebook metrics analysis, Kruskal-Wallis H
tests with Dunn’s post-hoc pairwise comparisons were used to
determine possible significant differences among the senti-
ment score means of the distinct post categories.

The results of the Facebook metrics and sentiment analysis
were compared in the last step of the data evaluation to reveal
similarities and differences.

4 Results

Our results will be presented in three separate sections. First,
the Facebook metrics analysis will reveal distinctive differ-
ences in user engagement regarding both core and subcate-
gories of the retrieved posts by all analyzed YouTube gamers,
followed by a successful ANOVA regarding their commen-
tary sentiments as well. Last, the results of both sections will
be compared, highlighting the possible value and necessity of
conducting both analyses in practice.

4.1 Facebook metrics analysis

Classified core categories of the sampled posts displayed dis-
tinctive differences. While Kwebbelkop almost exclusively
posted photos, in the samples of PewDiePie and Markiplier
reposts of previously published YouTube videos were in the
majority.

Significant differences in core post categories and their
Facebook metrics were detected between like, reaction, and
total engagement scores of all three YouTubers analyzed.
However, regarding shares, only Markiplier’s sample showed
significant differences in the core categories of the sampled
posts. Differences in the means of Kwebbelkop’s comment
scores were also non-significant. Figure 1 summarizes the
rank orders of the classified core categories by the sampled

YouTubers where the abovementioned significant differences
were observable. (The figure uses numeric differentiation for
representation of the classified post types: 1, link; 2, photo; 3,
status update; 4, integrated Facebook video; 5, embedded
YouTube video).

The ANOVA results of the core post categories and their
Facebook metrics revealed that links tended to receive signif-
icantly fewer user interactions than did photos. The same pat-
terns were observed in the case of embedded YouTube videos.
This core category also received significantly less user inter-
action by all measured Facebook metrics than did photos.
These results are especially interesting in the light of previ-
ously discussed ratios of sampled posts in different core cate-
gories. In the cases of Markiplier and PewDiePie, the number
of reposted YouTube videos was larger than any other core
post categories. However, their shared photos received signif-
icantly more user-generated interactions. These highly engag-
ing photo posts accounted for 34% of posts sampled from
Markiplier’s page, whereas PewDiePie’s sample contained
only two photos, despite their excessive popularity among
his followers.

The ANOVA of post subcategories and their Facebook
metric means demonstrated that photos depicting family,
friends, pets, and/or the YouTubers themselves received sig-
nificantly more user-generated actions than subcategories with
the lowest means in the sample. Furthermore, posts encourag-
ing audience interaction and engagement (e.g., give an opin-
ion, “like” if agree) received significantly higher Facebook
metric means than lower ranking subcategories.

As Fig. 2 illustrates, the rank orders in terms of their share
and comment means changed distinctively. The figure uses the
same metric system for the subcategory visualization as in Fig. 1
(the first number represents the core post category, whereas the
second number refers to the subcategory of this particular core
category). As an example, in the case of Markiplier, some posts
discussed the problems regarding YouTube and the gamer com-
munity (i.e., the subcategory numbered “15”). As seen from Fig.
2, this subcategory reached outstanding results regarding its
“share” metrics and also ranked higher in the number of com-
ments it gained than in “likes” or even “total engagement”
scores. The knn sentiment analysis of user commentaries pro-
vides valuable insights into the reasons why these posts were
widely shared and commented, although they did not gain an
extensive number of likes.

4.2 Sentiment analysis

The accuracy test of the performed A-nn sentiment analysis,
conducted with RapidMiner Studio 7.5, resulted in 82.3%
accuracy using a training set containing 200 positive and
200 negative comments, with k=2 nearest neighbors.

After the successful sentiment classification, Kruskal-
Wallis H tests were conducted. Significant differences in the
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Fig. 1 Core category median
rankings of the analyzed
Facebook metrics by the sampled
YouTubers

mean sentiment scores of both core and subcategories of the
retrieved posts were detected for all three YouTubers.

Embedded YouTube videos tended to gain significantly
less positivity in their sentiment means throughout the sample
than any other core categories. In comparison to other content
types, the ratio of negative commentaries submitted for this
post category was relatively high.

In contrast to re-posted YouTube videos, photos tended to
receive significantly more positive sentiments than other core
categories for all three gamers, with the highest ratio of posi-
tive commentaries in the samples.

The subcategory sentiment analysis revealed that although
likes for certain categories had relatively low means, they
“jumped” to the top-ranking places in terms of positivity
means. The aforementioned discussion of commentary re-
garding YouTube problems and other events that shook the
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gaming community during the sampling time had a high effect
on user commentary sentiments, where fans tended to lend
their support regarding these discussed issues.

4.3 Comparison of Facebook metrics and sentiment
analyses

The post category results comparison regarding Facebook
metrics and sentiment means highlighted the relevance of
commentary sentiment observation and its complementary
function in understanding content popularity.

With respect to photos, although sentiment positivity ac-
centuated the preliminary Facebook metrics results and
showed that posts in this core category do not merely receive
a large number of user-generated actions, they also stimulated
positive written opinions.
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Fig. 2 Subcategory median rankings of the analyzed Facebook metrics by the sampled YouTubers

@ Springer



Pers Ubiquit Comput (2022) 26:901-910

907

However, in particular cases, sentiment analysis revealed
hidden feedback negativity and/or possible debates in the
comment sections, manifested by the metrics and sentiment
comparison of self-sponsoring posts, analyzed in PewDiePie’s
sample. During the sampling timeframe, PewDiePie intro-
duced his mobile app “Legend of the Brofist,” which was
introduced first to the Apple and Android app store, leaving
Microsoft phone users to wait two and a half months longer
for its release. Therefore, self-sponsoring posts containing the
app’s advertising received a relatively high ratio of negative
comments, which was not previously detectable by the mere
analysis of its user-generated Facebook metrics.

The application of user commentary sentiment analysis
emphasized the Facebook metrics results; as discussed in the
case of photos, it proved to be a useful complementary tool to
expose counter-opinions, originally hidden by the mere anal-
ysis of user-generated metrics.

5 Conclusion and discussion

The growing importance of social media as a unique tool for
self-marketing was the subject of this analysis, investigated in
the case of YouTube gamers leveraging Facebook with the
intention of communicating with their audience and fans.
We proposed three research questions to determine whether
content types differ significantly in terms of their user-
generated metrics (RQ1), sentiment analysis results (RQ?2),
and how these findings can be compared (RQ3). The results
suggest the importance of not relying on and using solely
retrievable user-generated metrics. Instead, the sentiment of
the text commentary accompanying social media posts should
also be incorporated in the analysis.

5.1 Key findings

In the cases of PewDiePie and Markiplier, the core content in
the sampling time interval consisted of reposted YouTube
videos. However, the relative lack of user activity paired with
a high ratio of negative user commentaries called into question
such a communication strategy. On the other hand, photos,
especially those showing friends, family, pets, and the
YouTube gamers themselves, resulted in the highest user ac-
tivity and positive comment ratios.

Sentiment analysis of Facebook metrics revealed the un-
popularity of certain content and underlying fan debates and
disagreements with the gamers’ opinions about frequently
discussed issues. Such controversy during the sampling time
interval was caused by the H3H3 copyright infringement case
[61] where Markiplier voiced his opinion and took a stand by
the content creators of H3H3 in one of his YouTube videos,
reposting it to Facebook where a strong discussion began in
the comment section, detected during the analysis. Another

example for debate was the case of the game called “Bear
Simulator,” [62] developed by first-time independent game
developers after a successful Kickstarter campaign, played
and posted by PewDiePie during the sampling timeframe. In
his Let us Play video about it, PewDiePie made remarks about
the poor quality of the game and commenters also voiced their
negative opinions about it. This particular Facebook post re-
ceived an extensive amount of negative commentary com-
pared to other re-posted YouTube contents, whereas it re-
ceived relatively low reactions regarding its Facebook metrics.
By using the k-nn approach, we could explain the reasons
behind the striking amount of comments in comparison to
other metrics. Machine-learning based sentiment analysis
proved to be capable of analyzing hundreds and thousands
of commentaries accompanying a single post.

5.2 Managerial implications

The combined analysis of user-generated metrics and senti-
ment classification provides information that is necessary for
self-marketed individuals to optimize their communication on
social media, which plays an important role in achieving
steady audience growth that can result in monetary profits.
Application of these techniques allows independent game de-
velopers and the gaming industry as a whole to gain insights
into the critical reception of their products from the target
group itself. In consideration of the steadily growing global
phenomenon of social media marketing and the growing num-
ber of companies with diverse products and services targeting
potential consumers on various social media platforms, the
authors of this paper believe that both user-generated metrics
analysis and sentiment mining are essential for marketers in
the contemporary era.

5.3 Limitations and further research

Future studies should clarify the weights and roles of the com-
munication effectiveness indicators used in this research pro-
ject by employing a larger sample and possibly stepping out of
the domain of YouTube gamer brand personalities. This will
help to improve the study of brand personality communication
on social media, regardless of the domain in which these per-
sons are active.

Recent studies on behavioral motivations in social media
engagement have shown the importance of the uses and grat-
ification theory [63, 64] and social exchange theory [65, 66]
for the deeper understanding of factors that influence users to
share, like, or comment on social media posts. In this research
direction, the audience of the discussed self-marketed gamers
inspected as a potential virtual community can lead to an anal-
ysis of the antecedents that motivate the sense of virtual com-
munity (SOVC) from the uses and gratifications aspect [67].
Furthermore, the presence of the discussed gamers on multiple
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social media platforms (e.g., Twitch.tv, Twitter, Instagram)
poses the question of the extent (or ratio) to which they are
followed by the same audience members on different net-
works. Recent studies have found tension release as a strong
positive predictor of how many hours users watched Twitch.tv
online gaming streams, the number of streamers followed, and
also the number of streamers watched [68]. Moreover, a novel
study [69] concluded that affective motivations are evoked by
the content type of the stream on Twitch.tv rather than the
game genre being broadcast. On the other hand, the analysis
of game genres revealed that real-time strategy (RTS) games
(e.g., Age of Empires 111, Stellaris) show a negative association
with affective motivations, while other game genres evoke a
tension release; these are multiplayer online battle arena
(MOBA) games (e.g., League of Legends, Dota 2), collectible
card games (CCG; e.g., Hearthstone), and first-person shooter
(FPS) games (e.g., Tom Clancy’s Rainbow Six Siege, Doom,
Overwatch). Further studies should explore whether these re-
sults can be extended for YouTube gamers and their audience.

The investigation of user motivational factors combined
with the presently described post classification method,
Facebook metrics analysis, and sentiment-mining technique
can help determine possible motivational differences in user
engagement in the analyzed post types. Further research should
clarify the possible interrelationships between underlying be-
havioral dimensions and the extent of user engagement in
terms of different post types and examine their relevance from
economic, social psychological, and marketing aspects.

This approach used the supervised learning method of sen-
timent analysis, k&-nn. Although the test can predict the com-
mentary sentiments with 82.3% accuracy, their possible re-
view using other techniques (e.g., naive Bayes, support vector
machine, or sentiment dictionaries such as SentiWordNet)
would add further insights to the present findings.

Our study used a bivariate training set regarding commen-
tary sentiments by labeling positive and negative comments.
However, sentiment description can be extended by sublevels
as well (e.g., joy, love, and surprise being positive and anger,
sadness, and fear being negative) [70]. Adding these emotion-
al sublevels as means for sentiment description will likely
extend the presented results.

The application of various methods and/or their combina-
tion supports successful (self-)marketing activities in social
media environments and also provides valuable insights for
gaming industry actors and social media marketing research
professionals.
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