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Abstract
The appetite for effective use of information assets has been steadily rising in both public and private sector organisations.
However, whether the information is used for social good or commercial gain, there is a growing recognition of the complex
socio-technical challenges associated with balancing the diverse demands of regulatory compliance and data privacy, social
expectations and ethical use, business process agility and value creation, and scarcity of data science talent. In this vision paper,
we present a series of case studies that highlight these interconnected challenges, across a range of application areas. We use
the insights from the case studies to introduce Information Resilience, as a scaffold within which the competing requirements
of responsible and agile approaches to information use can be positioned. The aim of this paper is to develop and present a
manifesto for Information Resilience that can serve as a reference for future research and development in relevant areas of
responsible data management.
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1 Introduction

Advancements in machine learning (ML) and artificial intel-
ligence (AI) are being valued at contributing up to US$15.7
trillion [122] to the global economy by 2030. Walsh et al.
[156] state that ‘AI is enabled by data’ and highlights the
need for robust mechanisms for ‘generating, sharing and
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using data in a way that is accessible, secure and trusted’
if advances in AI are to be supported and realised. Multiple
industry reports and recentmedia coverage identify data gone
wrong as the biggest risk forAI and other emerging technolo-
gies [87]. The impact that bad data products and processes
can have on emerging technologies, including but not limited
to AI, is recognised not only as a threat frommundane cyber-
criminals but, increasingly, from sophisticated well-funded
entities, raising concerns of national security [60].

At the same time, despite the scarcity of data science talent
[51], it is widely known that data scientists spend over 80%of
their time tackling problems related to data access, linkage,
and cleaning [19].Many incidents have occurred due to inad-
equate handling of data complexity, for example, propagation
of biases in data into speech analyses [3], or data discrepan-
cies and algorithmic assumptions that resulted in public harm
[54]. Analytical outcomes from data-driven intelligent sys-
tems often fall short of expectations due to such issues, or
due to time and cost over-runs caused by under-estimation of
data curation and preparation needs. Supporting data scien-
tists with the right tools and technologies to overcome these
issues in a responsible, auditable, and proactive way is an
area of significant need, without which the security and effi-
ciency of data pipelines will remain vulnerable to risks and
failures.

Further, data pipelines constructed by data engineers and
scientists often lack explainability due to the use of complex
computational, statistical, and machine learning techniques
[131]. This results in difficulties in creating repeatable data-
driven solutions and a lack of trust in the analytical results.
Although there are notable recent technical advancements in
explainability [93], a practice of transparency needs to be
created in data analytics workforce [152]. The lack of align-
ment within the various stakeholders in the data pipeline is a
parallel problem highlighted due to disciplinary, functional,
and cultural divides within organisational groups. In partic-
ular, this can create a substantial disconnect between how
consumers think their data should be handled and how it is
actually treated [2]. Whereas several legislative and regula-
tory frameworks are emerging globally [49], currently most
are untested for adequacy, and are creating an increasing
compliance burden on organisations with limited technical
capability and/or organisational capacity to ensure compli-
ance.

Data re-purposing [175], and the resulting distance bet
ween the design and use intentions of the data, is a funda-
mental issue behind many of these problems. It also presents
an unprecedented opportunity for organisations to create new
value from existing data assets, which was previously not
possible. These new settings demand an extension of the
long standing history of contributions to data management
by the database research community, through efficient stor-
age and retrieval systems, and well-defined data modelling

and design principles, into embracing the central importance
of effective information use [26] from the perspective of a
socio-technical organisation.

By bringing together additional perspectives from social
scientists and business experts in this paper, we approach the
above-mentioned problems from the perspective of organisa-
tional information use, arguably signifying a shift in legacy
and current research in (responsible) data management . We
posit that the organisational information use perspective is
necessary to manage paradoxical capabilities that, on the
one hand, control, govern, and tightly manage the use of
organisational data assets and, on the other, democratise and
distribute data and analytics capabilities through automated
decision systems [142].

We propose Information Resilience as a scaffold within
which the conflicting needs of organisational information use
can be positioned, and define it as:

The capacity of organisations to create, protect, and sus-
tain agile data pipelines, that are capable of detecting and
responding to failures and risks across their associated value
chains in which the data is sourced, shared, transformed,
analysed, and consumed.

Although Information Resilience has been mentioned
previously in the context of risk assessment, incident man-
agement, and interoperability [148], we foresee the need
for a broader and more integrated approach to Information
Resilience to tackle current data management risks and fail-
ures in an end-to-end coverage of the data pipeline, from
data creation or acquisition to data consumption. It is this
end-to-end coverage that is the key issue for managers with
responsibility over data and data use. What has been missing
to date, in both research and practice, has been a concept
that can provide the necessary scaffolding to bridge the ends
of the pipeline and integrate the key issues under one cen-
tral idea.We propose that InformationResilience is a concept
that can achieve this aim. In the language of interdisciplinary
researchers [58], it is a bridging concept, i.e. ‘a conceptwhich
combines different ideas and elements related to a specific
phenomenon’ and offers ‘a degree of breadth combined with
specificity in focusing on a single phenomenon’.

Our aim is to develop a manifesto for Information
Resilience using an empirical lens [129]. To this end, we first
present a series of case studies that highlight these intercon-
nected challenges. Subsequently, we analyse the learnings
from the case studies to draw insights that can help identify
key competencies and functions for Information Resilience
for organisations, within which the competing requirements
of responsible and agile approaches to information use can
be positioned. The major contributions of the paper are sum-
marised as:

– We provide empirical evidence of the socio-technical
challenges of effective use of information assets with
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three case studies based on projects involving end-users
and domain experts.

– We identify five key functions that are collectively critical
to achieve Information Resilience, namely responsible
use of data assets, data curation at scale, algorithmic
transparency, trusted data partnerships, and agility in
value creation from data.

– We develop a manifesto for Information Resilience that
can help position and drive future research activity in
responsible data management.

2 Case studies

Recent years have seen many successes [100] and failures in
the adoption of advanced technologies for data-driven deci-
sion making. There are a number of factors that influence
effective information use—prior studies [143] indicate that
these include a variety of people, technology, and process
aspects. One of our aims in this paper is to provide empir-
ical evidence of the socio-technical challenges of effective
information use. Accordingly, we searched for case stud-
ies that represented end-to-end coverage of the data pipeline
and were based on empirically validated projects involving
end-users and domain experts. Our selection of case studies
was also guided by a need to ensure a sufficiently diverse
coverage of requirements and challenges that would allow
us to identify and explain the variety of functions needed
by organisations to adequately build Information Resilience.
The three selected case studies provided the required diver-
sity across different types of data, analytical models and
algorithms, and stakeholders groups. The cases are presented
below and each provides an end-to-end experiential report on
how the data was sourced, accessed, and shared, how it was
analysed and how the analytical solutions were adopted and
used. The analysis of the case studies identified a number
of functions, collectively needed for Information Resilience,
which are summarised in Table 1, and further discussed in
Sect. 3.

2.1 Child welfare services

Violence and maltreatment against children are a world-
wide concern. It is estimated that half of all children aged
2–17 years experience some form of physical, sexual, or
emotional violence or neglect every year [77]. Child wel-
fare and protection agencies are faced with a difficult task of
alleviating the effect of maltreatment suffered by children by
intervening with support and services, while also preventing
new events of maltreatment from happening by identifying
families at high risk. Referral screening is one example of
the challenging decisions faced by child welfare agencies, to
determine which families are in need of further investigation

Fig. 1 Decision making supported by AFST

and/or provision of services. Predictive risk modelling has
emerged as a useful means of identifying families at high
risk of abuse or neglect [30]. Research has also shown that it
is possible to use factors known at the time of birth to identify
children at high risk of experiencing abuse and neglect [153].

The Allegheny Family Screening Tool (AFST) is a deci-
sion support tool implemented at Allegheny County, Penn-
sylvania in 2016 [30,154]. AFST relies on a predictive risk
model that uses a range of input features regarding allegations
of child abuse and neglect. It helps workers decide whether
a call should be investigated further. When a call is received,
a call screener uses a case management system to record
the details of individuals (children, parents, alleged perpe-
trator, etc.) involved in a maltreatment referral. An AFST
score between 1 and 20 is automatically presented to the call
screener who can make a decision to screen-in or screen-
out that referral. The decision-making process supported by
AFST is depicted in Fig. 1.

AFST uses existing administrative data concerning chil-
dren and adults named in a maltreatment referral to generate
the risk score. This data is available to Allegheny County
through its data warehouse, and reflects records originating
from a variety of sources. Input features used to calculate the
AFST risk score consider child welfare records, jail records,
juvenile probation records, behavioural health records, and
birth records. The AFST risk score relies on a LASSOmodel
[150] built on historical data of referrals and placements
out of home for around 46,000 calls received by Allegheny
County hotline between 2010 and 2014.

With over 4 years of usage, AFST has shown value as
an aid for referral screening decisions. For example, the
implementation of AFST and associated policies increased
accuracy of cases screened-in for investigation, and to reduce
disparities in terms of outcomes for similar children from age
and race/ethnic subgroups [64]. Below we outline our key
learnings and insights from this case study.

A crucial challenge in child welfare is the social licence
for using data that is routinely collected for providing sup-
port and services to families. There are low levels of trust
with regard to the systems used by child welfare services
agencies, and this distrust can be projected onto the data
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assets [21], resulting in a lost opportunity to utilise the data
for supporting those families. Although Allegheny County
already had a high-trust relationship with its community, the
County did not take social license for granted. Right from the
start the community was informed and consulted about the
intention to start using their data for building predictive risk
models. The families received an explanation of the tool and
expected value for the Agency in using it. These community
engagements gave the County and the research team sound
understanding of the concerns of the community and what
measures had to be taken to provide comfort to those families
as the tool was implemented.

During the validation and deployment of AFST, it was
evident that responsible use of data assets should involve
an ethical analysis of the components and implications of
an automated decision-making support tool such AFST. The
roll-out of this tool included an independent ethical review
that provided a set of recommendations and guidelines. The
value of an independent ethical review cemented further the
importance of ethical management of consent and social
licence in the use of data assets for public good [154].

Agency leadership was key for engagement of internal
staff at Allegheny County. Via an open call and competi-
tive selection, the Agency showed a strong desire to make
better use of its integrated data systems to support deci-
sion making, and expressed an openness to machine learning
tools providing one potential pathway. The Agency leader-
ship was further evident from existing good data governance
practices which facilitated access to all feature data that was
housed within the County’s integrated data warehouse, while
requiring the research team to conduct a broad range of
post-modelling analysis to examine how the proposed tool
would change call screening decisions. Some of these post-
modelling analysis showed that the Agency’s practice was
resulting in screening decisions that led to screen-outs of
almost one-third of children who would have been scored at
the highest risk by the AFST; additional data confirmed that
these children were subsequently re-referred for maltreat-
ment at very high rates. Meanwhile, the Agency’s practice
led to almost half the children with a low-risk score being
screened-in for investigation,with very fewhaving any inves-
tigative findings that would have justified that decision [154].

As a formof external validation encouraged by theAgency
before the adoption of the tool, the research team linked the
maltreatment referral data to local paediatric hospitalisation
records to show that the children who were classified as high
risk by the AFST were also significantly more likely to be
admitted to hospital for injuries (childrenwhowere classified
in the highest 5% of risk by the AFST were 20 times more
likely to be admitted to hospital for injuries than children
who scored in the lowest 50% of risk) [153].

AFST has a continual release of versions as data becomes
obsolete or new data becomes available. The continual

improvement requires tight communication between domain
experts andmodel experts to identify, test, and react to poten-
tial changes that may affect the ways in which the tool works.
Keeping the domain experts in the loop of data identifica-
tion, curation, and model validation has been instrumental
in ensuring the effective use of the tool, and its subsequent
impact on practices and processes.

On the other hand, once faced with a new technology,
human decision makers such as AFST users commonly want
to understand and interpret the inner-workings of the tech-
nology. However interpretable models such as LASSO, or
state-of-the-art interpretable methods such as LIME [126]
and SHAP [95], seem to be far from providing the types of
explanations that decision makers in child welfare require.
These explanation methods fail to consider co-dependencies
between features, relative importance that different features
of the model have for decision makers, and explanations that
effectively provide humans with more dynamic case-level
information that is richer than the information they already
have. Since the input features in AFST describe aspects of
the families that human decision makers could interpret,
for example their demographics, or their history of inter-
action with child welfare services, among others, decision
makers could use these factors to take protective actions espe-
cially with high-risk families. The relevance of data literacy
thus emerged as an important consideration that was well
embedded in the approach for AFST, where the deployment
included extensive training for staff by providing them with
a basic understanding of predictive risk models, usage of
AFST, and the expected changes in practice.

2.2 Adaptive educational systems

Adaptive educational systems (AESs)make use of data about
students, learning processes, and learning products to adapt
the level or type of instruction for each student. To effectively
adapt to the learning needs of individual students, AESs rely
on learner models that capture an abstract representation of a
student’s ability level based on their performance and inter-
actions with the system [45]. The adaptive engine of an AES
utilises information from the learner model to recommend
items from a large repository of learning resources that best
match the current learningneeds of a student. These resources
are commonly createdbydomain experts,whichmakesAESs
expensive to develop and challenging to scale [10].

RiPPLE [85] is an AES that takes the crowdsourcing
approachof partneringwith students, also referred to as learn-
ersourcing [84], to create the resource repository. Figure 2
uses screenshots of the platform to demonstrate some of its
main functionality. Figure 2a shows the personalised prac-
tice interface in RiPPLE. The upper part allows the students
to view their knowledge state as an interactive visualisation
widget [5], and the lower part displays learning resources rec-
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Fig. 2 Four of the main interfaces of RiPPLE

ommended to a student based on their learning needs using
the recommender system outlined in [83]. Figure 2b illus-
trates an example of the interface used for creating learning
resources, such as a multiple answer question. To effectively
utilise a learnersourced repository of content, there is a need
for a selection process to separate high-quality from low-
quality resources. RiPPLE uses an evaluation process based
on moderation and consensus, where students act as moder-
ators to review and evaluate existing resources, as illustrated
in Fig. 2c. Figure 2d shows an example of how evaluations
and the inferred outcome are shared with the author, modera-
tors, and instructors. Authors of resources are encouraged to
update their resources based on the feedback provided before
the resources are added to the course repository.

Advancements in learnersourced AESs are guided by the
following three questions. How can learnersourcing systems:
(1) accurately and transparently assess the quality of stu-
dents’ contributions? (2) be designed to incentivise a large
portion of the student population to offer high-quality con-
tributions?, and (3) empower instructors with actionable and
explainable insights to provide oversight? Below we outline

our key learnings and insights from our experience, which
spans development and adoption of RiPPLE in over 100
courses across a range of disciplines including Medicine,
Pharmacy, Psychology, Education, Business, Computer Sci-
ence, and Biosciences with roughly 25,000 students who
have authored over 50,000 learning resources and over 2mil-
lion interactions on these resources. Amore in-depth analysis
of the case study is available in [84].

RiPPLE uses a consensus approach to automatically pre-
dict the quality of a resource. Predictive models have been
extensively used in learning analytics tools and have demon-
strated promising results in the automatic identification of
students in need of assistance [78,97]. At the same time,
there are increasing concerns about using predictive models
without human oversight in decision-making tasks that affect
individuals [71].

A detailed explanation of the consensus approach used in
RiPPLE and its strengths and shortcomings are discussed in
[39]. Despite our efforts to make the decision-making pro-
cess accurate, many factors, such as dealingwith poor quality
or imbalanced data, hyperparameter tuning, and not know-
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ing when to retrain the algorithm with new data, may bias or
reduce the accuracy of the model. Borrowing from the exist-
ing literature on hybrid human–machine information systems
[43], we have taken some preliminary steps towards enabling
users to provide human judgement such as allowing users to
provide feedback on automatic decisions and whether they
think the right decision was made.

A common phenomenon, called participation inequality
or the 90-9-1 rule [106], has been observed in many systems
that rely on users to create content. Participation inequality
suggests that 90% of users are lurkers (i.e. observe but do not
contribute); 9% of users contribute from time to time and 1%
of users participate a lot and account for most contributions.
While previous work has reported on challenges related to
engaging students in learningsourcing [86,163], implications
of participation inequality for learnersourcing systems, and
best practices for incentivising a larger portion of students to
engage with learnersourcing activities are largely unknown.

Following best practices outlined by the ‘students as part-
ners’ approach [101], RiPPLE introducesmutually beneficial
learning partnerships between/within learners and experts for
providing high-quality learning at scale. Our approach has
focused on utilising students’ contributions and data towards
the development of open learner models (OLMs) [23] that
capture an abstract representation of a student’s knowledge
state. By and large, existing learner models are grounded in
psychometrics and approximate a student’s knowledge state
solely based on their performance on assessment items. The
OLMused inRiPPLE aggregates and builds students’ knowl-
edge state and competencies from assessment, engagement,
and learnersourcing activities. This approach requires a sig-
nificant effort in data preparation (both technically as well as
administratively) given the diverse sources from which such
multi-modal data can be collected, such as the institutional
learning management system, student administrative data,
a variety of tools including RiPPLE. However, the extended
OLMhas demonstrably resulted in creating trust through dis-
closure, and has consequently helped students monitor and
regulate their learning, understand how their involvement in
higher-order learning tasks has impacted their learning and
promoted their contributions in RiPPLE [4].

RiPPLE relies on explainable recommendations for two
tasks: recommending learning resources to students and rec-
ommending resources to be spot-checked by instructors.
Educational recommender systems commonly operate as a
‘black box’ and give students no insight into the rationale
of the recommendation. While the literature suggests that
the use of explainable AI (XIA) [157] is not always wanted
or necessary [25], the use of machine learning algorithms
with black-box outcomes is particularly inadequate for edu-
cational settings, where educators strive to provide extensive
feedback to enable learners to develop their own vision,
reasoning, and appreciation for inquiry and investigation

Fig. 3 Spot-checking example

and fairness. In RiPPLE, we have complemented the rec-
ommendation engine with a transparent and understandable
OLM that provides justification for the recommendations,
while showing students their mastery level on each topic.
Results from a randomised control experiment suggest that
the addition of the OLM to provide justification for the
recommendations has had apositive effect on student engage-
ment and their perception about the effectiveness of the
system [6].

RiPPLE relies on evaluations from students to judge
the quality of the student-generated content. However, this
method poses the problem of ‘truth inference’ since the
judgements of students as experts-in-training cannot be
wholly trusted. Given the limited availability of instructors,
RiPPLE incorporates a spot-checking algorithm [160] to
identify resources that would benefit the most from being
reviewed by an expert. At a high-level, the spot-checking
algorithm in RiPPLE employs a range of human-driven
metrics (e.g. high-disagreement in moderation evaluations,
a high ratio of downvotes in comparison to upvotes) and
data-driven metrics (e.g. assessments items that have a low
discrimination index or questionable distractors where the
popular answer is not the one proposed by the author). When
flagging a resource for spot-checking, RiPPLE uses abso-
lute and relative points of comparison to help instructors
make sense of the recommendation. Figure 3 demonstrates
an example of how a resource being flagged due tomoderator
disagreement and providing the relative points of comparison
has helped to significantly improve the efficiency of expert
review process [39,84].

2.3 Illness severity prediction in ICUs

With recent advances in deep learning, significant attention
has beendirected to development of predictivemodels to con-
duct representative tasks in Intensive CareUnits (ICUs). This
case study is based on the development and deployment of
a sentinel system based on interpretable deep models, which
analyses multi-variate medical sequential data frommultiple
sources in Intensive Care Units (ICUs) and predicts illness
severity and diagnoses for each critical patient in a real-time
manner [28,159]. This monitoring system can provide suffi-
cient evidence for the time-critical decisions required in such

123



Information Resilience: the nexus of responsible and agile approaches to information use 1065

Fig. 4 Workflow of the medical time-series analysis

dynamic and changing environments. For ICUcaregivers, the
facts and reasoning behind a prediction are the most impor-
tant criteria when deciding what medical actions to take. The
workflow of the system is depicted in Fig. 4. Below we out-
line our key learnings and insights from this case study.

The source of the medical time-series data was a multi-
source, multi-variate sequential database, including bedside
sensors, lab tests, and medical notes. In our study, patients
under the age of 15 or with ICU stays of less than 24 h
are excluded. Each ICU stay instance is then treated as
an independent data observation. From these records, we
extracted 41 physiological variables from multiple sources
and assigned each to six different organ systems according
to suggestions by clinical experts. We note that the setup of
the database signifies a movement within the health system
towards a data-driven mindset. Further, a significant advan-
tage of the database for the studywas that it eliminated patient
data privacy concerns due to the anonymous nature of patient
records. Nonetheless, it had a number of data quality issues
that needed to be handled before the data could be used in the
prediction model. A number of inconsistencies, errors, and
missing values existed in the data. These could be attributed
to noise due to instability in the sensors or clerical mistakes
in human data entry, such as duplicate records or inconsis-
tent values. For example, somemedical doctors used Celsius,
while others measured patient temperature with Fahrenheit.
Some physiological features were misreported occasionally
or were missing. All of these quality issues are detrimental
to the down-stream learning and analytical tasks. To improve
the quality of the integrated data, we conducted manual data
curation to perform data cleaning and data imputation pro-
cesses, which are rule-based scripts (i.e. SQL scripts) when
extracting data from multiple sources, before data integra-
tion. Specifically, for features measured by different units,

we explicitly applied unit conversion ensuring the values of
a specific feature are in the consistent range. For abnormal
andmissing features, we used a forward-fill imputation strat-
egy to replace them, assuming they should be same as the last
measurements. If the features were not previously recorded,
we replaced them with median values of the features. The
process of identifying data quality problems and transform-
ing/ preparing the data to enable the subsequent steps was
time-consuming and required a mix of automated and man-
ual tasks. Our experience highlights the need for repeatable
and efficient methods in the data preparation steps.

Previousworks on predictive tasks [118], typically treat all
multi-variate time-series variables as an entire input stream
without considering the correlations between the physiolog-
ical variables. However, human organs are highly correlated
to each other and to a patient’s deterioration. When one
or two organs start to malfunction, others tend to follow
over a short period. Thus, exploiting correlations between
medical time-series variables can further improve classifi-
cation performance for ICU prediction tasks. On the other
hand, feeding all the physiological features from different
organ systems into a black-box model to train a decent
classifier or a regressor can create hurdles for subsequent
interpretations, even though some specific methods (e.g.
attention mechanism) could be integrated to provide prelimi-
nary explanations on themodel’s behaviours. This is because
the interpretation of a complicated system as a whole is more
challenging than the interpretation of a subsystem that has
a single function. In the light of this, we designed a new
phased LSTM for the medical time series to effectively learn
physiological features for each organ. The learning proce-
dure for each organ system is regarded as an independent
learning task. To exploit feature correlations that exist across
multiple organ systems, we fused all the memories of the
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Fig. 5 Fused memories from all single-task LSTMs. The length of stay
in hours is plotted on the x-axis; the y-axis denotes the coefficients
in fused memory w.r.t. each organ system. The heatmaps indicate the

severity of the organ system’s condition. The two panels show the dif-
ferent journeys of Patient A (ID: 80030) (top) and Patient B (ID: 45767)
(bottom)

multi-task LSTMs and captured the cross-tasks interactions.
As some feature correlations between multiple organ sys-
tems are asynchronous (e.g. a deterioration in the fraction
of inspired oxygen can asynchronously affect cerebral blood
flow), we added a parameter in the memory fusion mech-
anism [170] to consider how much temporal information
should be included. It is worth noting that we can enlarge
this parameter to exploit asynchronous feature correlation
across tasks over a longer temporal range. Last, we adopted
attention mechanism in the framework to learn non-uniform
weights across different organ systems so as to optimise the
ultimate learning target—illness severity prediction.

To demonstrate the interpretability of the system, we visu-
alised attention weights in the framework for two patients
in Fig. 5. The output scores show the attention variations
for the two patients over time. A darker colour signifies a
worse condition for the specific organ system. In Patient A’s
first 48-h stay, our sentinel system made alerts for the mal-
functions in the kidney and cardiovascular systems, even
though the overall SOFA scores were not so high as to
draw attention from medical staff. The consequences of
this situation were reported by the doctor in the radiol-
ogy report made 72 h later (noteevents.row_id=1200211):
‘evaluate for obstruction causing acute renal failure’. With
Patient B, our system paid the most attention to the respira-
tory system in the early days of admission. After 72 h, the
doctor diagnosed ‘respiratory failure’ in the medical report
(noteevents.row_id=105617). Medical attention to the respi-
ratory system was dramatically increased after 80 h, which
was recorded in the medical report as ‘Large right pleural
effusion is increasing’ after 144 h. From the above results,
our system showed sufficient capacity as a highly accurate
early warning system to clinicians. Beyond a prediction, the
system provides an explanation and an indication of which
organ systems are causing problems well before traditional
forms of monitoring signal an issue. Initially, clinicians and
caregiverswere reluctant to investigate an earlywarning from
an intelligent model as the interpretation of the signal was
hard to understand. The important prediction results were
at risk of being ignored, causing irreversible consequences

for patients. With our interpretable results, clinicians could
narrow down the problem which assisted in timely decision
making.

3 Functions of Information Resilience

We have proposed Information Resilience as a means of uni-
fying the conflicting demands on organisations in their efforts
to create value from their data assets. The need to bring
together perspectives from social scientists and business
experts alongside computer scientists and data management
researchers is evidenced in the presented case studies. The
analysis of the case studies surfaced a variety of required
functions and competencies as summarised in Table 1. We
note the emergence of five clusters of functions that can
faithfully capture these diverse socio-technical challenges,
namely (1) Responsible Use of Data Assets, (2) Data Cura-
tion at Scale, (3) Algorithmic Transparency, (4) Trusted Data
Partnerships, and (5) Agility in Value Creation from Data.
In this section, we synthesise our learnings from the three
case studies and elaborate on each of the function clusters
by providing a summary of the state-of-art as well as open
questions.

3.1 Responsible use of data assets

We acknowledge that in the current data landscape, the use
of data is often disconnected from its creation. As a result,
the design and use intentions are no longer aligned. A fail-
ure to guarantee that data is used and exploited for the right
(or at least intended) purposes can have disastrous conse-
quences. It is also putting increasing pressure on both private
and public sector organisations to ensure that their data is
protected from misuse. Several recent incidents have high-
lighted these consequences, such as theCambridgeAnalytica
scandal faced by Facebook, wherein a failure to protect the
use of their collected data led to a crisis heavily reported in
the media and with economic and reputation implications for
the company [149]. In the public sector, Robodebt, a scheme
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Table 1 Summary of functions identified from case studies

Child welfare services Adaptive educational systems Illness severity prediction in ICUs

Responsible use of data assets Social Licence: Community
engagement and ethical
review

Purposeful Analytics:
Institutional strategy for
improving the experiences
and learning outcomes of
large online student
cohorts

Social Licence: Community
acknowledgement of
evidence-based medical
practice

Purposeful Analytics:
Agency leadership to
support data-driven
decision making

Data Literacy: Use of open
learner models (OLMs) to
help students understand
their academic strengths
and weaknesses and better
regulate their learning

Purposeful Analytics: Use
of health data within ICUs
for prediction of length of
stay, deterioration, and
mortality

Data Literacy: Training
staff about predictive risk
models and expected
changes in practice

Data Curation at Scale Human Oversight: Domain
experts in the loop of new
data identification,
curation and model
validation

Repeatable and Verifiable
Data Curation: Embed
RiPPLE in institutional
systems for streamlined
data flow

Understanding Impact of
Data Curation:
Inconsistencies in unit
measurement and missing
physiological features

Repeatable and Verifiable
Data Curation:
Streamlined feature data
extraction from integrated
data warehouse

Human Oversight: Use of
human judgement to build
authentic consensus on
quality of learning
resources; Spot-checking
by experts to improve
accuracy of moderation

Repeatable and Verifiable
Data Curation: Data
transformations on
anonymised data

Data Worker Behaviour:
Using (OLMs) to
understand behaviour in
content creation

Human Oversight:
Clinicians’ decision
making amplified (not
replaced) with an early
warning system

Algorithmic Transparency Assurances and
Explainability:
Exploration of different
approaches to
explainability between
researchers and experts,
accompanied by training
and improved data literacy

Fairness and Transparency:
Use of best practice in stu-
dents as partners approach

Assurances and
Explainability:
Visualisation of attention
weights to explain model
behaviour by providing
the learned medical
insights

Assurances and
Explainability:
Explainable
recommendations to
students (with OLMs) and
instructors (with
spot-checking indicators)

Trusted Data Partnerships Data Discovery: Ease of
access to the county’s
integrated data warehouse

Data Discovery: Access to
institutional datasets and
platforms

Privacy and Security:
Anonymised patient data
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Table 1 continued

Child welfare services Adaptive educational systems Illness severity prediction in ICUs

Data Governance: Existing
data governance
facilitated access to
feature data

Data Linkage and
Provenance: Linking of
multi-modal data from
learning systems, tools,
and student administrative
databases

Data Discovery: Access to
multi-source database

Data Linkage and
Provenance: Linking of
multi-variate sequential
data from multiple
medical data sources

Agility in Value Creation
from Data

Organising for Data-driven
Work: Regular
communication between
call centre users,
leadership staff, and
model experts

Organising for Data-driven
Work: Support by
developer team for
instructors, students, and
learning analytics
stakeholders in day-to-day
use of RiPPLE

Organising for Data-driven
Work: The need for
interpretability from
clinicians was prioritised
by the developer team

Integrating Analytics with
Processes and Products:
Managing impact on
practices and processes
through authentic
engagement with domain
experts

Integrating Analytics with
Processes and Products:
Integrating algorithmic
insights and
recommendations to
augment users’
capabilities

Integrating Analytics with
Processes and Products:
Integrating the
explainable insights into
the predictions to assist
medical experts’ critical
and urgent decisions

Effective Data Use:
Leadership support for
effective use of AFST tool

Effective Data Use:
Adoption of RiPPLE in
100+ courses

Data Value Capture and
Measurement: Early
warning system reduced
time to action for
clinicians

Data Value Capture and
Measurement: Continuous
measurement of the
impact of
decision-making support
tool

Data Value Capture and
Measurement: Creation of
over 40K learning
resources by students and
measurable improvement
in learning outcomes

launched by Department of Human Services for fraud pre-
vention and debt recovery, considered a policy fiasco [164]
and exposed serious consequences of ill-defined data match-
ing across government agencies coupledwith reduced human
oversight.

Social LicenceBased on our case studies, we stipulate that
even though data may be secured and the right privacy mea-
sures are taken (functions of the Trusted Data Partnerships
cluster), organisations, especially public sector departments,
still need to make sure they have the social licence to use data
for specific purposes, raising the question of how to effec-
tively engage with the relevant stakeholders. Social License
to Operate (SLO) is well recognised in corporate knowledge
and refers to ‘the perceptions of local stakeholders that a
project, a company, or an industry that operates in a given
area or region is socially acceptable or legitimate’ [124]. We
note that having a social license is not a legal obligation

but an ethical one and generally refers to the ‘acceptance
granted to a company or organisation by the community’
[147], for example the acceptance of evidence-based medi-
cal practice was observed in our ICU case study. At the same
time, a lack of social licence can result in significant commu-
nity dis-satisfaction about the use of data [52,108]. An open
challenge is how to resolve conflicting interests from mul-
tiple stakeholders. In AFST case, Allegheny County made
significant effort to inform internal and external stakehold-
ers via community meetings, where external stakeholders
included advocacy groups, service providers, court staff, and
consumer groups. These meetings included discussion of
sensitive topics, and an evaluation of the process showed
that stakeholders considered their involvement as an indica-
tion of transparency [14] and resulted in stakeholder support
through the lifetime of the project.
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Nevertheless, social licence is highly contextual. Deci-
sions as to who to involve depend on the context, and
require a multi-faceted approach, i.e. engaging stakeholders,
through an iterative process [91]. A participatory/democratic
approach that puts emphasis on people and communities
engaging directly with developers and governments in the
social licensing process could be a means to ensure social
licence [111], but implies that organisational mechanisms
for encouraging interaction between developers, researchers,
public sector and the society should be established [111],
along with external independent oversight [91]. Further
research is needed to investigate if a participatory approach
is the right framework.

Purposeful Analytics In addition to community and exter-
nal stakeholder acceptance, we note the importance of
internal acceptance and a shared understanding of purpose
and outcome. The importance of this function surfaced in
the Child Welfare case study where the Agency had a clear
internal purpose and understanding of howAFSTwould sup-
port their existing business processes and what outcomes
they expected in terms of increasing the accuracy of call
screening decisions [14]. Similarly, the institutional strat-
egy for improving student experiences and outcomes in the
Adaptive Educational Systems case study, as well as the
accuracy and timeliness of the warning system in the Ill-
ness Severity Prediction case study, defined a clear purpose
for the development of analytical approaches. These experi-
ences highlight the importance of organisational leadership
and agency towards purposeful analytics. Purposeful analyt-
ics is well-known in business circles to appropriately direct
resources and investment [41]. However, there is a parallel
imperative for the organisation’s leadership to change the
narrative from what can be done to what should be done
when developing their data analytics agenda. This raises the
question of what an analytics agenda looks like, as well as
how internal capability can be enhanced and maintained to
respond to the analytics agenda.

Data Literacy A clear internal purpose would not be pos-
sible if literacy around the use of data and analytical models
is not developed internally. Data literacy is relative to the
organisational teams and capabilities as well as the analytics
agenda, and hence it is challenging to define data liter-
acy objectives and needs. Communication and collaboration
between human decisionmakers and tool development teams
are fundamental for achieving decision making that leads to
optimal results [67]. For example, call screening staff at the
ChildWelfare Agency received training on how to use AFST
that included, step-by-step explanation of how the process
supported by the tool would work and exploration of cases
to demonstrate how the risk score was associated with some
of the factors typically observed during call screening. Sub-
sequent evaluations revealed the benefits of the training for
staff engagement and accurate decision-making processes

[14]. Whereas the benefits are obvious, the mechanisms by
which these collaborations can be encouraged and realised
remain an open challenge.We also note that while human-in-
the-loop of algorithmic tools is an intensive area of research
[171], how humans and algorithms interact and achieve bet-
ter decisions is context dependent [69], as evidenced by the
use of OLMs in promoting self-regulation in Adaptive Edu-
cational Systems. This issue is particularly severe in systems
that provide scores or rankings, e.g. a tool that scores a candi-
date’s job performance based on body language and speech
patterns should be identified by (savvy) users as ‘fundamen-
tally dubious’ [105]. An initial step towards a successful
adoption of analytical tools and solutions requires a level of
data and algorithmic literacy that can help users understand
issues of fairness and bias [62,142].

In summary, we reiterate the importance of the organ-
isational information use perspective in responsible data
management. We identify three stand-out functions for
organisations to consider, i.e. social licence, purposeful
analytics, and data literacy, that can create and support capac-
ity for responsible use of data assets through principled
approaches. Table 2 summarises the current literature and
open challenges in each function.

3.2 Data curation at scale

Data curation is a multi-faceted problem that spans eco-
nomic and incentive models, social structures, governance
and standards, organisational culture, technological support,
and workforce development. It is a key step to ensure data
being used to power data-driven applications is fit for purpose
[128]. Data curation may include a large variety of activities
such as format transformations, de-duplication, identification
of illegal or missing values, or entity resolution. Not sur-
prisingly, it is being increasingly recognised that the task of
exploring, curating, and preparing data to make it analytics-
ready takes up to 80% of data workers time [104,145]. In
particular, we point to three areas of data curation at scale,
viz. data quality discovery, information extraction, and data
linkage, that have been noted in current literature as being
particularly demanding .

Data quality has been an area of research for over 2
decades [128], with contributions from computer science,
statistics, information systems, and respective domain areas.
It has been widely acknowledged that one cannot manage
data quality without first being able to measure it meaning-
fully [90]. Therefore, discovering the quality of a dataset is a
fundamental task inmost, if not all, data-driven projects [18].
Quality of data is typically assessed against certain stated
requirements [80], which are elicited from data users. In the
current data landscape, users of such re-purposed data lack
knowledge of the quality requirements. The body of knowl-
edge on how to evaluate the quality of datasets that exhibit
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Table 2 Functions relating to responsible use of data assets

Functions Relevant cases Selected refs Open challenges

Social Licence Child Welfare Services;
Illness Severity Prediction

[91,111] How to engage stakeholders?

How to resolve conflicting interests?

Does a participatory approach
provide the right
framework?

Purposeful Analytics Child Welfare Services;
Adaptive Education
Systems; Illness Severity
Prediction

[14,41] How to achieve agency and
organisational leadership
for purposeful analytics?

What does an analytics agenda look like?

How to enhance and maintain
internal capability for
responding to analytics
agenda?

Data Literacy Child Welfare Services;
Adaptive Education
Systems

[14,41,111] How to define data literacy objectives?

How to encourage
collaboration of developers
and end-users?

How to exploit data literacy
to tackle fairness and bias?

characteristics typical of re-purposed data [175] is critically
lacking [33], and hence the task of data quality discovery
and evaluation of the fitness for use of a given dataset for a
defined analytical purpose remains highly challenging.

There is an abundance of data types, i.e. structured (rela-
tional records, XML) and unstructured (texts, trajectories,
images). To prepare data for specific analytical tasks and
models, a number of information extraction tasks [132] have
to be undertaken that aim to extract structured information
(e.g. entities and their relationships) from unstructured data.
Existing approaches to information extraction are largely
ignorant of the quality of data, assuming that the original
data sources are reliable, standardised, and well-represented.
A few recent attempts [46,119,161] have investigated noise-
aware information extraction by examining the heterogene-
ity, ambiguity, uncertainty, and untrustworthiness of data.
A number of issues are being tackled by current research
to improve information extraction, in particular: 1) Data
informality where data sources (especially those collected
from Web documents) could be full of abbreviations, syn-
onyms, grammar mistakes, and lack of sufficient contextual
signals for information extraction [79], and thus even very
fundamental text processing operations would encounter a
significant performance degradation when applied on these
informal data. This calls for new extraction techniques to be
developed for these abundant yet informal data; 2) Tempo-
ral evolution is where associate knowledge (e.g. a patient’s

health status, a user’s friendship network) keep evolving over
time, making it necessary to incorporate the temporal infor-
mation into existing frameworks for information extraction;
3) Efficiency is a key consideration where the size of real-life
datasets could easily reach TB-level. Moreover, when tem-
poral evolution of data is considered, it is no longer sufficient
to examine only a single snapshot of data. This dramatically
increases the amount of data that needs to be processed in
practice, posing great efficiency challenges on information
extraction methods and algorithms.

Data linkage is the process of identifying, matching, and
merging records that correspond to the same real-world entity
from several datasets or even within one dataset. Admittedly,
it is a fundamental step to make data useful as information
about an entity can be enriched from different sources if
they are reliably and efficiently linked together. It is rela-
tively easy when common identifiers exist in the datasets. In
practice, however, data is usually anonymised (i.e. identifiers
removed) by third-party data-holders for privacy concerns,
making it necessary to conduct entity linking (also called
entity resolution, entity alignment, or record linkage) which
matchesmultiplementions of the same entity in different data
sources [31]. Similar demands can also be found for other
types of data, especially unstructured data (e.g. text data,
multimedia data, spatiotemporal data, etc.). For instance, the
user tracking services can benefit from linking a person cross
different surveillance cameras [172,176], a user with multi-
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Table 3 Functions relating to data curation at scale

Functions Relevant cases Selected refs Open challenges

Understanding Impact of
Data Curation

Illness Severity Prediction [61,76,120,128,175] How to measure quality
when datasets are re-
purposed?

How to measure data fitness
for purpose?

How to best perform quality
requirement elicitation?

Repeatable and Verifiable
Data Curation

Child Welfare Services;
Adaptive Education
Systems; Illness Severity
Prediction

[27,42,43,59,61,98,141] How to design
human–machine hybrid
data curation methods?

How to design
evolution-aware data
curation methods?

How to perform data
curation over anonymised
data?

Human Oversight Child Welfare Services;
Adaptive Education
Systems; Illness Severity
Prediction

[32,43,104,123,129] What is the role of human
oversight in data curation
processes?

How is human intervention
best deployed to improve
data curation outcomes?

Data Worker Behaviour Adaptive Education Systems [27,72,73,104,114] How do different data
workers perform data
curation differently?

How to leverage data
worker behaviour to
estimate data quality?

ple phone numbers or social media accounts [29], or a taxi
driver registered with different companies [81,82]. Similarly,
themulti-sourcemulti-variate time-series data of each patient
needs to be combined in order to make accuracy predictions
in the ICU case study. The challenges from these domains
include how to cope with the loose structuredness, extreme
diversity, high speed, and large scale of entity descriptions
used by various applications [31]. Performing data cura-
tion activities at scale remains an open research challenge.
Through our case studies, we identified four functions of data
curation at scale, as discussed below (Table 3).

Understanding the Impact ofDataCurationThewidespread
re-purposing [175] of data is a root cause of many data cura-
tion problems. In practice, there are three main categories
of approaches to data curation, as data workers aim to pre-
pare data for analytics, namely, ad hoc/manual [76,120],
automated [68], and human-in-the-loop [89,113]. Manual
approaches to data curation are still the predominant choice
for data workers [15] and usually do not facilitate building
well-defined processes for required data curation activities,
and, hence, the impact of data curation (particularly transfor-

mations) on the quality of the data [120] remains unclear, as
observed in the Illness Severity Prediction case study with
the impact of inconsistent and missing data. Thus, it can lead
to several potential issues, including bias effects brought in
by the data worker during their analysis process, the prob-
lem of data reusability brought in by lack of transparency
and documentation of the analysis or generative processes,
and scalability and generalisability across different datasets
and use cases [61,76].

It then becomes important to understand how to measure
quality when datasets are re-purposed and, thus, definemea-
sures of data quality that are a function of the intended use.
Additionally, there is a need to collect and understand data
quality requirements relative to the intended use of the data.
We thus envision moving away from objective and abso-
lute data quality metrics to more purpose-specific definitions
of data quality dimensions to improve understanding of the
impact of data curation.

Repeatable and Verifiable Data Curation To overcome
the adhocism and lack of repeatability of current manual
practices, aswell as issueswith transparency and explainabil-
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ity of automatic methods, human-in-the-loop data curation
has increasingly become popular across different domains
[48,98]. It is based on the assumption that certain tasks
can be performed more effectively by humans compared
to algorithms, and, hence, human-in-the-loop systems (e.g.
[42,59,89]) aim at leveraging both the scalability ofmachine-
based data processing as well as at increasing system
effectiveness by selectively involving humans in the difficult
cases that algorithms struggle with [43].

The related research community has been looking at how
to address the lack of repeatability and verification of out-
comes of data curation processes and how to increase the
limited scalability by means of human–machine collabora-
tion [43], in particular how to effectively outsource certain
data curation tasks to a crowd of online data workers. Some
successful examples of human–machine hybrid systems and
crowdsourcing for data curation include Data Tamer [141],
ZenCrowd [42], CrowdDB [59], and Qurk [99].

We note from all three case studies that repeatable and
verifiable data curation was an important function and high-
lighted the importance of designing human–machine hybrid
data curation systems. In AFST, an ongoing shift in the data
feed as data becomes obsolete, or new data becomes avail-
able, was managed through the integrated data warehouse
pointing to the need for evolution-aware data curation meth-
ods. The ability to keep track of the data transformations
reinforced the need for mixed-method approaches to tackle
challenges associated with verification and repeatability of
data curation processes. Similarly, we note the streamlined
data flow from institutional systems as key success criteria
for RiPPLE. The Illness Severity Prediction case study fur-
ther identified the need to design data curation methods that
effectively apply to anonymised data.

HumanOversightMachine-based algorithms cannot effec-
tively complete all data curation activities by themselves
[129] and without human intervention [104]. The involve-
ment of domain experts in the child welfare study as a clear
example of this fact. The tight communication with domain
experts provided a trusted verification step that allowed the
tool to continue to deliver decision-making support for the
department.

In fact, there are a number of potential issues arising from
automatic processes, such as the requirement for substantial
manual labelled training data to function effectively [123],
issues of trust caused by insufficient understanding of the
underlying black-box models (as highlighted by the Illness
Severity Prediction case study), the lack of ground truth to
evaluate the effectiveness of automated methods [129] (e.g.
assessing the quality of learnersourced educational content),
and difficulties in automating the detection of errors and
cleaning tasks [32]. Given the diversity of data worker roles,
a key challenge is the ability to understand the role of human
oversight in data curation processes.

Fig. 6 2-D projection of multi-dimensional embeddings representa-
tion of data curation interaction behaviour representing different types
of data curators [73]. Blue dots indicate high-quality data worker
behaviour vectors and orange dots represent low-quality data worker
behaviour vectors (colour figure online)

Thus, the need for human oversight may be the way to
address these open issues, increase trust in the system out-
comes, and to improve the overall quality.While the benefit of
having human oversight is clear, there is a need to understand
how to best involve humans in combination with automated
methods so that such human involvement can be efficiently
and effectively deployed.

Data Worker Behaviour Recent studies [104,114] have
looked at data workers practices because understanding how
data workers engage in manual data curation activities will
improve and benefit the design of data curation systems
and processes. Further studies have examined the behaviour
of data workers in data curation tasks through fine-grained
observations made based on a dataset of 50M data points
collected from in-lab experiments on a variety of data cura-
tion tasks [27,72,73]. Key observations include the ability to
distinguish expert and non-expert behaviours to understand
which strategies expert data curators adopt. These allow them
to performdata curation tasksmore efficiently and effectively
(e.g. efficiently searching for relevant code snippets online
and reuse/adapt them for their data curation task at hand
[73]). An open challenge in this regard is how different data
workers perform various curation tasks.

Moreover, based on low-level behavioural data collected
from data curation activities, it is possible tomodel data cura-
tors and to then make performance predictions and curator
type classifications based on the observed behaviours (e.g.
by building a behaviour embedding representation of data
curation activities and comparing such representations in
multi-dimensional spaces [72] (see Fig. 6). In the Adaptive
Education Systems case study, the use of OLMs highlighted
the value of understanding student behaviour. These studies
assist in developing a better understanding of data worker
behaviour and how behaviour data can be leveraged to
improve data curation, through tool design, sharing of best
practices, and capacity building in the workforce.
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In summary, the four functions of data curation at scale
highlight the need for organisations to develop capacity for
these functions to achieve improvements in data preparation
tasks and enable cost-effective data worker time usage and
reducing the time-to-value for the organisation.

3.3 Algorithmic transparency

With the phenomenal increase in the volume of non-
structured data in the Big Data era, Machine Learning (ML)
algorithms have emerged asmethods of choice inmany appli-
cations despite their traditional ‘black-box’ nature aiming to
achieve high generalisation performance based on a set of
training data. We see deep learning being applied to an ever-
expanding range of applications, including computer vision
[146], speech recognition [44], recommender systems [158],
game programs [136], healthcare [134], and so on.

Assurances andExplainabilityModels that aremore trans-
parent, more explainable, and produce results that are better
aligned with human intuition, such as decision trees, are seen
as worthy of greater trust, even though they often under-
perform by comparison. Explainability is the key as it serves
the dual purpose of explaining how the impressive prediction
accuracy was achieved, as well as providing a path to justify
the prediction results, which instils trust in the user. These
assurances are particularly critical when the decision can
have critical consequences. For example, the consequences
of an incorrect cancer diagnosis, whether positive or nega-
tive, are severe. In this context, the explanations behind the
predictions can be just as essential as the predictions them-
selves. Interpretable machine learning can be divided into
two groups: intrinsicmodels and post hocmodels. The intrin-
sic models are born interpretable because of their simple yet
transparent structures, while the post hocmodels are to create
a secondary model to interpret the original black-box model.

Data scientists, statisticians, anddomain experts havebeen
using intrinsically interpretable learning models for decades
on various structured data. For instance, linear regression and
logistic regression, which are mathematically explainable
and trustworthy, have been widely used in many applications
in bioinformatics [34,168]. The simple structure that sums up
weights of all the input features in the mathematical equa-
tions contributes to their intuitive interpretability because
values of the weight directly reflect the importance of the
associated feature. In this glass-boxmodel, you could clearly
see the contributions from different features to the final out-
put.Another advantage is incorporating specifically designed
regularisers in the objective function, such as LASSO regu-
lariser, which can enforce the weights to be sparse. Linear
regression can fail when the data points are not linearly sepa-
rable. Instead, decision trees, which test features with certain
thresholds from the root nodes to the leaf nodes concluding
the target value, are often used for nonlinear modelling while

preserving interpretability. The representation and interpre-
tation of decision trees are natural for a human to understand
and accept.

Another prevailing solution to interpretability is model
agnostic [125], which involves extracting post hoc explana-
tions by learning an interpretable model on the predictions of
the black-boxmodel. This family ofmodels takes advantages
of flexibilities in modelling, explanation, and representation,
which make model-agnostic models work with any complex
black-box models using diverse explanation and representa-
tion forms. For example, one popularmodel-agnosticmethod
is Permutation Feature Importance (PFI) [20,57], which eval-
uates how much performance can deteriorate after a specific
feature is permuted. The assumption is that an important fea-
ture can significantly drag down the performance if its value
is randomly picked. Except for directly investigating fea-
ture importance, there is another stream of model-agnostic
models, which is to find a model to approximate the orig-
inal black-box model, questioning how to mimic black-box
model behaviours via intrinsically explainable models. For
example, in the Illness Severity Prediction case study, we
emphasised the importance of interpretability of machine
learning in a real-world healthcare application, where atten-
tion weights were visualised to interpret how the multiple
deep models work on different organ systems.

The alternative model could either globally or locally
explain the inputs and outputs from the target model. In
a global manner, the goal is to train an intrinsically inter-
pretable model (e.g. decision tree) to simulate the behaviours
of a black-box model over all the data samples. We call this
approximated model as a global surrogate model. When the
data is not linearly separable, we can build a surrogate model
based on a subset of the original data, not over the entire
dataset. In this way, we change the focus of the interpre-
tation and it is no longer a global one. Local interpretable
model-agnostic explanations (LIME) [126] is one of the
representative methods in this family. Another widely used
local surrogate model, SHAP [95], calculates Shapley val-
ues [133] for each feature to offer an explanation for each
instance by measuring its contribution to the overall predic-
tion result. Comparing to global interpretable methods, the
local interpretable approaches only concentrate the expla-
nations of a model for a small group of samples, which
could result in explanations inconsistentwith the global ones.
Thus, how to provide consistent explanations at all levels is
difficult. Apart from the above challenges when developing
explainable models, it is worth mentioning that how to effec-
tively integrate user feedback is essential to some domains.
We observed in the Child Welfare Services case study, that
despite the use of intrinsic (e.g. LASSO) andmodel-agnostic
models (e.g. LIME and SHAP) to yield explainable results,
these were still insufficient to offer co-dependencies between
features and dynamic case-level explanations. It was the
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continuous engagement with stakeholders that resulted in
achieving the necessary assurances for AFST to be suc-
cessfully adopted. A similar experience was observed in the
Adaptive Education Systems case study, where explainable
recommendations improved the transparency of the results
and engaged both students and instructors into mutually
respectful and trusting partners working together to improve
the learning resources together with the consensus algo-
rithms.

Fairness and Transparency ML/DL algorithms are often
applied in domains that require transparency, accountability,
and fairness, because the predictions made by the algorithms
could result in irreversible consequences. For example, when
making decisions by policy makers in the fields of social sci-
ence, education, healthcare, to name a few. In our Adaptive
Education Systems case study, the explainable predictions
produced by the transparent algorithms provided sufficient
fairness guarantee and resulted in deep engagement of stu-
dents as partners.

When it comes to deep models, there are many lay-
ers in the deep neural networks (DNN), which make these
models mysterious, even though the performance is often
impressive especially in non-structured data analysis, like
image, video, multi-variate time series, as shown in the Ill-
ness Severity Prediction in ICUs case study. The demand for
reducing the opaqueness in deep black-box models has been
rising in recent years because the transparency of such high-
performance models leads to increased trustworthiness and
sheds light on addressing how to guarantee there is neither
implicit or explicit discrimination in the predictions. In gen-
eral, there are three types of specific methods to explain the
deep models, including feature visualisation [177], model
distillation to simulate the DNN behaviour via a smaller
model, e.g. decision trees [174], graphs [173], and intrinsic
methods such as attentionmechanisms [16] and joint training
frameworks [94].

It is encouraging to see that there is a growing awareness
of the problems surrounding fairness and accountability in
machine learning [7]. In general, the function of so-called
Algorithmic Transparency is necessary to promote explain-
ability and transparency into the design of machine learning
algorithms, which are black-box and often mistrusted by
domain experts, yet have the potential to be of high per-
formance and value. It is worth noting that how to trade off
between model performance and interpretability for black-
box models is a promising research direction. Although
algorithmic transparency has attracted much research atten-
tion, sensitive information protection is still a hurdle because
making AI systems fully transparent can expose sensitive
data, which leaves how to protect information in the data
as a follow-up challenge. Table 4 summarises the current
literature and open challenges in achieving algorithmic trans-
parency.

3.4 Trusted data partnerships

Many lessons are to be learnt from the legacy of database
research in distributed, federated, and multi-databases [110].
Similarly record linkage has been widely studied from sta-
tistical [166] and computational [47] perspectives (see also
review of Data Linkage in Sect. 3.2). The so-called data del-
uge of the last decade has challenged well-established norms
of data ownership and control, blurring the lines between data
creation and acquisition. This has led to both technological
as well as organisational challenges in establishing data part-
nerships. Data portals [107], markets [38], and collaboratives
[144] have emerged that present unprecedented opportunities
to harness the available data for scientific, commercial, or
public good, while also raising a number of access, sharing,
and appropriate use concerns. While principles for govern-
ment and enterprise data access and sharing are still emerging
(see, e.g. [1], the scientific community proposed the FAIR
guiding principles for scientific data management and stew-
ardship [165] outlining five principles that require data to be
Findable, Accessible, Interoperable and Reusable. The FAIR
framework has been widely acknowledged and adopted as a
useful framework for sharing data that will enable maximum
use and reuse of scientific data.

Privacy and Security We note that the presented case
studies on child welfare and illness severity had the benefit
of pre-existing data collections that provided the necessary
input data for the developed predictionmodels. Challenges in
aggregating multi-modal data to build student’s knowledge
state were observed in the case study on educational systems.
These challenges are expected to increase multi-fold when
considering cross-organisational data exchange or sharing.
The foremost challenge to overcome in data partnerships, is
that of satisfying privacy concerns. Privacy is usually referred
to as the ability of an individual to control the terms under
which personal information is acquired and used. It entails
the protection of several data aspects such as collection, min-
ing, querying, releasing, and sharing. Privacy protection has
been extensively studied in the literature, and several well-
known techniques have been proposed to anonymise tabular
records stored in the database including k-anonymity [130], l-
diversity [96], t-closeness [92], and differential privacy [50].
With the increasing popularity of intelligent systems applied
in various domains (e.g. education, child safety, and inten-
sive care as discussed in the case studies), extensive data
analysis has become ubiquitous which, however, increases
the risk of disclosing sensitive information of an individual,
making it essential to design techniques for privacy protec-
tion in these heterogeneous types of data (database records,
texts, images, user trajectories). The research questions that
need to be considered in this direction include but are not lim-
ited to: 1) How to adapt existing privacy models designed
for tabular records to other unstructured data sources, while
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Table 4 Functions relating to algorithmic transparency

Functions Relevant cases Selected refs Open challenges

Assurances and Explainability Child Welfare Services;
Adaptive Education
Systems; Illness Severity
Prediction

[34,95,125,126,168] How to mimic black-box
model’s behaviours via
intrinsically explainable
models?

How to provide consistent
explanations at all levels?

How to effectively integrate
user feedback?

Fairness and Transparency Adaptive Education Systems [94,173,174] How to guarantee there is
neither implicit or explicit
discrimination in the
predictions?

How to trade off between
model’s performance and
interpretability?

How to protect sensitive
information in the data?

Table 5 Functions relating to trusted data partnership

Functions Relevant cases Selected refs Open challenges

Privacy and Security Illness Severity Prediction [50,92,96,130] How to deal with various
data types?

How to achieve
privacy-preserving data
linkage?

How to balance privacy and
utility?

Data Discovery Child Welfare Services;
Adaptive Education
Systems; Illness Severity
Prediction

[55,56] How to support
domain-specific data?

How to improve search
efficiency and scalability?

How to incrementally add
new data source?

Data Linkage and Provenance Adaptive Education
Systems; Illness Severity
Prediction

[12,75,127,135,137,140,162] How to deal with dynamic
and heterogeneous data?

How to efficiently index and
update provenance data?

How to support model
interpretability with
provenance data?

Data Governance Child Welfare Services [1,9,37] How to govern data in use
by multiple parties and
stakeholders?

How to translate
governance standards to
practice?

123



1076 S. Sadiq et al.

considering their specific data characteristics? For instance,
some recent studies [74] have shown that the high sensitivity,
uniqueness, and low anonymisability of humanmobility data
raise many new issues and concerns in privacy protection; 2)
How to achieve privacy-preserving data linkage, noting that
data linkage presents enormous opportunities for businesses
to explore and leverage the value of linked and integrated
data. However, privacy concerns impede sharing or exchang-
ing data for linkage across different organisations. This calls
for novel techniques for high-quality entity linking without
revealing much sensitive information about these entities.
3) How to balance privacy and utility, an enduring issue
of performance measurement, where a good privacy protec-
tion model should be able to balance two metrics: privacy
(how much private information is leaked) and utility (how
much information is retained/lost). On one hand, returning
completely random data guarantees privacy but results in
null utility. On the other hand, retaining raw data maximises
utility but ensures no additional privacy. The privacy and util-
ity metrics are usually application-specific, that is, different
applications may require different semantics and levels of
privacy and utility.

Data Discovery When dealing with large data ecosys-
tems, it is reasonable to expect thousands of sources. Recent
research has identified data discovery [55,56] as an important
function within organisations that provides the ability to find
relevant data to satisfy a particular analytical problem. All of
our case studies showed the benefits of ease of access—from
the county’s integrated data warehouse, institutional educa-
tional datasets, and the multi-source sequential database for
ICU patients.

Without the ease of access, the challenges of efficient data
discovery would have severely limited the success in these
case studies. From literature, we note that these challenges
relate to 1) Support for domain-specific data, e.g. time-series
data in the Illness Severity Prediction case may be better rep-
resented by their patterns rather than the original sequences,
while highly unstructured text can be encoded using their
vector representations. Hence, appropriate feature engineer-
ing is a major challenge to support accurate discovery of
domain-specific data. 2) Search efficiency and scalability of
data discovery is essentially a nearest neighbour search in the
huge data ecosystem, which requires efficient indexing and
algorithm design. 3) As new data sources appear, we need to
incrementally add the new sources into the data ecosystem so
that the discovery engine can successfully locate them given
a task at hand.

Data Linkage and ProvenanceWith several data sources,
the ability to support data linkage (see Sect. 3.2) and data
provenance (also called data lineage) becomes indispens-
able. Data provenance aims to monitor data evolution and
trace errors back to the data source when necessary. It is
indispensable to achieving trusted data partnership especially

when the loosely coupled data resources are brought together
from different applications and organisations. Data prove-
nance has been extensively studied in the past 30 years,
starting from the very early form of tagging or annotation
used in relational databases [162]. It is typically applied on
structured datamodels (e.g. relationalmodel) and declarative
query languages with clearly defined semantics of individ-
ual operators (e.g. SQL), and existing provenance solutions
usually focus on describing the origins (i.e. instance-based)
and/or processing (i.e. query-based) of the data [75,137].
Several recent attempts have also extended data provenance
to the blockchain systems [127], Internet of Things (IoT)
[12,135], and textual data [140]. Despite these successes,
we still observe several open challenges in data provenance
based on our case studies: 1) The data we need to pro-
cess is usually dynamic and heterogeneous by nature (e.g.
bedside sensors, lab tests, andmedical notes in the ICUexam-
ple), and involves information provided by different vendors
which need to be interoperated. However, trusted interoper-
ability is still a major challenge in the development of data
partnership across organisations. 2) Although more prove-
nance information can help to better assess quality, ensure
reproducibility, and reinforce trust of the data products, it is
generally impossible in practice to record all relevant prove-
nance information. In particular, tracing the provenance from
amassive amount of datamay require excessive resource con-
sumption [12], which signifies the need for designing novel
techniques to efficiently index and update provenance meta-
data. 3) Interpretability ofmachine learningmodels in highly
demanded nowadays. It is natural to question why certain
decisions are made by a model, especially when decisions
are critical [24]. Provenance of the input and output data may
help to provide human friendly explanations for the model,
which is also a promising research direction for the future
work.

Data Governance Together with the technological com-
petencies for managing data partnerships, organisations also
need a strong data governance function, which is a policy-
centric approach to datamodels, data standards, data security
and data life-cycle management, and processes for defining,
implementing, and enforcing these policies [9]. The benefits
of good data governance were realised in the child welfare
case study through the integrateddatawarehousedemonstrat-
ing best practice forgoverning data in use bymultiple parties.
Supported strongly by practitioner community, there are a
number of well-respected Data Governance frameworks, for
example the DAMA framework defines Data Governance
as ‘The exercise of authority, control and shared decision
making (planning, monitoring, and enforcement) over the
management of data assets’ [37]. Governance charters for
public sector including the availability of government data
for public and social goodhavebeenmanifested in the formof
government open data initiatives in many countries (see, e.g.
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data.gov, data.gov.au, data.gov.uk), and further progressed
into data transparency and accessibility regulations and leg-
islation, e.g. [1]. However, how to translate these standards
to practice remains an open challenge.

In summary, trusted data partnerships require four com-
petencies within organisations, namely, (1) ability to satisfy
privacy concerns, (2) efficient data discovery, (3) data prove-
nance, and (4) a strong data governance function. Table 5
summarises the current literature and open challenges in each
function.

3.5 Agility in value creation from data

Despite technical advancements in data science and machine
learning, an open question remains related to pervasive use
of data in practice. Many organisations are now attempting
to develop into data-driven entities by infusing, adapting,
and exploiting contemporary data sources and analytics tools
within their business processes, products, and everyday work
practices with the ultimate goal of enhancing firm value.
Adopting a socio-technical perspective, the Information Sys-
tems (IS) field has long studied how organisations generate
value from IT assets and capabilities [102,155]. While that
literature offers helpful insights for understanding data’s
strategic value, the study of Information Resilience requires
researchers to go beyond the safe confines of stable contexts
withinwhichwell-understood structured datawas owned and
controlled by IT units and used internally mainly to describe
and monitor firm performance. In the Information Resilience
context, researchers need to understand the much more com-
plex, unstable, and diverse reality that organisations now
face: Data is not anymore withheld or jailed within IT, rather
organisational silos are brokendownanddata is democratised
and traded through platforms in order to facilitate and dis-
tribute data-enabled learning and discovery [65,70,151]. This
has put data at the forefront and epicentre of organisations’
value creation and brings about significant implications to
how organisations are structured, operate and meet customer
and employee demands.

Our investigation of the case studies and emerging liter-
ature identifies four inter-related sub-themes and challenges
that together help organisations move towards the function
of agility in value creation from data:

Organising for Data-Driven Work One central challenge
for organisations that intend to pervasively use data for value
creation relates to structuring of the analytics teams in ways
that data and analytics capabilities can be integrated into
every part of the organisation and deeply influence the fabric
of the organisation [40]. This typically requires a system-
atic organisation-wide transformation to build proximity and
facilitate effective interaction between analytics teams and
business groups [139], but is slowed down because of organ-
isational inertia which creates a natural drift for companies

to maintain their functional silos and their old approaches
of conducting work. Organising for data-driven work, how-
ever, requires a shift away from a traditional function-based
approach wherein a central analytics unit is established to
serve varying needs of many business units [66], in most
cases leading to a strained relationship between analytics
and business groups [115,116]. Instead, data-driven work is
rooted in a pervasive approach in which companies embrace
Everyone’s ITmindset [66] to distribute data, data ownership,
and weave analytics capabilities into the fabric of the organ-
isation. Such an approach faces the challenge of breaking
down organisational boundaries to facilitate analytics and
business groups to develop collaboration ties, and a common
language to work together in local projects, but also in a way
to enable scaling of analytics approaches and to nurture data
science talent organisation-wide.

In the Child Welfare Services case, the Allegheny County
dedicated data scientists to the project and centralised func-
tions were only used as a supporting mechanism to build the
County’s integrated data warehouse, which then provided
access to data on various relevant attributes. In the Adap-
tive Education Systems case, the educational centre hired
machine learning academics and nurtured a team of learning
analytics professionals to develop the data-enabled adaptive
learning tool, RiPPLE. Both organisations invested in train-
ing to facilitate the adoption and pervasive use of the tools.
The need for organisation re-structuring is also observed in
the case of Illness Severity Prediction.

Integrating Analysis with Processes and Products Agility
in data-driven work can also be challenged with the way
in which analytical insights are delivered, incorporated, and
integrated within processes and products. Long-standing IT
business literature has advocated for a process perspective
on value of IT resources and capabilities [102,112], in which
data assets and capabilities generate business valuewhen they
are embedded within organisational processes, transforming
them into higher-order data-driven business processes. Yet,
it is not clear how to re-design traditional processed with
data science. This perspective also needs to be expanded
with the more recent movements towards digital innova-
tion [117,169], particularly how analytics-based features can
be incorporated into products, how they can be developed
and how organisations can charge for such features [11].
Moreover, analytics outputs are changing from the tradi-
tional static reports or dashboards that existed separate to
the processes to a new logic for process/product design and
improvement, in which operational and informational expe-
riences are blended into an integrated application or platform
that promotes user engagement and empowers internal users
or customerswith relevant information and evidence for deci-
sion making [167]. Incorporation of data and analytics into
product/process architecture (e.g. connected cars or smart
fridges) renders them incomplete by design where more and
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Table 6 Functions relating to agility in value creation from data

Functions Relevant cases Selected refs Open challenges

Organising for Data-driven Work Child Welfare Services;
Adaptive Education
Systems; Illness Severity
Prediction

[66,115,116,139] How to structure data
science teams to enable
pervasive data use across
organisations?

How to break down barriers
to data-driven work such
as functional silos?

How to optimise scaling
and distribution of
analytics resources across
organisations?

How to nurture data science
talent and expertise
organisation-wide?

Integrating Analytics with
Processes and Products

Child Welfare Services;
Adaptive Education
Systems; Illness Severity
Prediction

[11,13,22,117,121,167,169] How to re-design business
processes with data
science?

How to add data science
features to products and
services and how to price
these features?

Effective Data Use Child Welfare Services;
Adaptive Education Sys-
tems

[8,17,26,36,109] How do users and designers
perceive data and
algorithmic-driven
representations and how
that can inform designing
for effective user?

How to build faithful
representations of data to
maximise effective use?

How effective use of data
can be investigated when
tasks are delegated to
algorithmic agent or
distributed between
humans and algorithms?

Data Value Capture and Measurement Child Welfare Services;
Adaptive Education
Systems; Illness Severity
Prediction

[53,143,151] How to objectively measure
data and analytics value
across organisational
levels?

How to enable data network
effects within products
and platforms?

How to develop user-centric
value metrics for data?

more real-time data capture triggers ongoing learning and
product/process evolution [63]. Our child protection case
showed how a government department was able to formu-
late an externally facing data-driven service, changing ways
of working to a uniform call screening approach and a new
policy to do mandatory screen-ins based on data-driven risk
scores.

In the Adaptive Education Systems case, a notable design
related to how the tasks were divided between humans and
algorithms. RiPPLE integrated the algorithmic insights and
recommendations with the goal of augmenting users’ capa-
bilities and then provided built-in oversightmechanisms such
that algorithmic decisions could be monitored and contested.
The counter part is designing data-driven organisations that
fully automate decision making, where algorithmic agents
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decide and act independently [22]. There is growing evidence
that this can create tensions by dividing tasks between human
agents and algorithmic agents.While algorithms can perform
highly structured tasks and process massive data sets in real
time, humans usually fare better with less structured tasks,
especially ones that require creativity and interpretation [13].
Optimally, human–machine configurations should leverage
both agents’ strengths in a complementarymanner. However,
finding the right balance between automation and human
involvement is not easy and practically best approaches are
still emerging [121].

Effective Data Use Even with ideal organisational struc-
tures andprocesses in place, InformationResilience can fail if
systems are used ineffectively. On the positive side, however,
because data can contain unexpected insights, effective use of
analytics systems can help organisations to reap unexpected
gains. Despite the importance of effective use, many firms
struggle to achieve it. Historically we know that, ‘...effective
use is one of the greatest challenges for Business Intelligence
systems ... Despite increasing investments in analytics sys-
tems, many organisations are still unable to attain the desired
success ... due to underutilisation and ineffective use’ [8].
One theory that explains how organisations can use data and
analytics systems more effectively is the Theory of Effec-
tive Use (TEU) [26]. TEU suggests that more effective use
involves three dimensions: (a) transparent interaction: seam-
lessly accessing the representations offered by a system, (b)
representational fidelity: obtainingmore accurate representa-
tions from the system, and (c) informed action: taking actions
based on faithful representations. The challenge for execu-
tives and researchers studying Information Resilience is to
learn how each dimension can be attained.

Advances in data analytics offer challenges and oppor-
tunities in each of these dimensions. Users’ transparent
interaction with their data and algorithms can be under-
mined because users are unable to navigate and understand
increasingly complex data structures and opaque algorithms.
Representational fidelity can be undermined because of the
difficulty of knowing if the system faithfully reflects the real-
world domain that the system purports to represent. This
problem can occur due to the probabilistic nature of common
ML algorithms, which render the worlds being represented
‘possible’ rather than ‘real’ worlds, make faithful repre-
sentations a challenge for effective data use. Furthermore,
informed action can be undermined because users can have
difficulty understanding the predictions and recommenda-
tions they receive from advanced algorithms, reducing their
trust in the system and their motivation to act upon the data.
In the Adaptive Education Systems case study, effective use
of the analytics systems was addressed by creation of a high-
performance model, ensuring representation fidelity, as well
as explainability of the model. For the latter, instructor rec-
ommendations were delivered together with justifications of

why instructors received certain recommendations. This was
an important step along the way to creating a transparent
interaction with the user. The project conducted experiments
to ensure that the justifications improved engagement and
acceptance, and ultimately facilitated effective use of the sys-
tem. Similarly, the need for effective use of data analytics is
also noticed in the case of Illness Severity Prediction.

Just as TEU can provide insights for achieving or fail-
ing to achieve effective use, studies of information resilience
in contemporary organisations also offer opportunities for
improving TEU. For instance, recent studies suggest that
workers may not always need to use their systems directly
but rather may delegate that use to other parts of their system
(i.e. one systemor subsystemuses the other systemor subsys-
tem), and likewise, the system could also delegate tasks to the
user (i.e. the system uses the human) [17]. More research is
needed to understand the effective use of systems when tasks
are delegated to algorithmic agents or distributed between
humans and agents. It is likely that researchers would need
to look beyond representational gaps between the system
and real world and also look to representational gaps in
humans’ mental representations too [35]. More generally,
research is beginning to show the importance of understand-
ing how users and designers work with representations, how
they value them, and how they try to leverage the value in
practice [36,109].

Data Value Capture and Measurement Organisations
expect a wide range of benefits from their data and analytic
initiatives, including increased revenue growth, efficiency
and productivity, and strategic planning [53]. Yet, these
expectations are often met with challenges, both technical
and organisational [143]. A thus-far enduring challenge is
how to quantify the value of data [88], monetise solutions,
and measure return on investment [103]. The adage of ‘you
cannot manage what you cannot measure’ also presents a
roadblock to increasing value creation and capture from solu-
tions basedondata assets.Recent studies have aimed to create
better understanding of value realisation from data [143],
and are increasingly shifting from traditional ROI-type value
measurement to ‘data network effects’ [65,70,151] wherein
data value scales as products learn from many users and
engage in constant data-enabled learning and improvement.
Further work is needed to develop new approaches for valu-
ing data assets, their use and reuse, particular how incumbent
organisations can enable data network effects within their
products and platforms. This also needs to include a user-
centric approach for measuring data value and how data
value can be equally distributed among different stakehold-
ers and its negative externalities monitored and accounted
for [138].

In Child Welfare Services, evaluation of the analytics
valuewas complex, withmultiple internal and external stake-
holders involved. The project was also high-stake because of
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working with data on vulnerable people. In all three of our
cases, measuring analytics value quantitatively and in a tan-
gible manner has proven difficult and provides opportunities
for further research.

Finally, the investigation of data value needs to account
for the costs associated with establishing the data infrastruc-
ture organisationally, using data responsibly, building trusted
platforms, and developing the information resilience capac-
ity of the organisations. We argue that without investing in
Information Resilience, the value of data will be short-lived
or even produce harm (e.g. earlier mentioned Robodebt case
in Australia) rather than benefiting organisations and com-
munities. Organisations investing in developing Information
Resilience functions will be able to manage the tensions in
data use and achieve long-term sustained advantage.

Overall, to achieve agility in value creation, organisa-
tions need to pay attention to four aspects: (1) organising
for data-driven work, (2) data-driven process design and
improvement, (3) effective use of analytics systems, and (4)
measuring value of analytics. Table 6 summarises the open
challenges of this function.

4 Manifesto for Information Resilience

The work presented in this paper is the outcome of delibera-
tions of a multi-disciplinary team consisting of social scien-
tists, database researchers, business experts, computer scien-
tists, mathematicians, and information systems researchers.
In this section, we assemble our investigations in the form
of a manifesto for Information Resilience, which outlines
17 principles based on our identified functions. The brevity
of the manifesto is not intended to undermine the depth of
challenges in each principle listed, rather to ensure that the
breadth is not lost in detail.
Responsible Use of Data Assets

1. Obtain social licence for your analytics project
2. Pursue purposeful analytics
3. Educate your workforce and set high standards for data

literacy

Data Curation at Scale

4. Explore your data and understand the impact of data cura-
tion on data quality

5. Ensure that there is human oversight of all data curation
processes

6. Design and develop repeatability and verifiable data cura-
tion processes

7. Understand the behaviour of your data workers and share
best practice

Algorithmic Transparency

8. Create fairness and transparency in the working of your
algorithms and your people

9. Provide assurances and explainability of your black-box
models

Trusted Data Partnerships

10. Satisfy privacy and security concerns of your partners
and stakeholders

11. Implement efficient data discovery
12. Keep track of data provenance
13. Strengthen your data governance

Agility in Value Creation from Data

14. Structure your analytics teams and domain experts for
effective collaborations

15. Transform your organisation into a data-driven entity that
pervasively uses analytics across all business processes
and services

16. Make effective use of your analytics systems
17. Define and measure your analytics value

It is not our intention to claim that the manifesto covers all
possible challenges and functions for responsible and agile
use of information. However, we hope that the scaffolding
afforded by our notion of Information Resilience and the 17
functions therein will serve as a reference for future research
and inspire often disconnected research communities to come
together to collectively tackle these challenges.
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