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Abstract
Over the years, risk management gains significant importance in laboratories of every kind. The safety of workers, the accu-
racy and reliability of laboratory results, issues of financial sustainability as well as the protection of the environment play 
an important role in decision-making in both industry and services. In order a laboratory to be considered as reliable, safe, 
and therefore competitive, it is recommended to comply with the requirements of international standards and other regulatory 
documents as well as to use tools and risk management procedures. In this paper, information is summarized concerning the 
terms “risk” and “risk management” which are then approached through the latest ISO 9001, ISO/IEC 17025, and ISO 14001 
standards. The process of risk management based on the ISO 31000 standard is described, the options for treatment and 
the techniques that can be applied in the risk management process based on the latest ISO 31010 standard are grouped and 
indicated. Additionally, information from the literature is referred to the reasons that led the laboratories to integrate in their 
quality system risk management techniques, the most common mistakes that occur in the various phases of laboratory tests, 
their causes, their consequences as well as the proposed treatments. The aim of this work is to highlight significant chal-
lenges concerning the need to implement management procedures in the daily routine, to warn, raise awareness and inform 
about existing ways of risk management that can be implemented, methodologically and technically, to laboratories, under 
internationally recognized and updated standards.
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Introduction

The issue of risk management exists thousands of years [1]. 
The first appearance of risk management is in the Tigris-
Euphrates valley in 3200 BC by the Asipu, who has been 
considered to be, among others, a risk consultant [2, 3]. 
Asipu carried out a risk analysis for each alternative action 
related to the risky event to be studied and after the com-
pletion of the analysis he proposed the most favorable 

alternative. The last step was to issue a final report engraved 
on a clay tablet that was given to the customer [4].

The difference between modern risk analysts and Asipu 
of ancient Babylon is that the former express their results 
as mathematical probabilities and intervals of confidence, 
while the latter with certainty, confidence, and power. How-
ever, to determine the causal relationship between cause and 
effect, both the ancient ancestors and current researchers 
rely on observational methods [2]. After World War II, large 
companies with diversified portfolios of physical assets 
began to develop self-insurance, which covered the financial 
consequences of an adverse event or accidental losses [5, 6]. 
Modern risk management was implemented after 1955 and 
first applied in the insurance industry [7].

The English term “risk” comes from the Greek word 
“rhiza,” which refers to the dangers of sailing around a cliff 
[2]. According to Kumamoto and Henley [8], the term “risk” 
is defined as a combination of five factors: probability, out-
come, significance, causal scenario, and affected population. 
As far as a laboratory is concerned, “risk” is the probability 
of a laboratory error which may have adverse consequences 
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[9], as includes factors that threaten health and safety of 
staff, environment, organization's facilities, organization's 
financial sustainability, operational productivity, and ser-
vice quality [10]. Therefore, for testing laboratories, as risk 
can be considered the inability to meet customer needs, the 
provision of incorrect analytical results and failure to meet 
accreditation requirements, damage laboratory's reputation 
[11].

Plebani [12] defines risk management as the process by 
which risk is assessed and strategies are developed to man-
age it. The goal of any risk management process is to iden-
tify, evaluate, address, and reduce the risk to an acceptable 
level [13]. According to Dikmen et al. [14], risk manage-
ment involves identifying sources of uncertainty (risk iden-
tification), assessing the consequences of uncertain events/
conditions (risk analysis), thus creating response strategies 
based on expected results and, finally, based on the feed-
back received from the actual results and the emerging risk, 
the steps of identification, analysis and repetitive response 
events are performed throughout the life cycle of a project 
to ensure that the project objectives are achieved. Kang et al. 
[15], define risk management as an act of classification, anal-
ysis, and response to unforeseen risks, which are involved 
during the implementation of a project. Risk management 
involves maximizing the opportunity and impact of positive 
events and reducing the likelihood and impact of negative 
events to achieve the project objectives.

The concept of risk is already known to laboratories 
as it was indirectly included and in previous versions of 
ISO 9001 and, mainly via preventive measures to elimi-
nate possible non-compliances and prevent their recurrence 
(ISO 9001:2008 [16], ISO/IEC 17025:2005 [17]). In the new 
versions of ISO 9001:2015 [18] and ISO/IEC 17025:2017 
[19], however, the presence of risk-based thinking is more 
pronounced and imperative.

As the revised ISO/IEC 17025 is in line with ISO 9001 
in terms of management requirements, a laboratory should 
examine the impact of threats as well as seize opportuni-
ties to increase management system efficiency to achieve 
improved results and to avoid negative effects [20]. There is 
no longer a separate clause on preventive measures and the 
concept of preventive action is expressed through the appli-
cation of the risk and opportunities approach. The concept 
of risk is implied in each paragraph of the standard related to 
the factors that affect the validity of the results. Such factors 
are staff, facilities, environmental conditions, equipment, 
metrological traceability, technical records, etc. In addition, 
the creation of a formal risk management system is not a 
requirement of the standard, but each laboratory can choose 
the approach which is satisfactory and can be implemented 
for its needs [19, 20].

The revised ISO 14001 [20] is also in line with ISO 9001. 
Risk-based thinking provides a structured approach to 

managing environmental issues that are likely to affect the 
organization. Identifying environmental risks and potential 
opportunities is vital to an organization's success.

Finally, in ISO 31000:2018 [21], risk management is 
considered as the coordinated activities carried out for the 
management and control of an organization in relation to 
risk. Therefore, in order a laboratory to comply with the 
new versions of the standards, it is important to understand 
the risk-based thinking and to examine the functions, pro-
cedures, and activities related to risks and opportunities. To 
address the concern, this paper aims at attempting to explore 
the implementation of a risk-based thinking in laboratories, 
either testing or calibration, and at highlighting the chal-
lenges arisen toward this direction.

The risk management process

The risk management process can be applied at all levels of 
an organization, from strategy to project implementation. 
In addition, it must be an integral part of management and 
decision making and integrated into the structure, functions, 
and processes of the organization [9]. The integrated risk 
management process relies on a well-structured risk based-
thinking which shall cover the whole quality management 
system.

In this context, the risk assessment stage consists of three 
sub-stages: risk identification, risk analysis and risk evalua-
tion. The purpose of risk identification is to find, recognize 
and describe the risks that positively or negatively affect 
the achievement of the objectives of the organization, even 
those whose sources are not under its control [9]. Accord-
ing to Elkington and Smallman [22], risk identification is 
the most important phase of risk analysis, and emphasis is 
given in the fact that potential risks should be identified at 
each stage. Hallikas et al. [23] also state that the identifica-
tion phase is fundamental to implement risk management, 
as by recognizing sources of risk, future uncertainties can 
be identified, and preventive measures can be taken. During 
risk analysis, the impact of a risk is assessed while during 
risk evaluation any additional action is determined.

After completing the risk assessment stage, the risk shall 
be treated including options such as avoiding risk, taking 
or increasing risk to pursue an opportunity, removing the 
risk source, changing the likelihood, changing the conse-
quences, sharing the risk (e.g., through contracts, insurance), 
or maintaining the risk with a documented decision. All the 
above steps should be monitored and reviewed to ensure and 
improve the quality and effectiveness of risk management. 
The results of the process should be recorded and reported 
throughout the organization to provide information for deci-
sion making, for the improvement of risk management activ-
ities and for the interaction with stakeholders [9].
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Risk assessment techniques

Risk assessment, which is often expressed in relation to 
sources, possible events, consequences, and likelihood, can 
be a very difficult process, especially when these relation-
ships are complex. A variety of risk assessment techniques 
is depicted in Table 1. However, the choice of techniques is 
not random but some factors must be first taken into account, 
such as the purpose of the assessment, the needs of stake-
holders, any legal, regulatory and contractual requirements, 
the operating environment and the scenario, how much 
important is the decision to be made, any defined decision 
criteria and their form, the time available before a decision is 
made, the given information and expertise and the complex-
ity of the situation [24].

The most used techniques for identifying risk are the 
failure modes and effects analysis (FMEA) as well as the 
failure modes, effects, and criticality analysis (FMECA). 
FMEA/FMECA can be applied at all levels of an organi-
zation and performed at any level of analysis of a system, 
from block diagrams to detailed elements of a system or 
steps of a process [25]. This fact leads to several sub-types 
of FMEA such as system FMEA, design FMEA, process 
FMEA, and service delivery FMEA. As defined by its name, 
FMEA is a systematic method designed to identify potential 
failure modes for a product or process before it occurs and 
to assess the risk. In FMEA, the system or process under 
consideration is broken down into individual components. 
For each element, the ways in which it may fail, the causes 
and effects of failure are examined. FMECA is a FMEA 
followed by criticality analysis, which means that for each 
failure its importance is also assessed. The calculation of the 
risk in FMEA method includes the multiplication of three 
risk parameters; the severity (S), the occurrence (O) and 
the detection (D), in order to produce a risk priority num-
ber (RPN, RPN = S × O × D). However, in FMECA, failure 
modes are classified by their criticality [26]. A quantita-
tive measure of criticality can be derived from actual failure 
rates and a quantitative measure of consequences, if known. 
FMEA can be used to provide information for analysis to 
other techniques such as fault tree analysis (FTA). FTA is a 
commonly used technique for understanding consequences 
and likelihood of risk. It is a logic diagram that represents 
the relationships between an adverse event, which is typi-
cally a system failure, and the causes of the event which are 
the component of failure. It uses logic gates and events to 
model the above-mentioned relationships. FTA can be used 
both qualitatively to identify the potential causes and path-
ways to the peak event and quantitatively to calculate the 
probability that the peak event will occur [27, 28].

Another technique which is commonly used in organi-
zations is failure reporting, analysis and corrective action 
system (FRACAS). It is a technique for identifying and 

correcting the deficiencies in a system or a product and, 
thus, prevent further occurrence of them [29]. It is based 
upon the systematic reporting and analysis of failures, mak-
ing, thus, maintenance of historical data a crucial issue. It 
is also necessary for the organization to have a database 
management system. The database is established to store all 
the required data which are records on all reported failures, 
failure analyses, and corrective actions [30].

Risk identification and treatment in laboratories

Risk identification is the first and most important phase of 
risk management [22]. In the identification phase, the pos-
sible sources of risk which concern the entire activity of the 
laboratory are recorded [31].

To identify potential sources of risk associated with the 
testing process, laboratories should create a process map 
outlining the steps in the testing process from generating 
the request for test to reporting the testing result. This map 
should include all stages of the pre-analytical, analytical, 
and post-analytical process [10]. An example of such a map 
is given in Fig. 1.

According to the research of Plebani and Carraro [32] 
and Plebani [13], most errors occur during the pre-analytical 
ranging between 46 % and 68 %, followed by post-analytical 
errors with a range of 19 % to 47 %, while during the analyti-
cal stage the fewest errors occur ranging between 7 % and 
13 %. Table 2 outlines the main sources of risk in each of 
these three stages.

After completing the risk assessment stage, the laboratory 
is asked to select an appropriate treatment to maintain the 
risk at an acceptable level [37]. The measures taken should 
be monitored for their effectiveness to evaluate the success 
of any failure reduction effort. This evaluation is achieved 
by monitoring the values of the quality indicators set by the 
laboratory [35]. Examples of quality indicators are given in 
Table 3. According to Lippi et al. [38], the most effective 
strategy to reduce uncertainties in diagnostic laboratories is 
to develop and implement an integrated quality management 
system. The success of efforts to reduce errors must be mon-
itored to assess the effectiveness of the measures taken [39].

Possible risks in laboratories are identified below in more 
detail along with their appropriate treatment.

Sample

Samples are the items sent by customers to the laboratory 
for testing or calibration in order detailed and reliable results 
to be provided in a predefined time scale. Therefore, the 
consequences can be serious if there is loss or any other 
inconsistency with the samples, their analysis, and related 
procedures. Normally, samples taken from the labora-
tory go through a sampling process prior to the analytical 
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Fig. 1   Process map of the main functions of a testing laboratory [10]

Table 2   The main sources of risk during the pre-analytical, analytical, and post-analytical stage in a laboratory

Main sources of risk during the: References

Pre-analytical stage Analytical stage Post-analytical stage

Incorrect sample identification
Absence of sample identification
Incorrect sample labeling
Insufficient homogenization of the sample
Incorrect sampling
Improper sampling container or sample 

storage
Inadequate transport conditions
Non-compliant sample
Sample contamination
Absence of sample or inappropriate test 

request
Insufficient sample
Inadequate storage of chemicals
Improper transport of chemicals
Missing or destroyed sample

Procedural non-conformity
Wrong test
Use of expired reagents
Improper use of reagents
Equipment malfunction
Equipment failure
Incorrect equipment calibration
Incorrect sample dilutions
Mixing samples
Deviation in the results of the internal 

control sample
Incorrect calculation of dilution factor
Delay in sample analysis
Unspecified quality control failure
Improper management of chemicals
Inadequate disposal of chemicals
Inadequate disposal and management of 

liquid waste

Incorrect results
Incorrect entry of results or related entry 

in the laboratory information manage-
ment system

Send results to another customer
Ambiguous way of communicating the 

results
Lack of information about the limits 

regarding the interpretation of the results
Delayed reporting of results

[10, 13],
[32–36]
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procedures. Heterogeneous samples must be homogenized 
before sampling, otherwise the results obtained are not reli-
able, especially when the analytes are contained in traces in 
the sample under study [12].

Sample-related inconsistencies of the pre-analytical phase 
have already been summarized in Table 2. The strategy to 
prevent pre-analytical errors consists of five interrelated 
steps [43–45]:

1.	 Development of clear written procedures.
2.	 Enhancement of professionals' training.
3.	 Automation of functions, both for support functions and 

for executive functions.
4.	 Monitor of quality indicators.
5.	 Improvement of communication between professionals 

and encouraging interservice collaboration.

The written procedures should clearly describe how the 
sample is analyzed, collected, labeled, transported, and pre-
pared. To ensure that written procedures are followed con-
sistently, those performing the pre-analytical activities must 
be well-trained to understand, in addition to the appropriate 
procedures, their important steps and the consequences of 
not following the instructions faithfully [46].

Modern technologies, such as robotics and information 
management systems, should also find efficient ways to 
reduce errors. A laboratory information management system 
(LIMS) is a computerized system that collects, processes 
and stores information produced by the laboratory. Although 
originally created solely to automate experimental data, it is 
nowadays used in many laboratory activities [47–50]. LIMS 
consists of sample management functions such as sample 
registration, barcode labeling and sample tracking. Using 
an integrated LIMS, the custody chains and the distribution 
records of the samples can be systematically kept, opera-
tions can be improved by adding features such as model 
management and sample testing while statistics concerning 
the number and type of samples, analyses findings, reporting 

time, number and origin of customers, and many others can 
be very easily estimated [12], 51]. Thus, by automating cer-
tain steps in the pre-analytic workstations, the number of 
people participating in this phase and the number of manual 
steps required are reduced. In addition, barcodes simplify the 
routing and tracking of samples. For example, an electronic 
order entry system (COES) simplifies the examination order 
by eliminating the need for the order to be transcribed by a 
second person [35].

To avoid problems caused by a lack of adequate storage 
space, the laboratory should regularly assess its capacity to 
handle samples, including available storage space. There-
fore, the laboratory should know or proactively estimate the 
number of samples it can handle and store at a given time, 
in a manner that whenever the number of incoming samples 
exceeds its handling capacity, measures can be timely taken 
such as temporary reassignment of personnel or arrangement 
of makeshift storage areas [12].

Personnel

The human factor is present at every stage of the pre-, ana-
lytical and post-analytical process. According to Ho and 
Chen [52], human error is the leading cause of laboratory 
accidents. Wurtz et al. [53] reported that reduced mental and 
physical condition, due to exhaustion, is often the cause of 
laboratory accidents. However, apart from causing accidents, 
the human factor is also responsible for any mistake that can 
occur at any stage of the analytical process, from the collec-
tion and recording of samples to the processing of results. 
The occurrence of human error and its subsequent outcome 
cannot be usually predicted [12].

The techniques used to assess the human factor's contri-
bution to the reliability and security of a system are called 
the human factor reliability analysis (HRA) [24]. The first 
industry to develop and implement HRA was the nuclear 
industry [54] concluding that most accidents were due to 
human error rather than equipment malfunction. Since then, 

Table 3   Examples of pre-analytical indicator and their mathematical formulas

Quality indicator Mathematical formula References

Error in sample identification Number of samples with incorrect sample recording × 100/Total number of samples [37], [40–42]
Error in sample transcription Number of requests with incorrect data logging (incorrect test) × 100/Total number of requests
Wrong container Number of wrong containers for each sample type × 100/Total number of requests
Insufficient sample Number of samples with insufficient quantity × 100/Total number of samples
Inappropriate transport and 

storage conditions
Number of samples with inappropriate storage conditions before analysis × 100/Total number of 

samples
Number of samples missing during transport × 100/Total number of samples
Number of samples destroyed during transport × 100/Total number of samples
Number of samples with improper temperature during transport × 100/Total number of samples
Number of samples with extended transfer time × 100/Total number of samples



173Accreditation and Quality Assurance (2023) 28:167–179	

1 3

HRA has been applied to many “high risk” industries, such 
as the aerospace, railways, shipping, automotive, oil, gas, 
chemical, military components, and air traffic control indus-
tries. HRA has been also applied in the healthcare sector, 
in the installation of telecommunications equipment, in the 
design of computer software and hardware, as well as in 
many manual operations such as lathe operation.

To avoid unpleasant consequences occurred by human 
factor, personnel throughout the organization should be 
trained appropriately and effectively to be able to perform 
procedures in accordance with the requirements of ISO 
standards or other regulations [35]. Furthermore, to avoid 
staff burnout, some automation systems should be installed 
and implement in laboratories such as laboratory automation 
systems, electric wheeled vehicle systems to transport the 
samples and automatic result verification procedures [55]. 
McDonald et al. [56] argue that using a LIMS with highly 
automated laboratory equipment, researchers can perform 
repeatable experiments without human intervention. Finally, 
another measure that can reduce the occurrence of human 
errors is the continuous supervision of staff and raising 
awareness [12].

Reagents and waste

The ever-increasing number of laboratories in recent years 
has led to an increase in industrial waste, such as waste, 
liquid waste, and sewage. Most liquid waste is hazardous 
industrial waste, which affects human health and causes 
environmental pollution. The management of this waste 
therefore involves many risks. There have been, for exam-
ple, many accidents and injuries due to mismanagement of 
chemical waste [34, 52]. Yu and Chou [57] reported that 
the most common risk in laboratories is chemical reagents 
because they can cause immediate damage or cumula-
tive pathological changes to the inside and outside of the 
human body, as they can cause fire, explosion, poisoning, 
and corrosion. Additionally, Lin et al. [34] following their 
research on university laboratories-related fires and explo-
sions related to chemical reagents, refers that many causes 
of accidents were based on improper chemical management 
including improper storage, use, transportation, and disposal 
of chemicals.

To mitigate or even avoid the adverse risks of chemicals, 
their proper management is required. For example, the stor-
age of chemical reagents should be done by category, in a 
controlled environment and in well-ventilated areas. Flam-
mable materials should be separated from non-flammable 
materials and stored in areas that provide protection from 
projectiles, while stock checks should be frequent. Special 
care should be also taken when transporting them. For exam-
ple, wooden trays could be used for transport and always 
with the use of personal protective equipment [58].

Waste should be recycled and disposed properly. For 
example, chemicals should be neutralized before disposal. 
It is necessary to install smoke alarms, as well, fire extin-
guishers, surveillance cameras, showers and eyewash sta-
tions, the existence of marked escape corridors and means of 
collective protection as well as the use of means of personal 
protection. Detailed procedures, clear instructions as well as 
appropriate training are also of crucial importance [52, 58].

Environmental conditions

Laboratories are exposed to various types of hazards (bio-
logical, chemical, radioactive and others), making them 
highly hazardous for the environment [59]. Moreover, 
the work environment of the laboratories may be exposed 
to more than one hazard at the same time, which further 
increases the risk. Marque et al. [58] states that chemistry 
laboratories are unhealthy and dangerous environments, and 
those involved in research work are exposed to many poten-
tial sources of risk as they treat chemical reagents but also 
encounter equipment that is a source of heat and electricity. 
In chemical laboratories, there are many potential risks as 
they contain flammable, explosive, and poisonous chemi-
cals. There are also risks in biological laboratories especially 
for laboratory staff who treat pathogens, as they are much 
more likely to be infected with an infectious disease than 
anyone else [60].

Exposure to chemicals in the workplace can have adverse, 
acute, or long-term health effects. The dangers from poten-
tial exposure to chemicals are many and various, as some 
substances are toxic, carcinogenic, or irritating and others 
are flammable or pose a risk of biological contamination 
[61, 62]. In 2006, Chiozza and Plebani [63] reported that 
two decades ago, laboratory workers performed their work 
without following any safety procedures and, thus, put them-
selves in danger. Ho and Chen [52] referred that poor man-
agement of chemical waste in universities and non-profit 
laboratories has caused many accidents. Poor management 
of chemical waste can harm laboratory workers and lead to 
environmental pollution [36].

The U.S. Commission on Chemical Safety and Hazard 
Investigation has studied 120 laboratory accidents that 
occurred at various universities across the country from 
2001 to 2011 [64]. From 2000 to 2015, there were 34 labo-
ratory accidents, which caused 49 deaths. These accidents 
were caused by explosion, exposure to biological agents, 
exposure to toxic substances, suffocation, electric shock, 
fire, exposure to ionizing radiation and various other causes.

In addition to the risk to human health, environmental 
pollution and the destruction of laboratory property, there 
are other risk factors such as the production of unreliable 
results and customer dissatisfaction which also lead to the 
laboratory's bad reputation, making the application of risk 
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management process imperative to the sustainability of the 
laboratory [12].

In order to tackle risk effectively, estimates based on 
effective risk management must be integrated into the ana-
lytical framework [14]. A prerequisite for the operation 
under appropriate environmental conditions, in a safe and 
competent laboratory, is the management by executives who 
can apply the theory of risk to reduce it to an acceptable 
level. Each laboratory should be able to assess the possible 
occurrence of errors and describe the steps needed to detect 
and prevent them to avoid any future adverse event [65].

Test methods

It is common practice, appropriate standard or formal meth-
ods, whenever available and after verification, to be pre-
ferred over methods developed internally in laboratories. 
Otherwise, in-house methods shall be fully validated. In this 
case, the risk is hidden in non-properly or partially, instead 
of fully, validated methods. In addition, an analytical method 
may have critical test steps or parameters, such as the quan-
tity of reagents to be added in a particular step, the reaction 
time or a specific step to proceed without delay. The absence 
of critical steps leads to erroneous results.

To avoid the risk arisen from the use of internal analyti-
cal methods that are not properly validated, the laboratory 
should ensure that the method developed is fully validated 
for its intended use. To achieve this, a general method vali-
dation procedure shall exist, based on relevant international 
protocols, compiled from certified analysts involved in the 
design of method validation having extensive experience in 
related issues. In addition, according to the latest version 
of the ISO17025 standard, the specification of the method 
requirements must be recorded in detail during the method 
validation phase. Moreover, checks should be carried out to 
ensure that all requirements are met and, afterward, the dec-
laration of method validity should be signed. Critical steps 
and parameters of the test methods should be appropriately 
marked in the respective written procedures to avoid any 
misunderstanding or omission by the analysts. Additionally, 
during staff methodological training, the importance of these 
points should be clearly explained [12].

Measurement

In the measurement process, issues that have been already 
mentioned above, such as samples treatment, environmental 
conditions, personnel and test methods affect the measure-
ment results.

Another critical aspect is the need for appropriate and 
valid (certified, if applicable) reference materials that must 
be used to determine the metrological traceability of the 
analytical results in accordance with the requirements of 

ISO/IEC 17025. There are two types of reference materials 
involved in chemical testing which are the matrix reference 
materials for the validation of the methods and the pure ref-
erence standards used for the calibration of the equipment. 
The laboratory should retain procedures for safe handling, 
transport, storage, and use of reference materials to avoid 
possible contamination or deterioration. In addition, the lab-
oratory should have studies on the stability of the solutions 
of the working standards prepared from reference standards. 
Matrix reference materials must be stored strictly in accord-
ance with the storage conditions recommended by the manu-
facturers, and relevant records should be kept appropriately. 
Before use, at least a visual inspection should be performed 
to confirm that the materials are intact [12].

Although the occurrence and subsequent outcome of 
human error during test execution is usually unpredictable, 
it can nevertheless be minimized by strengthening person-
nel supervision and increasing awareness. Actions toward 
this direction includes on-site monitoring, verbal review, 
and control of experimental records, including sampling, 
sample analysis, data handling and reporting. The results of 
the monitoring actions should be maintained and whenever a 
deviation is found, corrective actions should be immediately 
taken. To avoid the risk that may arise from any inappro-
priate environmental conditions during measurement, the 
critical requirements for environmental conditions should be 
clearly indicated in the written procedures of the method to 
raise the awareness of the involved analysts. In addition, the 
continuous monitoring and periodic review of environmen-
tal conditions and the maintenance of relevant records are 
significant prerequisites. These actions not only allow sub-
sequent inspection or evaluation, but also facilitates analysts 
to stay aware of the appropriate environmental conditions 
when performing tests [20, 66].

Quality control

The laboratory shall have quality control procedures to mon-
itor the validity of the tests performed and the quality of the 
results. Procedures are divided into internal and external 
quality control procedures.

The main objective of internal quality control is to ensure 
the reliability of the results of the analytical process [67]. 
Internal quality control should be applied daily in the labo-
ratory and for each laboratory test, to identify random and 
systematic errors as well as trends. For example, in each 
laboratory test, working standards of known concentration 
should be used to check the validity and accuracy of the 
test results through control charts, testing of internal blind 
samples, replicate tests using the same or different methods 
or intermediate checks on measurement equipment. It is also 
useful for the laboratory to retain appropriate control of its 
quality management system documents (e.g., procedures, 
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instructions, calibration tables, specifications, alerts, etc.) for 
the purpose of updating and checking their validity, the con-
trol of the files, the control of the actions to treat threats and 
seizing opportunities, the control of corrective actions, etc.

External quality control, on the other hand, is performed 
by analyzing blind control samples sent to the laboratory 
by external, inter-laboratory comparison providers, to check 
the accuracy of results independently and objectively. The 
laboratory participating in an external quality control pro-
gram must state the tests it performs, as well as the methods 
and instruments it uses, if required [68, 69]. The success-
ful participation of a laboratory in external quality control 
programs provides objective proof of the adequacy of the 
laboratory to its customers as well as to the accreditation and 
regulatory bodies [70]. Non-valid results, however, indicate 
the existence of inconsistencies in the analysis chain of the 
samples, e.g., in the used test method, equipment or person-
nel [71] and shall carefully reviewed and appropriately cor-
rected. Although tests must be performed in the same way 
as routine samples, the pre-analytical procedure, however, 
often differs as the samples sent may be in a different form 
(e.g., in a lyophilized form) or in different containers (e.g., in 
different types of tubes) and require different pre-analytical 
treatment. Therefore, the program organizer must provide 
clear instructions on the maintenance and preparation of 
external quality control samples [72].

Results reporting

The final step in the testing process is the results reporting. 
The risk of this stage may be the incorrect sending of results 
to the customer due to some falsification or even loss of data 
that may occur during the receipt, transfer, processing, and 
storage of data. Even if data handling software is used, data 
can be violated or modified by error or deceit [73].

To avoid the risk of reporting incorrect results to clients, 
the laboratory shall have two or even three-level data con-
trol procedures in place. When software is used to manipu-
late the data, these programs should be verified before use 
with appropriate protection to prevent tampering or acci-
dental modification. However, for further improvement, 
these recording processes could be integrated into a LIMS 
which minimizes the need to manually transcribe data, and 
through appropriate electronic controls, data integrity can be 
ensured. The system could also record any failure as well as 
the corrective actions taken for reference. In cases where a 
declaration of conformity of the test to a specification or to 
a standard is requested, the laboratory is recommended to 
document the decision rules considering the relevant risk. 
This enhances the consistency of the results provided and 
avoids the risk of false acceptance or rejection [12].

To prevent late reporting of results to the client, the com-
bination of a LIMS with a web-based reporting system can 
be used. This combination is an important tool with which 
clinical and analytical laboratories can significantly speed up 
the process of presenting their test results to their customers 
increasing their satisfaction and trust to the laboratory [49].

Impartiality – confidentiality

Impartiality and confidentiality are two aspects that are 
included in the general requirements of the latest edition 
of ISO/IEC 17025, giving special attention to the importance 
of effective risk management resulting from the lack of these 
aspects. In particular, the laboratory is obliged to identify the 
risk associated with its impartiality on an ongoing basis and 
to demonstrate how to eliminate or minimize this risk. For 
example, it should identify the risk arising from its activities, 
relationships with stakeholders (top management representa-
tives, clients, service providers, etc.) or staff relationships. 
Impartiality is defined in ISO/IEC 17025:2017 standard as 
the existence of subjectivity in relationships that may affect 
the laboratory's impartiality and are based on ownership, 
governance, administration, staff, shared resources, finances, 
contracts and more.

However, impartiality is not always intentional but most 
of the time is done unintentionally by hard working, dedi-
cated, honest and competent employees who try to do their 
job impartially but still fail. It is then considered as cognitive 
bias, which is widespread and implicit [74, 75]. The impact 
of such implicit bias is significant, as it affects not only the 
examiner's judgment, but also it creates phenomena known 
as “bias cascade” and “bias snowball.” The “bias cascade” 
effect occurs when irrelevant information spills from one 
stage to another, thereby creating bias. In the “snowball 
bias” effect, bias is not only simply carried over from one 
stage to the next but sequentially grows as unrelated infor-
mation from a variety of sources integrating and influencing 
one another [76–79]. Therefore, it is extremely important to 
take the necessary steps to prevent and address bias.

The laboratory is also obliged to ensure the protection 
of confidential information concerning its customers and is 
responsible for managing all information received or gener-
ated during the execution of its activities. As impartiality 
and confidentiality adversely affect the laboratory's goals 
and compliance with the requirements of the ISO/IEC 17025 
standard, they should be treated like any other risk. There-
fore, an effective risk management system is required to deal 
with these risks [11, 80].

The above is achieved by upper management's com-
mitment to impartiality and adopting appropriate policies, 
procedures, and best practices to monitor the risk of bias 
and, where necessary, taking action to prevent or mitigate it. 
Undoubtedly, appropriate training is a critical parameter to 
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assure impartiality and confidentiality. Staff must be trained 
in relation to cognitive bias so that they understand the exist-
ence and importance of appropriate policies, procedures, and 
practices [11]. Ensuring confidentiality in laboratories also 
requires an effective and clearly defined laboratory manage-
ment system that provides all relevant information, in an 
accessible format, including documentation of the labora-
tory's confidentiality policies, procedures and guidelines. A 
written confidentiality policy is therefore essential, provid-
ing clear instructions to all laboratory workers and being 
signed by them. A confidentiality agreement is a standard 
practice for many businesses and can remain in place indefi-
nitely, protecting the laboratory even after staff leave, as well 
as from outside partners. There should be also a plan that 
outlines exactly how laboratory personnel should react in 
case that workplace confidentiality policies or procedures 
are being violated.

Paper documents and records should be kept in a secure 
location inaccessible to non-laboratory personnel, and when 
no longer needed, are destroyed before disposal. Special care 
should be also taken with mobile phones to avoid pictures 
of classified documents to be taken for unintended use. In 
addition, the electronic documentation is stored on a secure 
network and viewed only on secure devices.

Digitilization

Modern laboratories are increasingly dependent on comput-
ers and other electronic devices for both their administrative 
and analytical functions. For example, the results obtained 
from the laboratory equipment are automatically stored in 
raw data files. These technological developments create new 
opportunities but also risks [73]. Potential risks are data loss, 
the possibility of breaching and modifying raw data files 
generated by laboratory equipment, and incorrect input of 
information into LIMS. According to Tully et al. [81], the 
main risks faced by digital forensic laboratories that use 
quality standards include:

•	 The existence of inaccurate or insufficient information 
in the technical files and the absence of a mechanism to 
detect subsequent changes in the files.

•	 Problems with computer systems security, energy supply, 
use of passwords for files opening or computers use and 
data backup processes.

•	 Absence or insufficiency of detailed procedures for the 
processing of digital data or the documented procedures 
are not followed consistently by the staff.

•	 Lack of strong quality control mechanisms and problems 
with validation of methods. Computer systems used to 
store the data generated (raw and processed) can deal 
with problems leading to information loss. Under some 
circumstances, the original data files can be recovered 

from hard drives using appropriate digital methods, but 
these can be costly and time consuming. However, even if 
digital data can be preserved, it is malleable and subject 
to undetectable changes in its content or metadata. The 
lack of proper data retention procedures makes it more 
difficult or even impossible to retrieve the original files 
and verify their integrity. In addition, standard backup 
procedures do not have the fidelity of digital forensic 
mechanisms.

One way to preserve digital data is to create backups. 
However, routine backup procedures do not have the fidelity 
of digital preservation mechanisms for some critical data, 
such as those of forensic laboratories. Data files created by 
laboratory equipment and stored on computers can be modi-
fied by mistake or intentionally. Depending on the data type 
and the modification method, it may be possible to detect 
changes or amendments. Normal backup procedures, even 
those updated to preserve digital forensics data, are not fool-
proof. Data can be falsified, and the computer system can 
be refreshed to make it appear that the change was made at 
some point in the past [73].

To manage the risks of inadvertent alteration as well as 
intentional breach, the solution is to update the traditional 
practices of tracking data provenance and use digitized ledg-
ers of global custody [82, 83]. These ledgers can be imple-
mented in such a way that they are inviolable and indepen-
dently verifiable.

The use of automated systems by specialized labora-
tory staff who interpret the results of the analyzes, can help 
maintain consistency and increase the effectiveness of the 
analysis. However, these systems, including those with 
artificial intelligence (AI) and machine learning (ML), can 
have errors resulting in erroneous results [84]. In addition, 
they are sensitive to bias due to poorly selected data sets, 
as well as lead to misinterpretations when the results are 
not fully understood [85]. For example, when automated 
AI/ML systems are used to support forensic research and 
forensic analysis, such as comparing faces in digital video 
or photographs, false-positive algorithms can lead to errone-
ous results [73].

Financial risk

Over the last years and due to the outbreak of the economic 
and health crises worldwide, the tight financial policy in 
many laboratories either of the public or the private sec-
tor, along with various bureaucratic obstacles, may have 
negative impact on their overall technological or economic 
growth. Laboratories should made efforts for cost cutting 
assuming that accurate knowledge of their test costs exists. 
It is common sense that many laboratories do not exactly 
know the cost of services they provide or, additionally, do 
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not take early measures to timely upgrade their equipment 
and analytical instruments as well as to restore staff losses 
from resignations or retirements maybe due to reduced finan-
cial budget or state subsidies.

Adequate test cost accounting requires a joint effort 
between financial experts and those with a broad knowledge 
of laboratory testing. The absence of a solid cost accounting 
may lead to a risky incremental costing and, thus, up-to-
date cost information to price laboratory services along with 
adequate programming of laboratory's financial and human 
needs (e.g., compiling a business plan) can proven to be effi-
cient control measures for their financial sustainability and 
future development. Furthermore, top management repre-
sentatives play a crucial role in finding or securing financial 
resources to cover the laboratory's human and infrastructure 
needs.

Conclusion

The complex activities and the operational framework of 
a modern laboratory involve many risks with adverse con-
sequences for the testing outcomes, the health of workers 
and the environment. For this reason, risk management pro-
cedures should be integrated into the laboratories' quality 
system procedures and become integral part of their daily 
routine. Many methods have been developed to identify and 
assess risk. Most of them are described in ISO 31010:2019, 
while the general method instructions are referred in 
ISO 31000:2018.

The major sources of risk in a laboratory are the person-
nel themselves, the samples to be analyzed, the chemical 
reagents and waste, the equipment, the test methods, the 
measurement, the non-updated quality control procedures, 
the results reporting, the impartiality and confidentiality, the 
digitalization and, last but not least, the financial aspects. 
Implementing an efficient quality management system, the 
laboratory can reduce the risks to a tolerable level when 
clear procedures, continuous supervision, inspections, as 
well as training and continuous education of its staff and 
upgrades of its equipment with systems automation are 
maintained. A continuous management of risks is neces-
sary for the emergence of new priorities and the continu-
ous implementation of necessary actions for the purpose of 
safety and prevention.

Therefore, risk management is fundamental to ensure 
safe internal and external laboratory environment as well as 
to assure the delivering of reliable and competent services. 
Moreover, the implementation of a risk-based thinking can 
positively affect the outcome of regular assessments in order 
to explore opportunities for increasing the effectiveness of 
the management system and preventing negative effects.
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