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Abstract
Quality requirements deal with how well a product should perform the intended functionality, such as start-up time and 
learnability. Researchers argue they are important and at the same time studies indicate there are deficiencies in practice. 
Our goal is to review the state of evidence for quality requirements. We want to understand the empirical research on quality 
requirements topics as well as evaluations of quality requirements solutions. We used a hybrid method for our systematic 
literature review. We defined a start set based on two literature reviews combined with a keyword-based search from selected 
publication venues. We snowballed based on the start set. We screened 530 papers and included 84 papers in our review. 
Case study method is the most common (43), followed by surveys (15) and tests (13). We found no replication studies. The 
two most commonly studied themes are (1) differentiating characteristics of quality requirements compared to other types of 
requirements, (2) the importance and prevalence of quality requirements. Quality models, QUPER, and the NFR method are 
evaluated in several studies, with positive indications. Goal modeling is the only modeling approach evaluated. However, all 
studies are small scale and long-term costs and impact are not studied. We conclude that more research is needed as empiri-
cal research on quality requirements is not increasing at the same rate as software engineering research in general. We see 
a gap between research and practice. The solutions proposed are usually evaluated in an academic context and surveys on 
quality requirements in industry indicate unsystematic handling of quality requirements.

Keywords  Systematic literature review · Quality requirements · Non-functional requirements · Empirical evidence

1  Introduction

Quality requirements—also known as non-functional 
requirements—are requirements related to how well a 
product or service is supposed to perform the intended 

functionality [48]. Examples are start-up time, access con-
trol, and learnability [56]. Researchers have long argued the 
importance of quality requirements [39, 68, 82]. However, 
to what extent have problems and challenges with quality 
requirements been studied empirically? A recent system-
atic mapping study identified quality requirements as one 
of the emergent areas of empirical research [7]. There are 
several proposals over the years for how to deal with qual-
ity requirements, e.g., the NFR method [78], QUPER [87], 
quality models [37], and i* [107]. However, to what extent 
have they been empirically validated? We present a system-
atic literature review of empirical studies on problems and 
challenges as well as validated techniques and methods for 
quality requirements engineering.

Ambreen et al. conducted a systematic mapping study 
on empirical research in requirements engineering [7], 
published in 2018. They found 270 primary studies where 
36 papers were categorized as research on quality require-
ments. They concluded that empirical research on qual-
ity requirements is an emerging area within requirements 
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engineering. Berntsson Svensson et  al. carried out a 
systematic mapping study on empirical studies on qual-
ity requirements [15], published in 2010. They found 18 
primary empirical studies on quality requirements. They 
concluded that there is a lack of unified view and reliable 
empirical evidence, for example, through replications and 
that there is a lack of empirical work on prioritization in 
particular. In our study, we follow up on the systematic 
mapping study om Ambreen et al. [7] by performing a sys-
tematic literature review in one of the highlighted areas. 
Our study complements Berntsson Svensson et al. study 
from 2010 by performing a similar systematic literature 
review 10 years later and by methodologically also using 
a snowball approach.

There exist several definitions of quality requirements 
as well as names [48]. Glinz defines a non-functional 
requirement as an attribute (such as performance or secu-
rity) or a constraint on the system. The two prevalent terms 
are quality requirements and non-functional requirements. 
Both are used roughly as much and usually mean approxi-
mately the same thing. The ISO25010 defines quality in 
use as to whether the solution fulfills the goals with effec-
tiveness, efficiency, freedom from risk, and satisfaction 
[56]. Eckhardt et al. analyzed 530 quality requirements and 
found that they described a behavior—essentially a func-
tion [40]. Hence, the term non-functional might be coun-
ter-intuitive. We use the term quality requirements in this 
paper. In layman’s terms, we mean a quality requirement 
expresses how well a solution should execute an intended 
function, as opposed to functional requirements which 
express what the solution should perform. Furthermore, 
conceptually, we use the definition from Glinz [48] and the 
sub-characteristics of ISO25010 as the main refinement of 
quality requirements [56].

We want to understand from primary studies (1) what 
are the problems and challenges with quality requirements 
as identified through empirical studies, and (2) which qual-
ity requirements solutions have been empirically validated. 
We are motivated by addressing problems with quality 
requirements in practice and understanding why qual-
ity requirements is still, after decades of research, often 
reported as a troublesome area of software engineering in 
practice. Hence, we study which are the direct observa-
tions and experience with quality requirements. We define 
the following research questions for our systematic litera-
ture review: 

RQ1	 Which empirical methods are used to study quality 
requirements?

RQ2	 What are the problems and challenges for quality 
requirements identified by empirical studies?

RQ3	 Which quality requirements solution proposals have 
been empirically validated?

We study quality requirements in general and therefore 
exclude papers focusing on specific aspects, e.g., on safety 
or user experience.

We summarize the related literature reviews in Sect. 2. 
We describe the hybrid method we used for our system-
atic literature review in Sect. 3. Section 4 elaborates on the 
findings from screening of 530 papers to finally include 84 
papers from the years 1995 to 2019. We discuss the results 
and threats to validity in Sect. 5; empirical studies on qual-
ity requirements are—in relative terms—less common than 
other types of requirements engineering papers, there is a 
lack of longitudinal studies of quality requirements top-
ics, we found very few replications. We conclude the paper 
in Sect. 6 with a reflection that there seems to be a divide 
between solutions proposed in an academic setting and the 
challenges and needs of practitioners.

2 � Related work

A recent systematic mapping study on empirical studies 
on requirements engineering states that quality require-
ments are “by far the most active among these emerging 
research areas” [7]. They classified 36 papers of the 270 
they included as papers in the quality requirements area. 
In their mapping, they identify security and usability as the 
most common topics. These results are similar to that of 
Ouhbi et al. systematic mapping study from 2013 [81]. How-
ever, they had slightly different keywords in their search, 
including also studies on quality in the requirements engi-
neering area, which is not necessarily the same as quality 
requirements. A systematic mapping study is suggested for 
a broader area whereas a systematic literature review for a 
narrower area which is studies in more depth [63]. To our 
knowledge, there are no recent systematic literature reviews 
on quality requirements.

Berntsson Svensson et al. performed a systematic lit-
erature review on empirical studies on managing quality 
requirements in 2010 [15]. They identified 18 primary 
studies. They classified 12 out of the 18 primary studies 
as case studies, three as experiments, two as surveys, and 
one as a mix of survey and experiment. They classified 
only four of the 18 studies as properly handling validity 
threats systematically. Their results indicate that there is 
a lack of replications and multiple studies on the same or 
similar phenomena. However, they identify a dichotomy 
between two views; those who argue that quality require-
ments need special treatment and others who argue quality 
requirements need to be handled at the same time as other 
requirements. Furthermore, they identify a lack of stud-
ies on prioritization of quality requirements. Berntsson 
Svensson et al. limited their systematic literature review 
to studies containing the keyword “software,” whereas we 
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did not in our study. Furthermore, Berntsson Svensson 
et al. performed a keyword-based literature search with a 
number of keywords required to be present in the search 
set. We used a hybrid approach and relied on snowballing 
instead of strict keywords. Lastly, we used Ivarsson and 
Gorschek [58] for rigor, which entailed stricter inclusion 
criteria, i.e., as a result we did not include all studies 
from Berntsson Svensson et al. This, in combination with 
performing the study 10 years afterward, means we com-
plement Berntsson Svensson both in terms of the method 
as well as studied period.

Alsaqaf et al. could not find any empirical studies on 
quality requirements in their 2017 systematic literature 
review on quality requirements in large-scale agile pro-
jects [5]. They included studies on agile practices and 
requirements in general. Hence, their scope does not 
overlap significantly with ours. They found, however, 12 
challenges to quality requirements in an agile context. 
For example, a focus on delivering functionality at the 
expense of architecture flexibility, difficulties in docu-
menting quality requirements in user stories, and late 
validation of quality requirements. We do not explicitly 
focus on agile practices. Hence, there is a small overlap 
between their study and ours.

3 � Design

We designed a systematic literature review using a hybrid 
method [77]. The hybrid method combines a keyword-
based search, typical of a systematic literature review 
[63], to define a start set and a snowball method [105] to 
systematically find relevant papers. We base our study on 
two literature reviews [7, 15], which we complement in 
a systematic way. The overall process is found in Fig. 1.

3.1 � Approach

We decided to use a hybrid approach for our literature 
review [77]. A standard keyword-based systematic litera-
ture review [63] can result in a very large set of papers to 
review if keywords are not restrictive. On the other hand, 
having too restrictive keywords can result in a too-small 
set of papers. A snowball approach [105], on the other 
hand, is sensitive to the start set. If the studies are pub-
lished in different communities not referencing each other, 
there is a risk of not finding relevant papers if the start 
set is limited to one community. Hence, we used a hybrid 

Fig. 1   We used two different 
approaches to create the start 
sets: Start set I is based on two 
other literature reviews, and 
Start set II is created through 
a keyword-based search in 
relevant publication venues. 
The two start sets are combined 
and snowballed on to arrive at 
the final set of included papers. 
The numbers between the steps 
in each set are the number of 
references within that set. The 
numbers between the sets are 
the total number of references 
included in the final set
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method where we combine the results from a systematic 
mapping study and a systematic literature review to give 
us one start set with a keyword-based search in the pub-
lication venues of the papers from the two review papers.

1.	 Start set I

We defined Start set I for our systematic literature review 
by using a systematic mapping study on empirical evidence 
for requirements engineering in general [7] from 2018 and 
a systematic literature review from 2010 [15] with similar 
research questions as in our paper.

The systematic literature review from 2010 by Berntsson 
Svensson et al. includes 18 primary studies [15]. However, 
we have different inclusion criteria (see Sect. 3.2). Hence, 
not all the references are included. In our final set, we 
included 10 of the 18 studies.

The systematic mapping by Ambreem et al. from 2018 
looks at empirical evidence in general for requirements engi-
neering [7]. They included 270 primary studies. However, 
there are some duplicates in their list. They classified 36 
papers to be in the quality requirements area. However, there 
is an overlap with the Berntsson Svensson et al. review [15]. 
When we remove the already included papers from Bernts-
son Svensson et al., we reviewed 24 from Ambreem et al. 
and in the end included 4 of them. 

2.	 Start set II

To complement start set I, we also performed a keyword-
based search. We have slightly different research questions 
than the two papers in the Start set I. Therefore, our search 
string is slightly different than that of Ambreen et al. and 
Berntsson Svensson et al. Also, the most recent references in 
Start set I are from 2014, i.e., five years before we performed 

our search. Hence, we also fill the gap of the papers pub-
lished since 2014. We include all studies, not just studies 
from 2014 and onward, as our method and research ques-
tions are slightly different.

We used the most frequent and highly ranked publication 
venues from Start set I to limit our search but still have a 
relevant scope. Table 1 summarizes the included conferences 
and journals. Even though the publication venues included 
are not an exhaustive list of applicable venues, we believe 
they are representative venues that are likely to include most 
communities and thereby reducing the risk with a snowball 
approach of missing relevant publications, as intended with 
the hybrid method.

We used Scopus to search. The search was performed 
in September 2019. Table 2 outlines the components of 
the search string. The title and abstract were included in 
the search and only papers that include both the keyword 
for quality requirements and the keywords for empirical 
research.

Table 1   Journals and 
conferences included in finding 
the Start set II

aBefore 2005, the REFSQ conference is not searchable in Scopus. As we are snowballing, we do not see 
this as a large threat to the validity

Topic Forum

Software Engineering International conference on software engineering
Asia-Pacific software engineering conference
International computer software and applications conference
Symposium on applied computing
Transactions on software engineering
Information and software technology
Journal of systems and software

Requirements Engineering International requirements engineering conference
Requirements engineering: foundation for software qualitya

Requirements engineering journal
Empirical Software Engineering Empirical software engineering symposium

Empirical software engineering journal

Table 2   The components of the search string used in Scopus. Scopus 
handles stemming, variation such as “non-functional” and “non func-
tional,” etc. Hence, possible variations are handled

Topic Keyword

Quality requirements (“Quality requirements” OR
“Non-functional requirements” OR
“Extra functional properties”)
AND

Empirical studies (“Empirical” OR
“Survey” OR
“Case study” OR
“Experiment” OR
“Interviews” )
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3.	 Snowballing

The last step in our hybrid systematic review [77] is the 
snowballing of the start set papers. We snowballed on the 
extended start set—the combination of Start set I and Start 
set II—to get to our final set of papers (cf. Fig. 1). In a 
snowball approach, both references in the paper (backward 
references) and papers referring to the paper (forward refer-
ences) were screened [105]. We used Google Scholar to find 
forward references.

3.2 � Planning

We arrived at the following inclusion criteria, in a discussion 
among the researchers and based on related work: 

1.	 The paper should be on quality requirements or have 
quality requirements as a central result.

2.	 There should be empirical results with a well-defined 
method and validity section, not just an example or anec-
dotal experience.

3.	 Papers should be written in English.
4.	 The papers should be peer-reviewed.
5.	 The papers should be primary studies.
6.	 Conference or journal should be listed in reference rank-

ing such as SJR.

Similarly, we defined our exclusion criteria as: 

1.	 Literature reviews, meta-studies, etc.,—secondary stud-
ies—are excluded.

2.	 If a conference paper is extended into a journal version, 
we only include the journal version.

3.	 We include papers only once, i.e., duplicates are 
removed throughout the process.

4.	 Papers focusing on only specific aspect(s) (security, sus-
tainability, etc.) are excluded.

All researchers were involved in the screening and classifica-
tion process, even though the primary researcher performed 
the bulk of the work. The screening and classification were 
performed as follows: 

1.	 Screen based on title and/or abstract.
2.	 We performed a full read when at least one researcher 

wanted to include the paper from the screening step.
3.	 Papers were classified according to the review proto-

col, see Sect. 3.3. This was performed by the primary 
researcher and validated by another researcher.

To ensure reliability in the inclusion of papers and coding, 
the process was performed iteratively according to the sets. 

1.	 For Start set I, all references from the systematic litera-
ture review [15] and systematic mapping study [7] were 
screened by two or three researchers. We only used the 
title in the screening step for Start set I. Full read and 
classification were performed by two or three research-
ers.

2.	 For Start set II, the screening was primarily performed 
by the primary researcher but with frequent alignment 
with at least one more researcher to ensure consistent 
screening—both on title and abstract. Similarly for the 
full read and classification of the papers. Specifically, we 
paid extra attention to which papers to exclude to ensure 
we did not exclude relevant papers.

3.	 The primary researcher performed the snowballing. We 
screened on title only for backward and forward snow-
balling. We included borderline cases, to ensure we did 
not miss any relevant references.

The full read and classification were primarily performed 
by the primary researcher for Start set II and the Snow-
balling set. A sample of the papers was read by another 
researcher to improve validity in addition to those cases 
already reviewed by more than one researcher.

The combined number of primary studies from the 
systematic literature review [15] and systematic map-
ping study [7] are 288 in Start set I. However, there is 
an overlap between the two studies and there are some 
duplicates in the Ambreen et al. paper [7]. In the end, we 
had 274 unique papers in Start set I. After the screening, 
41 papers remained. After the full read, additional papers 
were excluded resulting in 14 papers in the Start set I.

Our search in Start Set II resulted in 190 papers. A total 
of 173 papers remained after removing duplicate papers 
and papers already included in Start set I. After the screen-
ing and full read, the final Start set II was 23. Hence, the 
extended start set (combining Start set I and Start set II) 
together resulted in the screening of 447 papers and the 
inclusion of 37 papers.

The snowball process was repeated until no new papers 
are found. We iterated 2 times—denoted I1 and I2 in 
Fig. 1. In iteration 1, we reviewed 77 papers and included 
43. In iteration 2, we reviewed 6 papers and included 4. 
This resulted in a total of 84 papers included and 530 
papers reviewed.

3.3 � Classification and review protocol

We developed the review protocol based on the systematic 
literature review [15] and systematic mapping study [7], 
the methodology papers [63, 105], and our research ques-
tions. The main items in our protocol are:
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•	 Type of empirical study according to Wieringa et al. 
[104]. As we are focusing on empirical studies, we use 
the evaluation type—investigations of quality require-
ments practices in a real setting—,validation type—
investigations of solution proposals before they are 
implemented in a real setting—,or experience type—
studies where the researchers are taking a more part in 
the study, not just observing.

•	 Method used in the papers. We found the following pri-
mary methods used: Experiment, test, case study, survey, 
and action research.

•	 Analysis of rigor according to Ivarsson and Gorschek 
[58].

•	 Thematic analysis of the papers—in an initial analysis 
based on the author keyword and in later iterations fur-
ther refined and grouped during the analysis process.

We used a spreadsheet for documentation of the classifica-
tion and review notes. The classification scheme evolved 
iteratively (see Sect. 3.2) as we included more papers. The 
initial themes were documented in the review process. 
In the analysis phase, the initial themes were used for an 
initial grouping of the papers. The themes were aligned 
and grouped in the analysis process of the papers, which 
included a number of meetings and iterative reviews of the 
results. The final themes which we used for the papers are 
the results of the iterative analysis process, primarily per-
formed by the first and third researcher.

3.4 � Validity

All cases where there were uncertainties whether to 
include a paper—both in the screening step and the full 
read step—or on the classification were reviewed by at 
least two researchers. Furthermore, to ensure consistent 

use of the inclusion and exclusion criterion as well as the 
classification we also sampled and reviewed papers that 
had only been screened or reviewed by only one researcher.

We used Scopus for Start set II. We confirmed that all 
journals and conferences selected from Start set I were 
found in Scopus. However, REFSQ was only indexed from 
2005 and onward. However, we do not see this as a prob-
lem as we are snowballing and the papers that are missing 
from the Scopus search due to this, should appear in the 
results through the snowballing process.

We used Google Scholar in the snowballing. This is 
recommended [105] and usually gives the most complete 
results.

A hybrid search strategy can be sensitive to starting 
conditions, as pointed out by Mourão et al. [77]. How-
ever, their results indicate that the strategy can produce 
similar results as a standard systematic literature review. 
We carefully selected the systematic literature review and 
the systematic mapping study as Start set I and extended it 
with a keyword-based search for selected forums in Start 
set II. Hence, we believe the extended start set on which 
we snowballed is likely to be sufficient to ensure a good 
result when complemented with the snowball approach.

4 � Analysis and results

The screening and reading of the papers in Start set I was 
performed in August and September 2019. The keyword-
based search for Start set II was performed in September 
2019. The snowballing was subsequently performed in 
October and November. In total, 530 papers are screened, 
of which 194 papers are read in full. This resulted in 
including 84 papers, from 1995 to 2019—see Fig. 2.

Fig. 2   An overview of papers 
included—publication type and 
year of publication
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4.1 � RQ1 Which empirical methods are used to study 
quality requirements?

The type of studies performed is found in Table 3—catego-
rized according to Wieringa et al. [104]. We differentiate 
between two types of validations: experiments involving 
human subjects and tests of algorithms on a data set. For 
the latter, the authors either report experiment or case study, 
whereas we call them test. The evaluations we found are 
either performed as case studies or surveys. Lastly, we found 
three papers that used action research—categorized as expe-
rience in Table 3. It should be noted that the authors of the 
action research papers did not themselves explicitly say they 
performed an action research study. However, when we clas-
sified the papers, it is quite clear that, according to Wieringa 
et al. [104], they are in the action research category.

Case studies in an industry setting are the most common 
(35 of 84), followed by surveys in industry (14 of 84) and 
test in academic settings (13 of 84). This indicates that 
research on quality requirements is applied and evidence 
is primarily of individual case studies rather than through 
validation in laboratory settings. Case studies seem to 
have similar popularity over time, see Fig. 3. We specu-
late that since requirements engineering in general as well 
as quality requirements in particular is a human-intensive 

activity, there are not so many clear cause–effect relation-
ships to study in a rigorous experiment. Rather, it is more 
important to study practices in realistic settings. However, 
there are only three longitudinal studies.

Tests are, in contrast to the case studies, primarily per-
formed in an academic setting, which is not necessarily 
representative in terms of scale and artifacts. The papers 
are published from 2010 to 2019—one exception, pub-
lished in 2007, see Fig. 3. One explanation might be the 
developments in computing driving the trend to use large 
data sets.

We found only one study on open source, see Table 3, 
which is also longitudinal. We speculate that requirements 
engineering is sometimes seen as a business activity where 
someone other than the developers decides what should be 
implemented. In open-source projects, there is often a del-
egated culture where there is no clear product manager or 
similar deciding what to do, albeit there can be influential 
individuals such as the originator or core team member. 
We believe this entails that quality requirements engineer-
ing is different in open-source projects than when managed 
within an organization. It would be interesting to see if this 
hypothesis holds for requirements engineering in general 
and not just quality requirements. We believe, however, that 
by studying forums, issue management, and reviews that 

Table 3   Type of empirical study 
and context

Type method Validation Evaluation Experience action 
research

Total

Experiment Test Case study Survey

Academic 4 13 5 1 23
Industry 4 35 14 2 55
Mixed 2 2 1 5
Open source 1 1
Total 4 19 43 15 3 84

Fig. 3   An overview of papers 
included—method and accu-
mulated number of publications 
per year
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open-source projects are an untapped resource for quality 
requirements research.

We classify the studies according to rigor, as proposed by 
Ivarsson and Gorschek [58]. We assess the design and valid-
ity rigor. Table 4 presents our evaluation of design and valid-
ity rigor in the papers. An inclusion criterion is that there 
should be an empirical study, not just examples or anecdotes. 
Hence, it is not surprising that overall studies score well in 
our rigor assessment.

High rigor is important for validations studies—to allow 
for replications—which is also the case for 11 out of 23 stud-
ies. The number increases to 13 if we include papers with a 
rigor score 0.5 for both design and validity and to 19 if we 
focus solely on the design rigor. Interestingly, we found no 
replication studies. Furthermore, the number of studies on 
a single (similar) approach or solution is in general low. We 
speculate that the originators of a solution have an interest 
in performing empirical studies on their solution. However, 
it seems unusual that practitioners or empiricists with no 
connection to the original solution or approach try to apply 
it. Furthermore, we also speculate that academic quality 
requirements research is not addressing critical topics for 
industry as there seems not to be an interest in applying and 
learning more about them. This implies that the research on 
quality requirements might need to better understand what 
are the real issues facing software developing organizations 
in terms of quality requirements.

The validity part of rigor is also important for evalua-
tions and experience papers. Strict replications are typically 
not possible. However, understanding the contextual factors 
and validity are key in interpreting the results and assessing 
their applicability in other cases and contexts. 22 of the 58 

evaluation and 1 of the 3 experience papers do not have a 
well-described validity section (rigor score 0), and 10 evalu-
ation and 1 experience paper have a low score (rigor score 
0.5). Hence, we conclude that the overall strength of evi-
dence is weak.

4.1.1 � Validations

Experiments are, in general, the most rigorous type of 
empirical study with the most control. However, it is dif-
ficult to scale to a realistic scenario. We found four experi-
ments validating quality requirements with human subjects, 
see Table 5.

We note that all experiments are performed with stu-
dents—at varying academic levels. This might very well 
be appropriate for experiments [54]. We notice that there 
are only four experiments, which might be justified by: (1) 
Experiments as a method is not well accepted nor understood 

Table 4   Overview of rigor in the studies, based on Ivarsson and Gor-
schek [58]

We evaluate the design description—whether it would be possible 
to replicate the study—and validity description—whether the rel-
evant validity threats are well described. A score of “1” means the 
design or validation is well described in sufficient detail. A score of 
“0.5” means the design or validation is briefly described but lacking 
relevant details. A score of “0” means there is no description or it is 
described in such a way that it is not possible to understand the details

Design score Valida-
tion 
score

Validation Evaluation Experience Total

1 1 11 25 1 37
1 0.5 1 5 1 7
1 0 5 5 10
0.5 1 1 1 2
0.5 0.5 5 5
0.5 0 1 10 11
0 0 4 7 1 12
Total 23 58 3 84

Table 5   Overview of the experiment studies

Reference Year Theme Subjects Context

[3] 2005 ISO9126 158 Students
[99] 2012 CSRML (i*) 84 Students
[64] 2018 Templates 107 Students
[111] 2019 i* 32 Students

Table 6   Overview of the test studies. The data set is described in 
Table 7

Ref. Year Data set Theme

[28] 2007 DePaul07, Siemens IET Automatic analysis
[24] 2010 DePaul07 Automatic analysis
[109] 2011 DePaul07 Automatic analysis
[44] 2012 DePaul07, EU procurement Tool
[95] 2013 DePaul07, CCHIT, iTrust, 

openEMR, DUA, RFP
Automatic analysis

[85] 2013 HWS, CRS (OSS projects) Tool
[86] 2014 CCHIT, WorldVista Automatic analysis
[91] 2014 DePaul07 Automatic analysis
[94] 2016 DePaul07, Concordia corpus Automatic analysis
[74] 2016 Proprietary Automatic analysis
[66] 2017 DePaul07 Automatic analysis
[72] 2017 Mobile app store reviews Automatic analysis
[70] 2017 PTC, MIP, CCHIT Automatic analysis
[6] 2018 DePaul07 Automatic analysis
[100] 2018 DePaul07 Automatic analysis
[42] 2018 TAS, deletaIoT Runtime analysis
[60] 2019 Mobile app store reviews Automatic analysis
[10] 2019 DePaul07, Predictor models Automatic analysis
[106] 2019 DePaul07, CCHIT Automatic analysis
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in the community. (2) Scale and context are key factors for 
applied fields such as requirements engineering, making it 
more challenging to design relevant experiments.

Several empirical studies study methods or tools by 
applying them to a data set or document set. We categorize 
those as tests, see Table 6. We found three themes for tests. 

1.	 Automatic analysis—The aim is to evaluate an algorithm 
or statistical method to automatically analyze a text, usu-
ally a requirements document.

2.	 Tool—The aim is to evaluate a tool specifically.
3.	 Runtime analysis—Evaluating the degree of satisfaction 

of quality requirements during runtime.

Tests are also fairly rigorous in that it is possible to control 
the study parameters well. It can also be possible to perform 
realistic studies, representative of real scenarios. The chal-
lenge is often to attain data that is representative. The data 
set is described in Table 7.

The most commonly used data set is the DePaul07 data 
set [27]. It consists of 15 annotated specifications from stu-
dent projects at DePaul University from 2007. This data set 
consists of requirements specification—annotated to func-
tional and quality requirements as well as the type of quality 
requirement—from student projects.

There are few examples where data from commercial pro-
jects have been used. The data do not seem to be available 
for use by other researchers. There are examples where data 

from public organizations—such as government agencies—
are available and used, e.g., the EU procurement specifica-
tion, see Table 7.

The most common type of data is a traditional require-
ments document, written in structured text. There are also a 
couple of instances where use case documents are used. For 
non-requirements specific artifacts, manuals, data use agree-
ments, request for proposals (RFPs), and app reviews are 
used. From the papers in this systematic literature view, arti-
facts such as backlogs, feature lists, roadmaps, pull requests, 
or test documents do not seem to have been included.

4.1.2 � Evaluations

It is usually not possible to have the same rigorous control 
of all study parameters in case studies [38]. However, it is 
often easier to have realistic scenarios, more relevant for a 
practical setting. We found both case studies performed in 
an industry context with practitioners as well as in an aca-
demic context with primarily students at different academic 
levels. We found 43 papers presenting case study reports on 
quality requirements, see Fig. 4 (all details can be found in 
Table 10). We separate case studies that explicitly evalu-
ate a specific tool, method, technique, framework, etc., and 
exploratory case studies aiming to understand a specific con-
text rather than evaluating something specific.

Case studies sometimes study a specific object, e.g., a tool 
or method, see Table 10. We found 25 case studies explic-
itly studying a particular object. Two objects are evaluated 

Table 7   Data sets. In most 
cases when they are openly 
accessible, they can, with some 
effort, be found online

Question marks indicate that we were unable to identify the necessary information, neither in the referred 
paper nor from the resources indicated in the papers

Data set Context Access Content

DePaul07 Academic Open Annotated requirements [27]
Siemens IET Industry Closed Requirements document [28]
EU procurement Public Open Requirements document [44]
CCHIT Public Open Requirements document [95]
iTrust ? ? Requirements documents [95]
OpenEMR Public Open Manuals [95]
DUA Public ? Data Use Agreements [95]
RFP Public ? Request for Proposals [95]
HWS ? ? ? [85]
CRS Example Open Use case documents [85]
WorldVistas Public Open Requirements document [86]
Concordia RE corpus Mixed (A+P) Open Requirements documents [94]
PTC Industry Closed Project documents [70]
MIP Academic Closed Project documents [70]
TAS Example Open Project documents [42]
deltaIoT Example Open Project documents [42]
Mobile app store reviews Industry Open App reviews
Predictor models ? ? ?
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more than once, otherwise just one case study per object. 
We found no longitudinal cases; hence, the case studies are 
executed at one point in time and not followed up at a later 
time. The QUPER method is studied in several case studies 
in several different contexts (see Table 10). There are sev-
eral case studies for the NFR method; however, it seems the 
context is similar or the same in most of the cases (row 2).

We found 18 exploratory case studies on quality require-
ments where a specific object wasn’t the focus, see Table 10. 
Rather, the goal is to understand a particular theme of qual-
ity requirements. Eight case studies want to understand 
details of quality requirements, e.g., the prevalence of a 
specific type of quality requirement or what happens in the 
lifecycle of a project. Five case studies have studied the pro-
cess around quality requirements, two studies on sources of 
quality requirements (in particular app reviews), two studies 
in particular on developers’ view on quality requirements 
(specifically using StackOverflow), and lastly one study on 
metric related to quality requirements. We found two longi-
tudinal case studies.

The goal of a survey is to understand a broader context 
without performing any intervention [38]. Surveys can be 
used either very early in the research process before there is 
a theory to find interesting hypotheses or late in the process 
to understand the prevalence of a theme from a theory in 
a certain population. We found 15 surveys, see Table 8; 5 
interviews, 9 questionnaires, one both. The goals of the sur-
veys are a mix of understanding practices around the engi-
neering of quality requirements and understanding actual 
quality requirements as such.

Overall, the surveys we found are small in terms of the 
sample of the population. In most cases, they do not report 
from which population they sample. The most common 
theme is the importance of quality requirements and specific 
sub-characteristics—typically according to ISO9126 [57] or 
ISO25010 [56]. However, we cannot draw any conclusions 
as sampling is not systematic and the population unclear. 
We believe it is not realistic to systematically sample any 

Fig. 4   Overview of the case studies on quality requirements—43 
papers of the 84 included in this literature review. Scale refers to the 
context of the case study—small: sampling parts of the context (e.g., 
one part of a company) or is overall a smaller context (e.g., exam-
ple system), medium: sampling a significant part of the context or a 
larger example system, large: sampling all significant parts of a con-
text of an actual system (not example or made up). The context is also 
classified according to where the case studies are executed. Academic 
means primarily by students (at some academic level). Mixed means 
the case studies are executed in both an academic and industry con-
text. For details, please see Table 10

Table 8   Overview of the 
surveys found. The surveys in 
our study either use interviews 
or questionnaires—or both—to 
collect data. Size refers to how 
many participants—respondents 
to questionnaire or interviewees 
in interviews

a 14 interviews and 34 questionnaire respondents

Ref. Year Type Size Perspective Theme

[108] 2008 Interviews 5 Development Importance, Practices
[96] 2011 Interviews 11 Development Prioritization
[9] 2012 Interviews 13 Architects Importance, Practices
[97] 2012 Interviews 22 Development Importance, Impact
[34] 2014 Interviews 16 Architects Outsourcing, Alignment
[23] 2014 Both 48a Development Importance, Practices
[61] 2001 Questionnaire 34 Development Alignment, Importance
[62] 2007 Questionnaire 75 Users User satisfaction, Importance
[12] 2008 Questionnaire 133 Procurement Importance
[51] 2010 Questionnaire 318 Development, Users Importance
[35] 2011 Questionnaire 35 Development Importance
[84] 2012 Questionnaire 39 Development Importance
[11] 2012 Questionnaire 29 Development Quality model
[47] 2015 Questionnaire 53 Development Importance, Practices
[8] 2016 Questionnaire 56 Development Importance
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population and achieve a statistically significant result on 
how important quality requirements are nor which sub-char-
acteristics are more or less important. We speculate that, 
besides the sampling challenge, the variance among organi-
zations and point in time will likely be large, making the 
practical implications of such studies of questionable value.

4.1.3 � Experience

In action research, the researchers are more active and part 
of the work than, e.g., in a case study [38]. Whereas a case 
study does not necessarily evaluate a specific object, action 
research typically reports some kind of intervention where 
something is changed or performed. We found 3 papers we 
classify as action research types of experience papers [104], 
see Table 9.

Two of the studies are performed at one point in time [2, 
71]. One study is longitudinal, describing the changes to the 
processes and practices around quality requirements over 
several years [75]. Interestingly, all three studies directly 
refer to ISO9126 [57] or ISO25010 [56].

4.2 � RQ2 What are the problems and challenges 
for quality requirements identified by empirical 
studies?

We have grouped the studies on quality requirements themes 
thematically to analyze the problems and challenges that are 
identified in the empirical studies. The groups are developed 
iteratively among the researchers, initially from the author 
keywords in the included papers and then iteratively refined.

4.2.1 � Quality requirements and other requirements

There is an academic debate on what quality requirements 
are and what they should be called [48]. We found a study 
indicating that quality requirements—sometimes called 
non-functional requirements—are functional or behavio-
ral [41]. This is in line with other studies that report that 
a mix of requirements type is common [14]. Two studies 
find that architects address quality requirements the same 
way as other requirements [33, 84], also confirmed in other 

surveys [83]. However, there are also research studies indi-
cating a varying prevalence and explicitness than other 
requirements [14, 41, 49, 80, 90]. We interpret the current 
state of evidence to be unclear on the handling of quality 
requirements. We speculate that the answers to opinion sur-
veys might be biased towards the expected “right” answer—
as expected by the researcher—rather than the actual view-
point of the respondent.

4.2.2 � Importance and prevalence of quality requirements

Many papers present results related to the importance and 
prevalence of quality requirements—or sub-characteristics 
of quality requirements. Four papers present results from 
artifact analysis [14, 22, 80, 90]. We found eight personal 
opinion survey papers  [8, 9, 12, 23, 34, 35, 47, 97]. Simi-
larly, a list of quality requirements types is developed 
through a survey for service-oriented applications  [11]. 
Furthermore, we found three papers analyzing app store 
reviews [50, 60, 72] and two papers developer’s discussions 
on StackOverflow [1, 110] and one paper studying 8 open-
source projects communication [43]. The individual papers 
do not present statistical tests or variance measures. Fur-
thermore, we found no papers elaborating on a rationale for 
why the distribution of sub-characteristics of quality require-
ments are more or less prevalent or seems as important by 
the subjects. We hypothesize that the importance of different 
quality requirements types varies over time, domain, and 
with personal opinion. This implies that there is no general 
answer to the importance of different quality requirements 
types. Rather, we believe it is important to adapt the quality 
requirements activities—such as planning and prioritiza-
tion—to the specific context rather than to use predefined 
lists.

4.2.3 � Specification of quality requirements

We found three case study papers reporting on artifact 
analysis of realistic requirements documents [14, 41, 90]. 
The practice seems to vary in how quality requirements are 
written; quantification, style, etc. One paper reporting on 
a scope decision database analysis [80]. The prevalence of 
quality requirements features is low and varies over time. 
Two interview surveys, furthermore, find quantification var-
ies for the different cases as well as for the different quality 
requirements types [33, 97]. Four surveys indicate that qual-
ity requirements are often poorly documented and without 
template [9, 20, 23, 108]. Overall, the studies mostly report 
the usage of informal specification techniques (structured 
text) rather than specific modeling notations.

Table 9   Action research

Reference Year Context Theme

[71] 2012 Industry (Siemens) Quality models and ISO9126.
[2] 2013 Public (University) Using ElicitO to help intranet 

development at the univer-
sity.

[75] 2017 Public (gov ag) Working several years to 
improve processes, using 
ISO9126.
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4.2.4 � Roles perspective

Different roles—for example, project manager, architect, 
product manager—view and work with quality requirements 
differently. Two interview surveys report that architects are 
often involved in the elicitation and definition of quality 

requirements [9, 33]. Furthermore, the clients or custom-
ers—in a bespoken context—are not explicit nor active in 
the elicitation and definition of quality requirements [33]. 
We found six papers collecting opinion data on the prior-
ity of quality requirements types from a role perspective [8, 
9, 35, 51, 61, 97]. We did not find any particular trend nor 

Table 10   All case study papers, 
with context, scale, whether 
they are exploratory or studying 
a specific solution, and the main 
theme.

Reference Year Context Scale Exploratory Theme

[30] 1999 Academic Medium N NFR method
[55] 2001 Academic Small N QUARCC, S-COST
[31] 2004 Academic Small N NFR method
[65] 2014 Academic Small N SeNOR, NoRT
[29] 2015 Academic Small Y Understanding QRs
[26] 1995 Industry Small N NFR method
[59] 1999 Industry Large N Gilb style
[67] 1999 Industry Large N Quality profile
[69] 2001 Industry Medium Y Metrics
[49] 2001 Industry Medium Y Process evaluation
[20] 2003 Industry Small Y Process evaluation
[36] 2005 Industry Medium N IESE NFR Method
[92] 2007 Industry Medium N Quality model
[88] 2007 Industry Large N QUPER
[52] 2008 Industry Medium N MOQARE
[16] 2008 Industry Large N QUPER
[53] 2008 Industry Large Y Understanding QRs
[101] 2009 Industry Small N Light-weight process
[19] 2011 Industry Small N Business process and i*
[17] 2011 Industry Small N QUPER
[102] 2012 Industry Small N QUAMOCO
[13] 2012 Industry Large N QUPER
[83] 2012 Industry Small Y Process evaluation
[89] 2012 Industry Medium N NFR evaluation model
[25] 2013 Industry Small N QAT Framework
[33] 2013 Industry Large Y Process evaluation
[90] 2013 Industry Medium Y Understanding QRs
[18] 2015 Industry Large N QUPER
[46] 2015 Industry Small N SQIMF
[14] 2015 Industry Medium Y Understanding QRs
[41] 2016 Industry Large Y Understanding QRs
[21] 2017 Industry ? N MERLiNN
[93] 2017 Industry Large N ADEG-NFR
[50] 2017 Industry Medium Y Sources
[110] 2017 Industry Large Y Developers view
[103] 2018 Industry Large Y Sources
[22] 2019 Industry Large Y Understanding QRs
[1] 2019 Industry Large Y Developers view
[80] 2019 Industry Large Y Understanding QRs
[4] 2019 Industry Large Y Process evaluation
[32] 2001 Mixed Medium N NFR method
[79] 2007 Mixed Small N QRF
[43] 2010 Open source Medium Y Understanding QRs
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general view for different roles, except that when asked 
subjects tend to answer that quality requirements as a topic 
is important and explicitly handled—albeit that there are 
improvement potentials. Hence, it seems to us that, again, 
there might not be a general answer to the importance of 
different quality requirements types.

One study found that architects—despite being one 
source of quality requirements—are not involved in the 
scoping [34]. Another study found that relying on external 
stakeholders might lead to long lead-times and incomplete 
quality requirements [80]. We found one study on quality 
requirements engineering in an agile context. They report 
that communication and unstated assumptions are major 
challenges for quality requirements [4]. Even though opinion 
surveys indicate that subjects—independent of roles—claim 
to prioritize and explicitly work with quality requirements, 
there are indications that implicit quality requirements engi-
neering is common and this leads to misalignment.

We find evidence of how different roles perceive and 
handle quality requirements to be insufficient to draw any 
particular conclusions.

4.2.5 � Lifecycle perspective

We found two papers presenting results related to changes 
over time for the prevalence of different quality require-
ments types. Ernst and Mylopoulos study 8 open-source 
project [43] and Olsson et al. study scope decisions from 
a company [80]. Ernst and Mylopoulos did not find any 
specific pattern across the 8 open-source project in terms 
of prioritization or scoping of quality requirements. Olsson 
et al. concluded that there was an increase in the number 
of quality-oriented features and the acceptance of qual-
ity requirements in the scope decision process later in the 
product lifecycle compared to early in the product lifecycle. 
We found one student experiment on the stability of prior-
itization within the release of a smaller project [29]. They 
conclude that interoperability and reliability are more stable 
in terms of project priority whereas usability and security 
changed priority more in the release cycle. Lastly, we found 
a paper presenting a study on the presence of “Not a Prob-
lem” issue reports in the defect flow compared to how pre-
cise quality requirements are written [53]. The main result 
is that the more precise quality requirements are written, the 
lower the amount of “Not a Problem” issue reports.

The number of studies is small, which makes it diffi-
cult to draw any conclusions. However, we speculate that 
what happens over time is also likely to vary and be context 
specific. We hypothesize that there might be general pat-
terns that, for example, products early in the lifecycle tend 
to overlook quality requirements, whereas products later in 
the lifecycle tend to focus more on quality requirements. 
Furthermore, it might also be differences in the handling of 

quality requirements depending on how close to release the 
project is. We see these topics as relevant to study in more 
detail. Longitudinal studies, involving different artifacts and 
sources information, e.g., issue report systems, can be an 
interesting way forward.

4.2.6 � Prioritization

We found two case studies on quality requirements prior-
itization [33, 96]. Berntsson Svensson et al. conducted an 
interview study with product managers and project lead-
ers [96]. They found that ad hoc prioritization and prior-
ity grouping of quality requirements are the most common. 
Furthermore, they found that project leaders are more sys-
tematic (55% prioritize ad hoc) compared to the product 
managers (73% prioritize ad hoc). Daneva et al. found in 
their interview study that architects are commonly involved 
in prioritization of quality requirements [33]. They identified 
ad hoc and priority grouping as the most common approach 
to prioritization. Daneva et al., furthermore, found that 7 out 
of the 20 architects they interviewed considered themselves 
the role that sets the priority for quality requirements.

In summary, we find there is overall a lack of understand-
ing of quality requirements prioritization. The studies indi-
cate the involvement of different roles, which we believe 
warrants further research. Furthermore, the lack of system-
atic prioritization seems to be in line with requirements in 
general and not just for quality requirements.

4.2.7 � Sources of quality requirements

There can be several sources of requirements, both roles as 
well as artifacts. As reported before, architects are some-
times involved in the elicitation and definition of quality 
requirements  [9, 33]. Three studies have identified user 
reviews on mobile app markets as a potential source of qual-
ity requirements [50, 60, 103]. One study found that users 
are not sufficiently involved in the elicitation [49]. However, 
we did not find studies on, for example, usage data or cus-
tomer services data as a means to elicit and analyze quality 
requirements.

4.3 � RQ3 Which quality requirements solution 
proposals have been empirically validated?

Several techniques, tools, etc., have been proposed to 
address problem and challenges with quality requirements. 
The results of the evaluations or validation of different qual-
ity requirements solutions are grouped after similarity. The 
sections are ordered according to the number of studies.
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4.3.1 � Automatic analysis

One research direction which has gained popularity is dif-
ferent forms of automatic analysis. The idea is that a tool 
can be developed to support human engineers in different 
aspects of quality requirements engineering. All studies 
we found reported positive results.

We found a number of papers investigating automatic 
identification and classification of quality requirements 
from different types of sources [6, 10, 24, 28, 66, 70, 74, 
86, 91, 94, 95, 100, 106, 109]. The different papers test 
different algorithms and approaches on different data sets. 
The most commonly used data set is from a project course 
at DePaul University from 2007. That data set has anno-
tated requirements (functional or quality requirements) as 
well as quality requirements types, see Tables 6 and 7. 
Overall, the studies are executed in an academic context 
(11 out of 14) and all at a small scale which might not be 
representative for realistic commercial cases. Furthermore, 
it is often assumed the presence of requirements docu-
ments, which might not be the case for agile contexts.

We found two papers presenting studies of user reviews 
in app stores, e.g., Apple app store or Google play [60, 72], 
both rigorous. Similar to other work on automatic classi-
fication, the two studies evaluated different algorithms to 
identify and classify quality requirements in app reviews.

We found one paper on early aspect mining [85]. The 
study evaluated a tool to detect quality requirements 
aspects in a requirements document. Based on the detec-
tion, quality requirements are suggested to the require-
ments engineer. Another study evaluated a use case tool 
with explicit quality requirements for an agile context [44]. 
Both studies imply feasibility but cost or amount of effort 
of using them in large-scale realistic cases are not studied.

We found one study on runtime adaptations of quality 
requirements for self-managing systems [42]. Rather than 
defining fixed values for trade-offs among quality require-
ments, quality requirements are defined as intervals that 
can be optimized in runtime, depending on the specific 
operational conditions. They test their approach on two 
example systems, which show better compliance when 
using their approach than not.

We summarize that, while there are many tests and 
experiments, there are few studies of realistic scale and 
with realistic artifacts on automatic analysis in an quality 
requirements context. We also find that there is a lack of 
costs of running the automatic analysis, such as prepara-
tion of data, needs in terms of hardware and software, 
and knowledge needed by an analyst. We conclude that 
automatic analysis shows promise in an academic setting 
but has yet to be studied in a realistic scale case study or 
action research.

4.3.2 � Goal modeling

We found two experiments on different extensions of i*, 
validating usefulness and correctness of the extensions com-
pared to the original i* approach [99, 111]. The experiments 
are conducted in an academic setting. Both experiments con-
clude that the extensions are better. Based on these experi-
ments, we cannot say anything in general about modeling of 
quality requirements and usefulness of i* in general.

Researchers have performed several case studies [26, 
30–32]. The researchers and case context are similar and all 
present how the NFR method and goal modeling can work 
in different situations. One case study evaluated a process 
where business models and a quality requirements catalog 
are used to finally build a goal model for relevant quality 
requirements [19]. We found one case study using goal mod-
eling to support product family quality requirements using 
goal modeling [79]. All of these case studies are of low rigor 
both in terms of design and validity. We have found one 
paper describing a test of generating goal graphs from tex-
tual requirements documents [86], and another paper testing 
a tool for goal modeling in an agile context [44]. Both papers 
indicate feasibility, i.e., the techniques seem to work in their 
respective context.

Overall, the evidence point to that goal modeling—in 
various forms—can be used and does add benefits in terms 
of visualization and systematic reasoning. However, we have 
not found any realistic scale case studies on quality require-
ments, nor any data on effort or impact on other parts of the 
development. We have not found any surveys on modeling 
techniques used for quality requirements. Hence, we have 
not found evidence of the use of goal modeling in industry 
specifically for quality requirements. We judge the collected 
evidence that goal modeling does have potential benefits but 
they have not been evaluated in realistic scale projects with 
a systematic evaluation of the whole quality requirements 
process.

4.3.3 � Quality models and ISO9126 / ISO25010

ISO9126 [57]—and the updated version in ISO25010 [56]—
is used in many of the papers we found. Al-Kilidar et al. 
validated the usefulness of ISO9126 in an experiment with 
students [3]. They conclude that the standard is difficult to 
interpret and too general to be useful. However, the experi-
ment has a low rigor score—0.5 for design and 0 for valid-
ity—and lacks relevant validity description.

ADEG-NFR use ISO25010 [56] as catalogue of qual-
ity requirements types [93]. The IESE NFR method also 
uses the ISO standard as the basis for creating checklists 
and quality models [36]. Sibisi and van Waveren proposes 
a similar approach as the IESE NFR method, using the ISO 
standard as a starting point in customizing checklists and 
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quality model [92]. Two papers present evaluations of two 
approaches combining ISO9126 quality models with goal 
modeling [2, 19]. Another paper evaluated an approach 
where a checklist was derived from ISO9126 to guide the 
elicitation [67]. Similarly, two papers evaluate workshop 
and brainstorming approaches to elicitation and analysis 
based on ISO9126, which they propose to complement with 
multi-stakeholder workshops [65, 101]. Lastly, the Quamoco 
approach suggests connecting the abstract quality model in 
the ISO standard with concrete measurements [102].

We found one paper defining a catalog of quality require-
ments for service-oriented applications [11]. They proposed 
an initial list of quality requirements which was evaluated 
with practitioners using a questionnaire-based approach. 
Mohagheghi and Aparicio conducted a three-year-long 
project at the Norwegian Labour and Welfare Adminis-
tration [75]. The aim was to improve the quality require-
ments. Lochmann et al. conducted a study at Siemens, Ger-
many [71]. The business unit in question develops a traffic 
control system. They introduced a quality model approach 
to the requirements process for quality requirements. The 
approach is based on ISO9126 [57].

All of the approaches suggest incorporating the quality 
requirements specific parts into the overall requirements pro-
cess as well as tailoring to the needs of the specific organi-
zation. The different approaches seem to be recognized as 
useful in realistic settings, leading to a more complete under-
standing of the quality requirements scope with a reasonable 
effort. It further seems as if the tailoring part is important to 
gain relevance and acceptance from the development organi-
zations—especially when considering the experiment from 
Al-Kilidar et al. [3].

4.3.4 � Prioritization and release planning

We found one method—QUPER—focused explicitly on 
prioritization and release planning [88]. The researchers 
behind the method have performed several case studies 
to evaluate it [13, 16–18]. We also found a prototype tool 
evaluation [17]. This is the single most evaluated approach. 
QUPER is the only approach we found which is explicitly 
focused on prioritization and release planning.

We found one paper proposing and evaluating an 
approach to handle interaction and potentially conflicting 
priorities among quality requirements [46]. This is similar 
to QUARCC, which is tested in a tool evaluation [55].

We summarize that QUPER has been evaluated both with 
academics and with practitioners in realistic settings. How-
ever, the long-term impact of using QUPER seems not to 
have been studied. However, other than QUPER, we con-
clude that there is no strong evidence for other solutions for 
prioritization and release planning of quality requirements.

4.3.5 � Metrics and quality models

We found two papers evaluating the connection between key 
metrics to measure quality requirements types and user satis-
faction [62, 69]. The results imply that quality requirements 
metrics—measuring the presence of quality requirements 
types according to ISO9126 [57] in the specifications—is 
correlated with user satisfaction. Hence, even though this 
is not a longitudinal study, there are implications that good 
quality requirements engineering practices might increase 
user satisfaction. Both studies are personal opinion surveys, 
which makes it difficult to evaluate causality and root-cause. 
Furthermore, they measured at one point in time.

We found one paper proposing and evaluating an 
approach to create metrics to evaluate the responses to a 
request for proposal (RFP) [89]. The metrics are based on 
recommendations from authorities and focused on process 
metrics rather than product metrics. They report in their case 
study that they could identify specifications with deficien-
cies in quality requirements.

We summarize that there is not a lot of evidence on the 
usage of metrics in connection to quality requirements. We 
find that the studies have identified interesting hypotheses 
that can be evaluated both in an academic setting through 
experiments or case studies as well as in real settings through 
case studies or action research.

4.3.6 � Knowledge management

We found three papers on different aspects of knowledge 
management to address quality requirements engineering. 
Balushi et al. report on a study at the University of Man-
chester [2]. They applied the ElicitO framework on a project 
to enhance the university website. The ontology in ElicitO 
implements ISO9126 [57]. The MERliNN framework sug-
gests procedures to identify and manage knowledge flows in 
the elicitation and analysis process [21]. One paper evaluat-
ing a tool for QUARCC and S-Cost—knowledge-based tools 
for handling inter-relationships among quality requirements 
and stakeholders [55]. All three approaches report improved 
completeness of quality requirements and aligned terminol-
ogy among stakeholders.

We summarize that knowledge management solutions are 
not well studied in the quality requirements context. We also 
note that there are similarities between knowledge manage-
ment and quality models—which is also evident as one of 
the studies used ISO 9126 [57].

4.3.7 � Others

We found one paper evaluating MOQARE, a misuse ori-
ented approach to find adversarial quality requirements [52]. 
Another paper found that creating a clearer template and 
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instructions for how to write a specification improved not 
only the quality requirements but also the attitude towards 
quality requirements [59]. One paper evaluates a method 
for how to select an appropriate technique depending on the 
relevant quality requirements and context factors such as 
lifecycle phase, etc [25]. Kopczyńska et al. experimented on 
a template approach for eliciting quality requirements [64]. 
They define a template as a regular expression. The experi-
ment is performed with students in the third year at univer-
sity. They find that using templates improved completeness 
and overall quality of the quality requirements. However, 
using templates did not speed up the elicitation process. As 
this is a small-scale validation, more research is needed to 
understand how it performs in a realistic setting.

5 � Discussion

The results of our systematic literature review indicate that 
there are many quality requirements engineering aspects 
that warrant further research. The small number of studies 
found—84 papers over 30 years—point to a lack of studies. 
Furthermore, it seems to us that there is a divide between 
academically proposed solutions and needs of practitioners.

5.1 � RQ1 Which empirical methods are used to study 
quality requirements?

A central research question when performing a system-
atic literature review is to try and answer a specific ques-
tion through empirical evidence from several studies [63]. 
There is a tendency towards more empirical studies on qual-
ity requirements in Fig. 2. We found 1–5 papers per year in 
the 1990s and 4–11 papers per year in the 2010s. However, 
considering that the scientific community is producing more 
and more papers every year, the tendency to more empiri-
cal studies in quality requirements might be smaller than 
that of the empirical software engineering community as 
a whole. A naive search on Scopus for “empirical software 
engineering” resulted in 50–100 papers per year during the 
1990s and 450–800 papers per year in the 2010s. When we 
further limit the result to “requirements,” we end up with 
1–20 in the 1990s and 100–250 papers per year in the 2010s. 
Ambreen et al. argued that quality requirements research is 
one of the emerging areas in their mapping study [7]. In their 
mapping study, they found 1–7 papers per year in the 1990s 
and 17–32 papers 2005–20121. In a recent paper in IEEE 
Software, quality requirements or non-functional require-
ments occurred in less than 1% as a keyword in papers in the 

Requirements Engineering Journal and at the REFSQ con-
ference and not at all in the top-ten list for the Requirements 
Engineering conference [98]. This is an indication that the 
statement that quality requirements being an emerging area 
of research needs to be nuanced. We believe there is a need 
for further research on quality requirements. However, with 
the results we got from our study, it seems that the research 
on quality requirements might be less directed towards the 
practical challenges facing industry. This, however, is some-
thing that needs more research to be confirmed.

It should be noted that we have not included studies 
where specific sub-characteristics of quality requirements, 
such as security or usability, are the focus. Ambreen et al., 
however, included also those [7]. Hence, the figures we pre-
sented might be on the lower side regarding the number of 
empirical studies. At the same time, we included 84 papers, 
whereas Ambreen et al. found 36 papers. If we limit our 
results to papers before 2013—i.e., to the same period as 
Ambreen et al.—we found 43 papers.

In terms of the type of research performed, we see a simi-
lar distribution among validation, evaluation, and experi-
ence studies as Ambreen et al. [7]—see Table 3. Evaluation 
research is the most common and case study in industry the 
largest category. As noted in Sect. 4.1, however, the rigor 
overall is weak. Furthermore, replications, longitudinal, and 
evaluation studies of a particular solution are rare. Similarly, 
we found only 4 experiments that can infer that the field 
could benefit from larger research initiatives planning sev-
eral studies over many years. This would enable researchers 
to plan multiple studies, combining different research meth-
ods and larger sampling of the relevant population.

5.2 � RQ2 What are the problems and challenges 
for quality requirements identified by empirical 
studies?

We found studies claiming quality requirements are treated 
the same way as other types of requirements. We also found 
studies claiming companies do prioritize quality require-
ments and other studies claiming quality requirements are 
not handled properly. Furthermore, we found several studies 
attempting to discern which of the sub-characteristics—such 
as security or performance—are more important than others 
in a certain context. The studies we found are conducted in 
different contexts, domains, and different research methods. 
We interpret the empirical data that, on the one hand, differ-
ent sub-characteristics might warrant individual attention, 
on the other, different research questions and methods are 
needed to understand and address industry-relevant chal-
lenges. We hypothesize that the requirements engineering 
community has not yet found a good way to analyze the 
quality requirements practices and challenges. We believe 
longitudinal studies is one way forward to deepen the 

1  Their results do not include papers after 2012. Hence, we choose a 
slightly different interval.
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understanding of quality requirements over the lifecycle of 
a product family rather than individual products or even just 
one point in time. This, of course, is not isolated to quality 
requirements and would entail changes to how projects are 
funded to allow for bigger projects.

Overall, we summarize that quality requirements are 
written informally without a specific notation or modeling 
approach, there is no clear industry practice, and documen-
tation of quality requirements seems to be performed in 
the same way as other requirements. Firstly, we speculate 
that there is a lack of understanding from practitioners of 
the specific needs for quality requirements, as they do not 
seem to prioritize separate handling. We believe the key to 
improving the understanding of the importance of quality 
requirements is to better understand the consequences and 
implications of quality requirements. Secondly, we believe 
the results imply that quality requirements engineering need 
to align well with other requirements topics as the cost of 
separate handling might deter usage.

We did not find any studies connecting quality require-
ments to business value nor success criteria such as timely 
delivery or increased sales. There are some attempts to con-
nect user satisfaction to quality requirements and defect 
flows to quality requirements. There are also some studies 
trying to discern perspectives internally—e.g., that of archi-
tects. We also found some studies trying to understand app 
reviews as a source of requirements. However, we did not 
find any other studies attempting to identify other sources 
or ways of eliciting or analyzing new requirements. Interest-
ingly, we found only one study explicitly on open-source 
software. There are some studies on agile methods, but we 
did not find any studies on DevOps, nor any studies bridging 
the gap between engineering and business. We propose to 
study quality requirements in more contexts, especially soft-
ware ecosystems where commercial organizations cooperate 
both on development as well as operations. Furthermore, 
open-source is increasingly common. Hence, we believe 
these areas warrant more research.

We believe—at least for certain quality requirements 
sub-characteristics—it is key to understand the actual usage 
by actual users to discern which quality requirements to 
address. We propose data-driven approaches as an impor-
tant trend for quality requirements, seen with different auto-
matic analysis techniques of app stores. Another example 
of unexploited potential is customer service data—whether 
through, e.g., issues or reviews. We lack a clear data-driven 
perspective, where usage data, as one example, is studied 
with a quality requirements perspective. Furthermore, we 
believe the community needs to understand and address the 
connection between quality requirements and external fac-
tors such as business value or project success. An often-
cited study by Finkelstein et al. claim quality requirements 
as one source of problem [45]. We recognize, though, that 

this type of research is both challenging to design, expensive 
to perform, and difficult to get rigorous and relevant results. 
We see a need for future research in quality requirements 
to study not quality requirements in isolation but as part 
of larger studies where quality requirements are one of the 
research questions.

5.3 � RQ3 Which quality requirements solution 
proposals have been empirically validated?

Quality models—as an over-arching principle—is the most 
common approach to elicitation. The different approaches 
typically propose tailoring of a generic quality model—often 
ISO9126 [57] or ISO25010 [56]—and a process with work-
shops to elicit and analyze quality requirements. The studies 
overwhelmingly report success with such strategies, albeit 
few have concrete and validated numbers for effort nor lead-
time. However, it seems to us that there is no solid evidence 
of the cost-effectiveness of quality models, a lack of evi-
dence of adherence over time, nor clear data for success fac-
tors from a more complete scope when using quality mod-
els. We see an opportunity for companies already using—or 
willing to introduce—quality models which should make it 
reasonable to conduct longitudinal studies on quality models 
as future work.

We only found one modeling approach—goal mod-
eling. Goal modeling is—similar to quality models—well 
researched. There are experiments and case studies. How-
ever, we could not find any surveys nor action research. 
Goal modeling is, just as quality models, integrated often 
integrated into a process encompassing all aspects of qual-
ity requirements. We interpret the lack of quality require-
ments modeling studies as follows: (1) Modeling of quality 
requirements cannot be separated from the modeling of other 
requirements. This is in line with quality requirements arti-
fact studies, which often reports similar or identical speci-
fication for quality requirements and other requirements. 
(2) The modeling solutions proposed by academia are not 
something practitioners see as applicable or relevant.

We found very few studies on data-driven requirements 
engineering [73] in the context of quality requirements. 
Rather, there seems to be a focus on the requirements speci-
fication, e.g., with quality models, goal modeling, and with 
the automatic analysis studies on mining specifications for 
quality requirements. Furthermore, we could not find any 
approaches integrating quality requirements engineering 
with, for example, DevOps and continuous experimentation. 
We see a gap for studies on how user feedback (reviews, cus-
tomer service data, etc.) and usage data (measurements when 
using a software product or service) can be used for quality 
requirements prioritization, elicitation, and release plan-
ning. Furthermore, we propose that evaluating the trend over 
time as a means to better understand the connection between 
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quality requirements and user satisfaction. Especially, we see 
an opportunity with the lead-time from an improvement in 
the quality requirements—through the implementation—and 
the lead-time from downward-trending user satisfaction to 
actions taken—using various measurements—are important 
to develop relevant early forecasting metrics and improved 
prioritization mechanisms which consider estimations of the 
user satisfaction.

We note that the validation studies we found tend to 
report an improvement and rarely conclude that the propos-
als as a whole do not work. The explanations can be many, 
but publication bias can be one, another might be confirma-
tion bias. We see this as an indication that empirical software 
engineering as an area is still developing and maturing.

5.4 � Limitations and threats to validity

5.4.1 � Construct validity

Construct validity refers to the decisions on method and 
tools, and whether they are appropriate for the research 
questions. We utilized a hybrid search strategy. The risk is 
if the start set for the snowballing approach is insufficient, 
all papers will not be found when snowballing. However, 
Mourao et al. recently published an evaluation that a hybrid 
strategy is an appropriate alternative [76]. Hence, the hybrid 
method is considered to be appropriate for our research 
questions.

Start set I includes 274 papers between the years 1991 
and 2014. Start set II includes 173 papers between 1990 
and 2019—of which 70 are from the period 2015–2019. The 
snowballing iterations included 83 papers from 1976–2019. 
447 of the 530 (84%) of papers screened come from Start set 
I and the Start set II of papers. Furthermore, based on our 
experience, we believe we have included several key papers 
on empirical evidence on quality requirements. Hence, we 
believe that the fact that most of the included papers come 
from Start set I and the Start set II indicates that we have 
likely found the majority of all relevant papers. This implies 
that our method selection is appropriate.

5.4.2 � Internal validity

A validity threat is if papers are excluded even though they 
should have been included or erroneous classification. We 
ensured that all border-line cases were screened by at least 
two researchers and a sample of all papers was also screened 
by at least two researchers to mitigate this, see Sect. 3.4. We 
also followed a pre-defined method thoroughly. In the end, 
the process resulted in:

•	 For Start set I, all papers were screened by at least 2 
researchers.

•	 For Start set II, 61% of the papers were screened by at 
least two researchers.

•	 For the two snowballing iterations, 29% and 60% of 
the papers respectively were screened by at least two 
researchers.

•	 66% of the 193 papers included in the full read were read 
by at least two researchers, including reviewing the clas-
sification.

•	 83% of excluded papers in the screening step and 77% of 
the excluded papers in the full read step were read by at 
least two researchers.

Excluded papers were reviewed more often by at least two 
researchers than included papers, mitigating the threat of 
excluding papers that should be included. We argue that 
threats to internal validity are low.

There is a risk that we missed relevant papers are we 
excluded relevant papers as we excluded papers focusing on 
a specific type of quality requirements, e.g., performance or 
security. The risk is related to, on the one hand, terminology 
and, on the other, that the specific empirical study is on a 
specific type but the method or phenomena applies to qual-
ity requirements in general. For the former, we believe that 
our selection of search terms in the extended step is by far 
the most prevalent, hence, it should not be a big problem. 
Furthermore, since we also use a snowballing approach, this 
threat is further minimized. For the latter, we cannot com-
pletely dismiss the threat as some empirical evidence might 
not be presented on other papers even though the results 
might be applicable. We excluded 5 papers based on these 
criteria. Hence, we conclude that even though this is a threat, 
it is not likely to largely impact the internal from our paper.

5.4.3 � Conclusion validity

We followed a systematic process to address threats to the 
conclusion validity. Furthermore, we report the steps and 
results in such a way that it should be possible to replicate 
them. The threat to conclusion is the inclusion/exclusion pri-
marily, which entails a human judgment and thereby suscep-
tible for errors. However, as mentioned for internal validity 
threats, we used a peer review process among the authors to 
minimize the threats of human errors.

5.4.4 � External validity

External validity concerns the applicability of the results of 
our study. We believe the systematic hybrid process limits 
this threat as we do not exclude research communities nor 
do we exclude studies even if particular keywords are miss-
ing. However, we did not analyze different domains in detail 
as that information was not available in sufficient detail in 
enough studies. It might be that different domains exhibit 
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different characteristics in terms of quality requirements 
engineering. Hence, the results should be applied after care-
ful consideration.

6 � Conclusion

The results of our systematic literature review indicate that 
there are many quality requirements engineering aspects that 
warrant further research. We judge that 84 papers over 30 
years point to a lack of studies. However, this is something 
that should be studied in more detail to be confirmed. Fur-
thermore, it seems to us that there is a divide between aca-
demically proposed solutions accepted by practitioners. The 
proposed solutions are rarely evaluated in realistic settings—
and replications are non-existent. Furthermore, practitioners 
rarely report using any specific approach for quality require-
ments. At the same time, the existing surveys are small, have 
an unclear sample and population, and are rarely connected 
to any theory. We, therefore, hypothesize that overall, there 
is a lack of clear empirical evidence for what software devel-
oping organizations should adopt. This, again, is something 
that warrants further research to understand the needs of 
practitioners and their relation to proposed solutions found 
in the literature.

For practitioners, there are some recommendations of 
what has worked in realistic contexts. Quality models with 
the associated processes, QUPER, and the NFR method have 
been reported as useful in several studies. However, it is 
not clear what the return of investment is nor the long-term 
effect. Still, we believe our results indicate those to be a 
good starting point if an organization should improve their 
quality requirements practices. Furthermore, goal modeling 
has been evaluated in academic settings with positive results. 
However, we could not find any evaluations in a realistic 
setting specifically for quality requirements. In the context 
where a document or specification is received, different auto-
matic analysis approaches seem to be able to help in identi-
fying quality requirements. However, we could not find any 
available tools nor clear integration in the overall software 
engineering process. Hence, even though these solutions 
show potential, the effort needed to apply them in practice 
is unclear.

For researchers, we see a need for longitudinal studies 
on quality requirements. There are examples of solutions 
evaluated at one point in time. However, we could not find 
any studies on the long-term effect and costs of changing 
how companies work with quality requirements. We believe 
that the product or portfolio lifecycle is particularly under-
researched. Furthermore, we believe there is a lack of under-
standing of the challenges and needs in realistic settings, as 
the solutions proposed by researchers seem to fail in getting 
acceptance from practitioners. This is a rather difficult issue 

for individuals to address, rather the requirements engineer-
ing community should try to establish a new way of per-
forming research where larger and longer studies are viable.

Furthermore, there are only a few studies on sources of 
quality requirements in general and data-driven alternatives 
specifically. We believe there is potential in sources such as 
usage data, customer service data, and continuous experi-
mentation to complement stakeholder analysis, expert input, 
and focus groups. The former has the potential to take in a 
breadth of input closer to the actual users while the latter 
will focus on fewer persons’ opinions or experiences which 
will be less representative of the actual usage.

We limited our systematic literature review to quality 
requirements in general and excluding sub-categories such 
as security or usability. We believe it would be interesting 
to perform a similar study on the different sub-categories. 
For one, there might be differences in the sub-categories 
both regarding the strength of evidence and the types of 
solutions proposed. On the other, it might be that it does 
not make sense to have one solution for all types of quality 
requirements categories.
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