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Abstract Routh reduction presents the minimum number of differential equations that uniquely describe the
state of nonlinear mechanical systems where the state variables can be separated into essential ones and cyclic
ones. This work extends Routh reducibility for a relevant set of controlled mechanical systems. A chain of
theorems is presented for identifying the conditions when reduced order rank conditions can be applied for
determining the Kalman controllability of Routh reducible mechanical systems where actuation takes place
along the cyclic coordinates only, while some of the essential coordinates and their derivatives are observed.
Four mechanical examples represent the advantages of using reduced rank conditions to check and/or to exclude
linear controllability in such systems.

1 Introduction

Routh introduced his technique [22] for conservative mechanical systems in the form of a hybrid Lagrangian
and Hamiltonian description. The advantage of this Routhian formalism becomes apparent when so-called
cyclic coordinates are present in the system. By decoupling the cyclic coordinates and the related hidden
motion of the system, Routh’s method gives fewer number of ordinary differential equations, which are also
called the equations of essential motion. The reduced model captures the essential dynamics of the given
system. The so-called hidden motion, that is, the time evolution of the cyclic coordinates, can be reconstructed
based on the essential motion. The model reduction also makes it easier to investigate the dynamical behavior
either analytically or numerically. Moreover, the stability of certain steady-state motions can be analyzed by
means of Lyapunov functions that are based on the so-called Routh potential [23].

To this day, the Routh reduction is still part of active research. For example, a new application of the Routh
reducibility is presented in [20] and novel examples are revisited such as the tipple top on a cylinder’s surface
[1]. The Routhian approach served as basis for several generalizations like the new model reduction techniques
in [19], or for the extension of the theory like the one for discrete systems in [13].

Controllability is a crucial property of every control system; a system is controllable if any initial state can
be transferred to any desired state in a finite length of time by some control action [15—17]. Main applications
include redundancy/safety checking, optimal control, filter design, computer vision or stabilizing unstable
states by feedback [3,14,17,24], to mention a few only.

In the present paper, the Kalman controllability of cyclic mechanical systems is analyzed where external
actuation is restricted to the cyclic coordinates, while the essential coordinates serve as the output states. Asitis
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illustrated by several examples, this is a quite common and natural scenario in practice. In Sect. 2, the general
methodology is presented for obtaining the reduced mechanical models, and the state-space model of the
reduced system is given in closed form. A chain of theorems is presented which provide conditions of Kalman
controllability based on reduced size rank conditions. By means of the kinetic energy of the Routh reducible
system, one of the theorems present necessary conditions for Kalman controllability without constructing the
full mechanical model or the corresponding state-space model.

In Sect. 3, these results are demonstrated on the control of four nonlinear Routh reducible mechanical
systems. The first two examples, the well-known Furuta pendulum and the double inverted pendulum highlight
the advantages of the extended reduction methodology: compared with the literature (see [5,18]), reduced size
models and reduced rank controllability conditions are obtained. The third example of the Wilson pendulum
[11] demonstrates the application of the theorems when uncontrollability is proven in a Routh reducible system.
The last example of a rotor model [10] represents the limitation of the reduction methodology when the Kalman
controllability condition applied for the full state model cannot be simplified to reduced rank conditions.

2 Routh reducible systems and their control

2.1 Setup

Consider an n > 2-degree-of-freedom (DoF) holonomic mechanical system with external active forces; the
equations of motion can be obtained by the Lagrangian equations of the 2" kind in the form

d oL oL 0 0
drdyr oy o©
where L is the Lagrangian function, yx, k = 1, ..., n are the generalized coordinates and Oy, k = 1,...,n

are the generalized forces. The Lagrangian L can be expressed as
L=T-YV,

where the kinetic energy T is a function of the generalized coordinates y; and velocities yx, while the potential
function V depends on y; only. For scleronomic mechanical systems, where only time-independent geometric
constraints are present, the general form of the kinetic energy is:

1.7 .
T =3y My, @)
where y = col [yl e yn] = [yk] is the vector of generalized coordinates, y is the vector of generalized
velocities and M is the positive definite nonlinear mass matrix.

At this point, the usual Einstein summation notation is introduced: a repeated index in a product means the
summation along that index. In this particular case, the y My (y;) yi stands for Y 7 _; >/ &My ¥ replacing
the matrix products in the vector notation (2).

The Lagrangian can be independent of some of the generalized coordinates, which are called cyclic coor-
dinates. The cyclic coordinates can be eliminated from the equations of motion resulting not only in fewer
variables, but also in fewer equations [22].

Assume that the n degree of freedom mechanical system has m essential coordinates g;, i = 1, ..., m (on
which the Lagrangian depends) and n — m cyclic coordinates ¢y, @ = 1, ..., n —m. This way the generalized

coordinates can be split in the form
— |94
' [fﬂ} [% ] ’

separating and distinguishing the essential and cyclic coordinates. Similarly, the nonlinear mass matrix can be

partitioned as
A B Aiji B
M= [] = [My] = [’TJ*’“] 3)
By Dap

1
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where A = [A;;] is related to the essential velocities only, D = [Dgg] is related to the cyclic velocities only,
and B = [B;,] refers to their mixed products in the kinetic energy:

1. .. ) 1, )
T = E%‘Aij‘[i +GiBiaPa + E‘PaDaﬁﬁoﬂ .

The generalized forces Q, along the cyclic coordinates ¢, only; in this case, the Lagrangian equations of 2"
kind assume the form:

d oL JL .
——— = =0, i=1,...,m, 4)
dr ag; 0dq;
d oL
_— = :1... - . 5
dt3¢a Qer- * ’ e ©

From now on, the convention is applied that Latin subscripts (i, j, ...) run between 1 and m, while Greek
subscripts («, B, ...) run from 1 to n — m referring to essential and cyclic coordinates, respectively. Following
Routh’s classical method [22], the generalized momenta for the cyclic coordinates are introduced as

oL
00

Do (6)

The cyclic velocities ¢, can be expressed generally as a function of the essential positions g; and velocities ¢;
and all the generalized momenta pg:

¢a:¢a(Qi»é[’pﬁ)~ (7)

However, as opposed to the original derivation [6] of Routh, the generalized momenta are not constant in this
case due to the presence of external active forces represented by the generalized forces Q. Accordingly, from
Egs. (5) and (6), it follows that

Pa = Qa - ®)

It pg denotes the initial value of the generalized momentum which is determined by the initial conditions of
the system, we obtain

t
Pa = /0 Qq(v)dr + pY. )

2.2 Nonlinear equations of motions

The notation of partial derivatives with respect to positions is merged with the Einstein summation notation
by writing the index after a comma in the subscript: for example, d0/dyx = 0 x and 00k /0ym = Ui m.

Theorem 1 The nonlinear equations of motion for Routh reducible systems actuated only at the cyclic coor-
dinates are obtained in the form
Aijj — Bia (D™ Ve Bip Gj + G Aijx i

1, ) ) _ .
—54i Ajki gk — qj (Big (D l)ozﬂ Bjg) k Gk

1, _ . _ .
+ 545 (Bjo (D Yap Big).i Gk + (D™ ap Bip) j 4 Pa

1 _ _ .
+ 5 Pa (D l)aﬂ,i ppg — (D 1)aﬂBj,8),i qgjpa+ Vi

= —(D"ap Big Qu (10a)
Po = Qo - (10b)
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Proof The generalized momenta are defined as:
Pa = B_L = a_T = Biogi + Daﬁ¢ﬂ .
0o 09
Note that the symmetry property Dyg = Dg, is applied here.
The cyclic velocities in Eq. (7) can be obtained as:

¢a = (D Dappp — (D™ NapBipdi » (11)
where [(D‘l)o,,g] refers to the inverse matrix of [Dyg]. This important formula is used for eliminating the

cyclic velocities in the Routhian

) L. .
R :(pat@oz - L)‘(ll) = —quAqu

1, _ . _ .
+ 54 Bia(D DepBjpd; — Pa(D™apBipdi

1 _
+ 5 Pa(D Deppp+ V. (12)

The nonlinear equations of motion for the essential coordinates are derived from

d 9R OR
=0

—+— =
dr dg;  9g;
Evaluating the substitution of the Routhian (12), we obtain
Aijdj — Bia (D™ Vag Bigdj +d; Aij dr

1, . ) _ )
54 Ajki Gk — 4 (Big (D™ Yap Big) k Gk

1, _ .
+ 545 (Bjo (D™ ap Big).i G

_ . 1 _
+ (D™ Y Bip).j 4j Pa + 5P (D Yap.i Pp
— (D™ YapBip).i qjpa+ Vi
+ (DN Big po =0,

which is identical to Eq. (10a) in Theorem 1 after some algebraic manipulation and using Eq. (8) for replacing
the time derivative of the generalized momenta p,, with the generalized forces Q.. O

2.3 Reduced linearized equations

In case of O, = 0, the steady-state motion of the cyclic mechanical system corresponds to the trivial solution
qjt) = quq of the essential equations of motion (10a). This trivial solution is obtained from Eq. (10a) by

substituting qj.q (t)y=0and g jeq(t) = 0. Using the so-called Routh potential function
1 —1
Ro=Zpa (D Dappp+ V. (13)
the condition of the existence of the steady-state motion is equivalent to the existence of an extremum of Ry,

which leads to the condition

—0. (14)
q;

1 _
Ro,i |qe_q = <§Pa (D™ Vap.i pp + V,i)
J

Without the loss of generality, this trivial solution can always be chosen to be zero: qjq = 0. Generally, the
linearized equations can be obtained by the Taylor series expansion of the nonlinear terms and by neglecting
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the higher order ones. The quantities coming from the nonlinear mass matrix can depend on the generalized
coordinates, so these should also be expanded. For example,

(D Nap.i
gk g9=0

= (d Nap.i + @ Dap.ik g +hooot.,

(D™ Nap,i ~ (D_l)aﬁ,i|q1°q:0 + -qr +h.o.t.

where a new shorthand notation is applied for the expressions at the equilibrium q?q, that is, (d _l)alg’,’ =
(D™ Ngh; and (d Nap i == (D75 4
Theorem 2 If

(d Napi =0 (15)

in a Routh reducible system, then the reduced linearized equations of motion at the equilibrium qleq = 0 can
be obtained as

aij G; — bia (A apbjpdj + (d ap bip).j 4; P
_ . 1 _
— (@ Napbjp).i 4, Py + 51)2 d Vap.ij pgqj' +v,ijq;
= —(d Vap bip Qu - (16)

Proof The nonlinear mass matrix M and the potential function V depend on the essential coordinates g;, but
they do not depend on the essential velocities ¢;. To linearize the equations of essential motion (10a), the
Taylor series expansion of A;;, Bjq, (D’l)aﬁ and V; are needed at the equilibrium qleq =0:

A

Aji Al e + — - gr + h.o.t.
U TG=0 T g 4£9=0 "
=a;j +a;jxqr +ho.t.,
0B;
Biq ~ Biqa|,ea_g + = - gx + h.o.t.
K G q;3=0
= biy + bia.k gk +h.0.t.,
(D!
(D N ~ (D Vgl oy + L2 B ot
q; 8Qk qlttq:()
= (d Vg + d Hapigr +hot.,
_ - a(Dfl) r
(D Dapi ~ (D Napil g+ =L ge+hot
! an q]Cq:O
= (@ Dap.i + d Napir qx +hoo.t.,
v,
VixVilea_g+t — -qrx +h.o.t.
W= gk 4=

=v,; 4+ vk qr +h.o.t..

After substituting these back into Eq. (10a) and dropping the nonlinear higher-order terms of essential coor-
dinates g;, velocities ¢g; and accelerations §;, one obtains:

aij i — bia (d Dapbipdj + (d Dapbip).j dj Pa — (dapbip).i 4jPa
1 _ 1 _ _
+ 5 Pa (@ Dapi Pp+ 5P (A Dapij Ppaj + Vi +vija) = =(d g bip Q- (17)
Note that p, should be substituted here according to (9). In case of a control feedback loop, assume that the

generalized forces O, depend on the time in an implicit form through the time-dependent essential coordinates
and essential velocities only Q4 () := Qu(g;(t), ¢;(t)), which is a reasonable condition in the presence of
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feedback control; this means that further nonlinear terms may appear in the corresponding parts of formula
(17). These terms are excluded by the condition (d *l)aﬁ,i = 0 of Theorem 2.

This can also be interpreted in the following way. The classical Routh reducible systems are conservative
[22], which means that there are no external excitations: Q, = 0. Consequently, the derivative of the Routh
potential function Ry with respect to the essential coordinate g; is Rp; = (1/2) pg (d *l)aﬁ,i pg + v,;, which

must be 0 at qleq. This is a key step to carry out the Routh reduction. Since Q, # 0 in the presence of feedback
control, the corresponding generalized momenta are not constant (see Eq. (9)) and the Routh reduction cannot
be carried out at the same steady-state motion as in case of Q, = 0. However, if the condition of Theorem 2 is
fulfilled, namely if (d ’1)04,3,,- = 0, Eq. (16) follows directly from Eq. (17) with substituting p, = pg + h.o.t.
and keeping only the linear terms in (17). O

2.4 Nonlinear reduced equation for systems with a single essential coordinate

Systems with only m = 1 essential coordinate lead to further simplifications, even if the number of cyclic
coordinates remains unlimited.

Simplify the notation further by denoting the partial derivatives with respect to the only essential coordinate
with prime, for example: V' := 8V /dq, V" :=08*V/dq>.

Theorem 3 The essential nonlinear equation of motion for an n degree of freedom cyclic mechanical system
with only m = 1 essential coordinate can be simplified as:

. _ IR TP | - .
A — Bo(D™V)opBpi + 5“2 — 5 (Ba(D YpBg) ¢*

1 -
+ 5 (D oppapp+ V' = =D Dap By Qa (18)
Pa = Qq - (18b)
Proof m = 1 implies that all Latin indices #, j, k are just ones or can be omitted in Theorem 1 (Eq. (10a)),
which results in Eq. (18a) directly. O

2.5 Reduced linearized equation for systems with single essential coordinate

Theorem 4 If (d _1);/3 = 0, then the linearized equation of motion at the equilibrium q®4 = 0 for an n degree
of freedom cyclic mechanical system with only m = 1 essential coordinate can be simplified as:

Lo (1
(a — ba<d—1>a,sbg)q + <5p2<d NP + v”>q

= —(d Dapbp Qa - (19)
Proof By linearizing equation (18) similarly to the proof of Theorem 2, Eq. (19) is obtained if we use the
condition (d—‘);ﬁ =0. o

2.6 State-space model of controlled Routh reducible systems

The state-space representation [15,17] of linear dynamical systems is considered in the form:
X = FX + Gu, (20a)
z=HX, (20b)

where u is the control input and z is the output. In the case of a n degree of freedom cyclic mechanical system,
the state vector X € R?” contains all the generalized coordinates and velocities:

X =col[gil ¢! Gi! P |,
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and the system matrix F € R?"*2" describes the dynamics of the linear uncontrolled system. Assume that the
output z € R?" contains the measured essential coordinates g ; and velocities g ; only:

z=col[q; ¢;]. 2D
According to (20b), this means that the output matrix H € R¥"*?" has the special structure:

ﬁ: |:Im><m O(nfm)x(nfm) 0m><m 0(nm)><(nm):|

0m><m 0(n—m)><(n—m) Im><m 0(n—m)><(n—m)

Assume that the control input u € R"™" acts at the cyclic coordinates [goa] € R"™™ only. According to (5),
this input vector contains the generalized forces

u=[Q,] eR"™". (22)

The construction of the conditions of Theorem 2 was already motivated by the assumption that the generalized
forces depend linearly on the measured essential coordinates and velocities. This corresponds to the input
formula

u=Kz, (23)

where K € R"="™*2" includes the feedback gains, and the input matrix G € R?**("=") in (20a) has the
structure

G = col [0(n+m)x(n—m) I'(n_m)x(n_m)] ,

where I' € R(—mx(n—m),

Consider a Routh reducible cyclic mechanical system which is to be controlled along the cyclic coordinates
only with feedback gains applied for the measured essential coordinates and velocities only. This yields the
following reduced state-space model:

x = Fx + Gu, (24a)
z = Hx, (24b)
u=Kz, (24¢)

where the reduced state vector x € R>" contains only the essential coordinates and velocities
x=col[q; ¢;]. (25)

and the reduced system matrix F € R>"*?" is obtained from the governing equations of the uncontrolled
system after the Routh reduction is carried out. Consider that in a general case the output vector z € R>" is
the same as the input vector X, that is, the reduced output matrix H € R>"*2" becomes identity:

H=1, z=x.
This means that the control input u € R"~" of the feedback system is:
u = Kx (26)

as it follows from (24). The input matrix G € RZm*(n=m) can also be reduced to the form

mx(n—m)

G = col [ Oxium Gl |-

where G® € R”* =) can be obtained by means of the Routh reduction procedure of the governing equations.

Compared to the full state-space model (20), the main benefits of the reduced state-space formalism (24)
are the smaller model size: the size of the state vector is reduced from 2n (all generalized coordinates and
velocities) to 2m (only the essential coordinates and velocities); that is, the cyclic dynamics of the system is
eliminated from the governing equations.

Moreover, the reduced model is more general in the sense that the standard state-space model (20) is
linearized around a fixed point (a static equilibrium of the mechanical system), but the reduced state-space
model (24) is linearized around a more general steady-state motion with constant cyclic velocities, which
includes the static equilibrium as a special case when the cyclic velocities are zero.
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Theorem 5 If (d~! )ap,i = 0 holds in Eq. (15), then the system matrix ¥ and input matrix G of the state-space
model (24) of a Routh reducible mechanical system can be obtained as:

F= [an F(Iz2)] ) (27a)
G= [G?D} , (27b)
with

FO =[£GV = —%%mgu—Hwﬁpg—cmmJ, (27¢)

F = [F]f]%Z)_ = -Cki((d_l)aﬂbjﬂ),i Jo
— (@ g bip). L. 27d)
6?2 = [62] =[ - u@ apbis). (27¢)

where - -

Cki = ((ajl — b (d Nap big )_l>ki . (271)

Proof From Eq. (16) in Theorem 2, the generalized accelerations ¢y can be expressed as
G =cri((d Dapbjp).i POG; — cki(d™Dap bip).j POd;
- %Cki P (@ Vap.ij Pga; — civ.ijq; — ckid apbip Qu . (28)
where cy; is the inverse of the Schur complement [26] of the block Dgg of the mass matrix M in the form

Cki = ((fjl — &ja @ Mg g1p )_1>ki .

The system matrix F and the input matrix G of the state-space model (24) are obtained in the form of (27)
after some algebraic manipulation by collecting the coefficients of the state variables x in (25) and inputs u in
(22). This proves Theorem 5. O

2.7 Necessary condition for controllability of Routh reducible mechanical systems

A system is controllable if any initial state can be transferred to any desired state in a finite length of time by
some control action [15-17].

Theorem 6 A cyclic mechanical system with (d ™! ap,i = 0(15) is not controllable by feedback of the essential
coordinates and velocities with actuation at the cyclic coordinates if

cki(d Napbig = 0. (29)

Proof Based on the given structure (27b), (27¢) of the input matrix G in controlled Routh reducible systems,
cri(d _l)aﬁbl-,g = 0 implies G = 0. The system is not controllable if the input matrix G is a zero matrix since
the rank of the controllability matrix becomes zero trivially [16]. This proves Theorem 6. O

With Theorem 6, the controllability of some cyclic mechanical systems can be excluded by means of the
algebraic form of the kinetic energy only, without deriving the equations of motion or the state-space model.
Note that the trivial case of b;s = 0 makes the condition cy; (d _l)a,gbl-/g = 0 true, so the controllability can
simply be excluded based on the missing off-diagonal segments of the linearized mass matrix.

In general cases, the condition of Theorem 6 is not fulfilled and the controllability of the system can be
decided by applying Kalman’s controllability condition [15-17]. The system and input matrices F and G,
respectively, can be calculated as given in Theorem 5, and the controllability matrix R can be constructed as

R=[GFG... " HG]. (30)

According to Kalman’s controllability condition, the system is controllable if the rank of the controllability
matrix R is maximal [16], that is, Rank(R) = 2m.
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pendulum 6 gl

mz,.]z,l

arm
ml,Jl, ll,r

base

Fig. 1 Furuta pendulum

3 Examples
3.1 Furuta pendulum

The Furuta pendulum or rotary pendulum [8,9] is a n = 2 degree of freedom mechanical device shown in
Fig. 1. Due to the strongly nonlinear dynamical nature and unique dynamical coupling between the coordinates,
the device is often used for testing control strategies for swing-up [2,6,25] and balancing around the upward
unstable equilibrium. The Furuta pendulum has m = 1 essential coordinate (the pendulum angle 0) and
n —m = 1 cyclic coordinate (the arm angle ¢): q = [ql] = [0] and ¢ = [(pl] = [(p]

The kinetic energy and the potential function are given as:

[V o y
T=§Jp9 —i—E(Ja—f-Jpsm 0)p~ — myrlcosO @b ,

V =maglcost,

where J, = mll% + J1 +mor? and Jp = mal? + Jo; the parameters m and J refer to mass and mass moment

of inertia with subscripts referring to the arm and pendulum, while r denotes the length of the arm, / stands

for the length of the pendulum, and /; is the distance between the arm center of gravity and its axis of rotation.
The nonlinear mass matrix assumes the form:

Jp i —morlcosf
M= |7+ il I
—marlcost 1 Jy + Jp sin? 6

Since this system has a single essential coordinate, the nonlinear equation of motion can be derived by using
Theorem 3:

2

2.272 .2
msr<lccos” 0\ .. 1 Ja+ 7, .
Jp——2 — 9—|——m%r212—2l _p2 62
Ja + Jpsin® 6 (Ja + Jpsin® 0)?

Jpcos 6 5 . marlcos®
N7 T oaaa? +mogl ) sin = ————0,
(Ja + Jpsin©0) Ja + Jpsin© 0

p=0,
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where the single generalized force is the motor torque Q = M, (see Fig. 1), which acts along the cyclic
coordinate ¢ as a feedback control based on the essential coordinate 6 and velocity 6.

If one is interested only in the linearized equation of motion, Theorem 4 can be used to obtain it directly
without deriving the nonlinear equation of motion since the condition of the theorem is fulfilled:

—2Jpsin6 cos 6

d—l/:—
@ (Ja + Jp sin? )2

=0. 31)
0%4=0

Either way, the result is:

2,272
msralc\ .. J 2 marl
Jo — =2 6— 5" +magl )6 = :
(p A ) <Jaz(p) myg 7. Q
The motion of the system can be interpreted physically together with the differential equation of the hidden
motion (7):

. D + marl cos 66
 Jat Jpsin?6

which governs the time variation of the cyclic coordinate ¢; the cyclic velocity is expressed from the generalized
momentum (6):

p = (Ja + Jysin? )¢ — (marl cos0)8 .

The linearization takes place around the steady-state motion where the arm rotates with constant angular
velocity ¢®4 = p¥/J, with the essential coordinate 6 () = 6°4 = 0 of the pendulum at the upward position.
The case p° = 0 corresponds to the static equilibrium of the Furuta pendulum, which is the standard case
considered in the literature [4,21].

Regarding the controllability of this system, the necessary condition should be checked in Theorem 6
before deriving the state-space model. Since Eq. (31) holds and (27f) and (29) assume the form

1
c=———
Jp —m3r212/ I,
!
cd )= —— " £0),

JpdJa — m%rzl2

this system may be controllable and worth to further investigate the state-space model. This can be carried
out without the knowledge of equation of motion based on Theorem 5, because Eq. (31) holds. The formulas
(27¢), (27d) and (27e) assume the form:

1 2J,
2 _ 0 p 0
F=7=—=3cp (_‘]_2\2> p —c(=magl)
2
B Jp (po) mogl
JpJaZ — Jum3r22 - Jy —m3r22) ),
F® =,
1 l
G? = —c—morl = __mr 5 ,
Ja Jadp — m3r21?

which provide the elements of the system and input matrices F and G in (27d) and (27e), respectively. The
controllability matrix R is obtained in the form

0 _ morl
Jadp—m3r212 |
o morl 0 ’
JoJp—m3r212

R=[G FG]= (32)



Routh reducibility and controllability of unstable mechanical systems 915

6,

m, |
F
——
X
Fig. 2 Double pendulum on a cart
its rank is maximal: Rank(R) = 2. Consequently, the Furuta pendulum is controllable along the cyclic

coordinate by sensing the essential coordinate and its time derivative only, so an appropriate linear state
feedback control law is able to stabilize the pendulum at the upward position.

Similar result can be found in the literature [5] where full state feedback was considered as opposed to the
Routh reducibility approach which is based on the observation of the pendulum angular position and angular
velocity only. The advantage of our framework is quite apparent here: the dimension of the controllability
matrix is 2 by 2 compared to 4 by 4 in [5].

3.2 Double inverted pendulum on a cart

The double pendulum on a cart [7,12] is shown in Fig. 2. The cart can be moved horizontally along a
straight line, and the two pendulums can rotate in the vertical plane. The mass of the cart is neglected and,
for the sake of simplicity, the two pendulums have the same mass m and length /. Friction and damping are
neglected at the bearings and at the horizontal guide.

The double inverted pendulum is an n = 3 degree of freedom mechanical device. The cart position is
described by the x coordinate along the horizontal axis, and the pendulum positions are given by the angles
01 and 6> measured from the vertical axis. The external force F acts on the cart horizontally, which will be
used to control the system based on the pendulum angles and angular velocities. The kinetic energy assumes
the form

2 . 1 .
T = mi* 4+ “ml*0% + —ml*63
3 6
3 L 1 .
— —ml cos01x01 — —ml cos 6r,x6>
2 2
1 ..
+ Emlz cos(61 — 62)616;
and the potential function is
3 1
V= Emgl cos O + Emgl cos 6.
The cart position x is a cyclic coordinate because it is present neither in the kinetic energy 7" nor in the potential

function V. This means that there are m = 2 essential coordinates q = col[g; g2] = col[f; 6]andn—m =1
cyclic coordinate ¢ = col[¢|] = col[x], The nonlinear mass matrix can be partitioned as

812 31%cos (0 — 6;)1—91 cos 6;
m |
M = — | 3/2cos (6] — 6) 212 \—31 cos 6

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

—91 cos 6, —3lcosth 1 12

)
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The reduced linearized equations of motion are obtained using Theorem 2 since condition (15) fulfills:

(D" = !
T om’

@™, =(p7),

10

and the linearized equations of motion are:

5 . 1 ,. 3 3
—ml%6; + gm1292 — Jmigh = JIF,

24 2
1 e 5 . 1 1
—ml%6; + —mi*0, — —mglor, = —1F,
g ity — Smgity = 4

where the only generalized force Q is the horizontal force F acting on the cart: Q = F.
We now check the necessary condition of controllability in Theorem 6. Since (33) holds and (23f) assumes

the form
o 1 15 -9
M= -9 15|

the condition (29)
9
_ 0
cki(d Dapbip = [ g } # M
T 2ml

is fulfilled, so it is worth to investigate the controllability further. Theorem 5 leads to the system and input
matrices in the form

0 010 0
F 0 0 01 G 0
= 45 9 , = 9
g, 400 ]
@ @ 00 Tl
The controllability matrix is
9 54
0 57 O @’é
0 —37 0 —2%
R=| , 27 g "orl (34)
g
o O 0

which has maximal rank: Rank(R) = 4. Thus, the double inverted pendulum is Kalman controllable, which
means that it can be stabilized at the upward position by an appropriate linear feedback of the two pendulum
angular positions and velocities with actuation only along the cyclic coordinate of the cart.

The controllability of the double inverted pendulum was also shown in [18] where full state feedback was
used, which also involves the cart position and velocity. The rank of the corresponding 6 by 6 controllability
matrix was checked by means of computer algebra due to the complexity of the calculations, while the rank
of the reduced controllability matrix in (34) can be checked analytically.
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Fig. 3 Wilson pendulum

3.3 Wilson pendulum

The Wilson pendulum [11] is adisk placed in two nested frames as shown in Fig. 3. For the sake of simplicity,
it is considered that only the disk has mass m and matrix of mass moment of inertia J = diag[Ja Ja JB],
while these are negligible at the frames. The internal frame is linked to the external one by means of a spring
of stiffness k. Further geometric parameters are shown in Fig. 3. Friction and damping are also neglected at
the bearings.

The kinetic energy and potential function are

1 1 oo
T =§m12d2 + EJA(oz2 cos? B+ B%) + 578 — sin B2,

1
V =mgl cosa + Ek <\/a2+r2 —2arcos B — (a —r)),

respectively. Based on the Lagrangian function L = T — V, the Wilson pendulum has m = 2 essential
coordinates q = col[g; ¢2] = col[a B] and n —m = 1 cyclic coordinate ¢ = col[¢1] = col[¢], where o and
B are the Euler angles of the frames and ¢ is the angle of rotation of the disk. From the kinetic energy T, the
nonlinear mass matrix M can be obtained as

mi? + Jacos? B+ Jgsin?B 0 i—JgsinB

Because of condition (15)

@hi=(p7)

0
5a=10) 9

holds, the linearized equations around the unstable equilibrium «®d = 0, 84 = 0 are obtained from Theorem 2
in the form of:

i
,

(ml*> + Ja)a — p°B — mgla =0, (36a)
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Fig. 4 3-DoF rotor model

IaB + pa + 2akr =0. (36b)

The motion of the system can be interpreted physically together with the differential equation of the hidden
motion (7):

(b:ﬁ—i-dsinﬂ,
JB

which governs the time variation of the cyclic coordinate ¢; the cyclic velocity is expressed from the generalized
momentum (6):

p = Jg(¢ — asinB).

The linearization takes place around the steady-state motion where the disk rotates with constant angular
velocity ¢®4 = p¥/Jg, with the essential coordinates a(r) = «® = 0 and B(r) = % = 0 of the frames.
The trivial solution is clearly unstable even in the presence of the gyroscopic forces related to p°, since the
stiffness matrix is negative definite.

The necessary condition of controllability can be checked by Theorem 6, since (35) holds. Because

=[]0

the condition (29) in Theorem 6 becomes true, so the Wilson pendulum cannot be controlled by actuating at
the cyclic coordinate ¢ with a control torque M; (see Fig. 3). The input matrix is G = 0, and the controllability
matrix has also zero rank: Rank(R) = 0. Accordingly, the input torque M; does not appear in the reduced
linearized equations (36). This means that there is no linear feedback which can stabilize the linearized system
(36).

3.4 Rotor model

A simple n = 3-DoF rotor model [10] is shown in Fig. 4. The disk has mass m and mass moment of inertia
J with respect to the axis normal to the disk at the center of gravity C. The axis of rotation is also perpendicular
to the plane of the disk at the point O. The elastic shaft connects the point P of the disk and point O fixed
to the environment, and the massless shaft is modeled by a spring of stiffness k. The imbalance of the disk
is represented by the eccentricity e, which is the distance of points P and C. The input torque M, acts at the
shaft.

The kinetic energy and potential function assume the form

1 P B
T =§m(r2 +r%%) + 7@ - )2,

Lo
% _zk(r +e 2recos ).
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Based on the Lagrangian function L = T — V, the generalized coordinates can be divided into m = 2
essential coordinates q = col[q; g2] = col[r ], and n — m = 1 cyclic coordinate ¢ = [¢1] = [¢], where r
and ¢ are the polar coordinates of the position of the center C of gravity, and v describes the additional free
rotation of the disk (see Fig. 4). The nonlinear mass matrix assumes the form

,,,,,,,,,,,,,,,,

0 —2J imr*+1J

It was shown in [10] that the steady-state motion above the critical angular velocity @9 > @crit = ~/k/m is

given by r¢ = .f"% and 1% = . Introduce new coordinates in order to transform the equilibrium position
0™ Ferit
to be zero for a given angular velocity ¢y, as required by the theorems.
The nonlinear mass matrix with the new coordinates becomes:

,,,,,,,,,,,,,,,,,,,,,,,

0 =27 1 m(R+r)%+J

As shown in [10], the linearized equations of motion around the equilibrium have negative definite stiffness
matrix for a certain rotational speed range ¢crit < ¢0 < @max- Since condition (15) gives

1
= 2mr £0,

¢1=0 m(re)2+J

@ api = (D7),

Theorems 2, 5 and 6 imply that the Routh reduction cannot be carried out, and the equations of motion cannot
be reduced to the essential coordinates only, even if the control torque is applied at the cyclic coordinate only.
This means that Theorem 6 cannot be used to check controllability. This represents a limitation of the Routh
reduction methodology regarding controllability.

4 Conclusion

The concept of controlling Routh reducible mechanical systems is introduced where external forcing is applied
at the cyclic coordinates only, while some of the essential coordinates and their derivatives are observed. It is
concluded that full state feedback is not necessary for the linear controllability of these reduced systems. The
Kalman controllability of steady-state motions can be analyzed with reduced rank matrices. Theorems define
the conditions when Routh reducibility can be extended for the Kalman controllability conditions. A necessary
condition for controllability is also derived, which relies only on the reduced expression of kinetic energy.

The above described specific scenario of controlling cyclic systems is a quite natural choice as shown by
many examples from the simplest Furuta pendulum to more complex gyroscopic control problems. Accord-
ingly, the application of the corresponding theorems is demonstrated on realistic mechanical examples. Two
of these, the Furuta pendulum and the double inverted pendulum are proved to be controllable by means of
reduced rank controllability matrices as compared to the similar results of the literature using full state descrip-
tion and more complex algebraic conditions. Based on the necessary condition of controllability, the Wilson
pendulum is proven not to be controllable. The last example, a rotor model, represents the limitation of this
approach: the condition of model reduction does not hold, but it cannot be excluded that the full system is
controllable.
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