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Abstract
Atmospheric CO2 concentrations are largely affected by the surface CO2 flux and atmospheric wind. To estimate atmospheric 
CO2 concentrations over East Asia, the effects of atmospheric conditions and the parameters of Vegetation Photosynthesis 
and Respiration Model (VPRM) that simulates biogenic CO2 concentrations were evaluated using the Weather Research 
and Forecasting model coupled with Chemistry (WRF-Chem) model. The VPRM in WRF-Chem requires parameter opti-
mization for the experimental period and region. Total six experiments with two atmospheric fields (final analysis; FNL and 
fifth generation of European Centre for Medium-range Weather Forecasts atmospheric reanalysis; ERA5) and three VPRM 
parameter tables (US, Li, and Dayalu) were conducted to investigate the appropriate atmospheric field and VPRM parameter 
table for East Asia. For validation, two types of wind observations (SYNOP and SONDE) and two types of CO2 observa-
tions (surface CO2 observations and OCO-2 XCO2 observations) were used. The experiments using FNL showed a lower 
RMSE for surface winds, whereas those using ERA5 showed a lower RMSE for upper-air winds. On average, the surface 
wind RMSE in the experiments using FNL was lower than that using ERA5. With respect to surface CO2 observations, the 
experiments using the Li table showed relatively lower RMSEs compared to those using other tables. With respect to OCO-2 
XCO2 observations, the Li table with FNL showed lower RMSEs than other combinations. Overall, the combination of the 
Li table and FNL was the most appropriate for simulating CO2 concentrations in East Asia using WRF-Chem with VPRM.

1  Introduction

Atmospheric CO2 concentrations have increased more than 
50% compared to those pre-industrialization due to increas-
ing fossil fuel consumption (Friedlingstein et al. 2022). 
Various efforts have been made to reduce global warming 
induced by CO2 emissions. The Kyoto Protocol of the United 
Nations Framework Convention on Climate Change) (UNF-
CCC), adopted on December 11, 1997, aims to reduce the 
emissions of six types of greenhouse gases, including CO2 
(unfccc.​int/​proce​ss-​and-​meeti​ngs/​the-​kyoto-​proto​col/​what-​
is-​the-​kyoto-​proto​col/). The Paris Agreement, adopted on 
December 12, 2015, aims to keep the global average temper-
ature increase within 2 °C of that before industrialization by 
reducing CO2 emissions (unfccc.​int/​proce​ss-​and-​meeti​ngs/​
the-​paris-​agree​ment). Although East Asia is the third-largest 

source region of CO2 after North America and Europe, the 
number of surface CO2 observations in East Asia is rela-
tively small compared to that in North America and Europe 
(Moran et al. 2018), which makes the estimation of surface 
CO2 fluxes in East Asia highly uncertain (Stephens et al. 
2007).

To decrease the uncertainties associated with surface CO2 
flux estimation in East Asia, many studies have been con-
ducted using various models. Jing et al. (2018) simulated 
global CO2 concentrations using the Goddard Earth Observ-
ing System Chemistry (GEOS-Chem) model and compared 
them with observed column-averaged CO2 (XCO2) concen-
trations of Greenhouse Gases Observing Satellite (GOSAT) 
and total carbon column observing network (TCCON). Car-
bonTracker, developed by the National Oceanic and Atmos-
pheric Administration (NOAA) Earth System Research 
Laboratory (ESRL), has also been used to estimate surface 
CO2 fluxes over East Asia and globe (Kim et al. 2014a, 
2014b, 2017, 2018; Park and Kim 2020; Cho and Kim 
2022). Although a nesting domain is used for more detailed 
simulations of CO2 flux or concentrations over East Asia 
using global models (i.e., GEOS-Chem and CarbonTracker) 
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(Shim et al. 2013; Kim et al. 2014a), it is difficult to pro-
duce high-resolution simulations at a regional scale using 
global models because of limitations in resolution size and 
computational resources. Therefore, studies using regional 
models (e.g., Community Multiscale and Air Quality 
(CMAQ) model and the Weather Research and Forecast-
ing model coupled with Chemistry (WRF-Chem) have been 
conducted to simulate high-resolution CO2 concentrations. 
CMAQ is an offline model that performs chemical forecasts 
using atmospheric fields as an input, whereas WRF-Chem is 
an online model that simultaneously conducts atmospheric 
and chemical forecasts. Li et al. (2017) simulated the CO2 
concentration in East Asia using the CMAQ and compared 
the results with observed XCO2 concentrations of GOSAT. 
Dong et al. (2021) simulated the CO2 concentrations in 
China using the WRF-Chem and diagnosed the spatial and 
temporal variations of CO2. Zheng et al. (2019) compared 
the XCO2 concentrations produced by WRF-Chem with 
those produced by Orbiting Carbon Observatory 2 (OCO-
2) to evaluate CO2 emissions from power plants located in 
the United States (US). To evaluate the most suitable setup 
in the WRF-Chem to simulate CO2 concentrations in the 
US, sensitivity experiments for physical processes and CO2 
emission inventory have been performed (Martin et al. 2019; 
Feng et al. 2016, 2019).

Among the regional models, WRF-Chem considers the 
interactions between atmospheric variables and chemical 
components as the interactions occurred in the real atmos-
phere. To simulate the high-resolution regional CO2 concen-
trations using WRF-Chem, several components including 
the emission inventories, atmospheric initial and bound-
ary conditions, initial and boundary conditions of CO2, 
and physical parameterizations in WRF-Chem need to be 
considered. For the emission inventory, anthropogenic and 
oceanic CO2 concentrations can be provided from each emis-
sion inventory data. Initial and boundary conditions of CO2 
can be provided by the global models such as GEOS-Chem 
and CarbonTracker. For the physical parameterizations in 
WRF-Chem, Díaz-Isaac et al. (2018) investigated the impact 
of physical parameterizations and initial conditions on simu-
lated CO2 concentrations in the US.

For the biogenic CO2 concentration, the Vegetation Pho-
tosynthesis and Respiration Model (VPRM) combined with 
WRF-Chem can be used. The VPRM is a model that cal-
culates gross ecosystem exchange (GEE) and respiration 
(R) to simulate biogenic CO2 concentrations (Ahmadov 
et al. 2007). To calculate the GEE and R in the VPRM, 
four parameter values are required (Mahadevan et al. 2008), 
which should be optimized for the experimental area (Hilton 
et al. 2013). The parameters of the VPRM model need to be 
optimized using eddy-covariance observations for each veg-
etation type present in the experimental region (Mahadevan 
et al. 2008). The VPRM parameters optimized for the US, 

Europe, and tropical regions are provided in WRF-Chem. 
Several studies have attempted to optimize parameters for 
their experimental region. Park et al. (2018) performed 
parameter optimization for the downtown area of Califor-
nia, USA, and Hilton et al. (2013) performed parameter 
optimization in North America. In East Asia, Dayalu et al. 
(2018) performed parameter optimization for 2005–2009 
using eddy-covariance observations for the same period 
in China and Korea. Li et al. (2020) suggested using the 
VPRM parameter table modified from Hilton et al. (2013) 
for northeastern China and analyzed the uncertainties related 
to parameters for northeastern China. Park et al. (2020) 
simulated CO2 with a VPRM model using the parameters 
optimized for the US in WRF-Chem and showed reasonable 
CO2 simulation results over Korea. Thus, to estimate CO2 
over parts of Asia, Li et al. (2020) used the modified VPRM 
parameters for the US, while Park et al. (2020) directly used 
the VPRM parameters for the US. Although Dayalu et al. 
(2018) used the VPRM parameters optimized for Asia to 
estimate CO2 over East Asia, the VPRM parameters were 
optimized using past observations during 2005–2009. 
Therefore, to simulate recent CO2 concentrations over East 
Asia, suitable VPRM parameters in WRF-Chem need to be 
investigated.

In addition to the biogenic emission inventory, atmos-
pheric variables (e.g., wind) affect the simulated atmospheric 
CO2 concentrations because the distribution and concentra-
tion of simulated atmospheric CO2 are more affected by wind 
transport than by reactions with other chemicals in the atmos-
phere (Nasrallah et al. 2003). Seo and Kim (2023) showed 
that enhanced atmospheric variables by meteorological data 
assimilation have large impact in improving the accuracy of 
CO2 concentration simulations in East Asia. In previous stud-
ies that simulated CO2 concentrations using WRF-Chem, var-
ious atmospheric fields were used as the initial and boundary 
conditions of the model. As WRF-Chem is a regional model, 
initial atmospheric conditions and atmospheric boundary 
conditions greatly affect the simulation results and forecast 
error (Kim and Kim 2021). To simulate CO2 concentra-
tions using WRF-Chem in the US, Hu et al. (2020) used the 
National Center for Environmental Prediction-Department 
of Energy (NCEP/DOE) R2 data (Kanamitsu et al. 2002); 
Chen et al. (2019) and Feng et al. (2019) used the Euro-
pean Center for Medium-Range Weather Forecasts Interim 
Reanalysis (ERA-Interim; Dee et al. 2011); and Martin et al. 
(2019) conducted an experiment using NCEP North Ameri-
can Regional Reanalysis (NARR; Mesinger et al. 2006). To 
simulate CO2 concentrations using WRF-Chem in China, Li 
et al. (2019, 2020) used NCEP/DOE R2 data, and Liu et al. 
(2018) used ERA-Interim data. Ballav et al. (2012) and Park 
et al. (2020) simulated and verified CO2 concentrations in 
Tokyo and Korea using WRF-Chem, respectively, using the 
final analysis (FNL) of NCEP.
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Although various atmospheric reanalysis fields have been 
used as the initial and boundary conditions in WRF-Chem 
for various experimental areas, no previous studies have 
investigated the sensitivity of simulated CO2 concentrations 
with respect to atmospheric reanalysis data, especially focus-
ing on East Asia. In addition, the sensitivity of simulated 
CO2 concentrations with respect to VPRM parameters has 
not been investigated in East Asia. Therefore, to appropri-
ately simulate high-resolution CO2 concentrations in East 
Asia, the effects of atmospheric conditions and VPRM 
parameters on simulating CO2 concentrations over East Asia 
need to be evaluated using WRF-Chem. Therefore, in this 
study, sensitivity studies using WRF-Chem were conducted 
to find the most appropriate experimental framework for 
simulating high-resolution CO2 concentrations in East Asia.

Section 2 presents the model description and observa-
tions, Section 3 presents the results, and Section 4 provides 
a summary and conclusions.

2 � Methods

2.1 � Model

WRF-Chem is a chemical transport model based on the 
WRF developed by NCAR (Grell et al. 2005). The WRF-
Chem version 4.1.5 was used in this study. WRF-Chem is a 
fully compressible non-hydrostatic model with dynamic and 
chemical parts integrated together in each time step (Powers 
et al. 2017). Because the atmospheric and chemical parts are 
fully coupled (“online model”), both parts are transported on 
the same grid, with the same physics and transport system. 
Because the chemical and dynamic parts affect each other, 
the “online” calculations can suitably simulate chemicals in 
the atmosphere (Grell et al. 2005).

The physical schemes used in WRF-Chem are the short-
wave and longwave scheme (RRTMG (Iacono et al. 2008)), 
microphysics scheme (WRF Single-moment 6-class Scheme; 
WSM 6-class (Hong and Lim 2006)), cumulus parameteriza-
tion scheme (Grell 3D Ensemble Scheme (Grell and Dévényi 
2002)), planetary boundary layer physics scheme (Yonsei 
University (YSU) scheme (Hong et al. 2006)), surface layer 
scheme (Revised MM5 (Jiménez et al. 2012)), and land sur-
face scheme (Unified Noah Land Surface model (Tewari 
et al. 2004)).

In WRF-Chem, CO2 is subdivided into four components:

where CO2_ANT is anthropogenic CO2, CO2_BIO is 
biogenic CO2, CO2_OCE is oceanic CO2, and CO2_FIRE 
is CO2 due to fire. Because CO2 is treated as an inert gas 

(1)
CO2_TOTAL = CO2_ANT + CO2_BIO + CO2_OCE + CO2_FIRE,

in WRF-Chem, each component does not affect the other 
components during integration (Zheng et al. 2019).

For CO2 simulations in WRF-Chem, the emission input 
data of anthropogenic, biogenic, oceanic, and fire emissions, 
and background CO2 are required. Anthropogenic and oce-
anic emission input data were generated from inventory data, 
as described in Section 2.1.1. The background CO2 data was 
from that specified in CarbonTracker 2019 (CT2019). For 
biogenic emission, VPRM was used as described in Sec-
tion 2.1.2. In this study, fire emission was not considered 
because the fire inventory showed few fire events during the 
experimental period over East Asia. The CO2 concentrations 
were predicted by integrating the WRF-Chem with emission 
input data and atmospheric and chemical initial and bound-
ary conditions.

2.1.1 � Anthropogenic and ocean emission inventory

The Emission Database for Global Atmospheric Research 
(EDGAR) and the open-source data inventory for anthropo-
genic CO2 (ODIAC) are widely used as anthropogenic emis-
sion inventories (Zheng et al. 2020). The EDGAR inventory 
generally overestimates observations around large urban 
area and ODIAC shows better agreement with observations 
(Hu et al. 2020). For this study, both EDGAR and ODIAC 
anthropogenic emission inventory were tested with WRF-
VPRM. By using the ODIAC inventory, the simulated CO2 
concentrations become more similar to the observed CO2 
concentrations in most validation sites compared to those 
with EDGAR inventory, which implies that the ODIAC 
inventory is appropriate for CO2 simulations in East Asia 
(not shown).

Therefore, the ODIAC was used as an anthropogenic CO2 
emission inventory. ODIAC is generated based on GOSAT 
satellite data from the National Institute for Environmental 
Studies (NIES) in Japan (Oda and Maksyutov 2015). Fossil 
fuel (i.e., anthropogenic) emissions in ODIAC are calculated 
using space-based nighttime light data of GOSAT, the emis-
sions from each plant, and the latitude and longitude for each 
plant. ODIAC version 2019 (ODIAC 2019) was downloaded 
from the Center for Global Environmental Research (CGER) 
and NIES (http://​db.​cger.​nies.​go.​jp/​datas​et/​ODIAC/, https://​
doi.​org/​10.​17595/​20170​411.​001.). Monthly average data at a 
resolution of 1 × 1 km during 2000–2018 in GeoTIFF format 
in ODIAC 2019 were provided and monthly average data 
in March 2018 of ODIAC 2019 was used in this study. The 
monthly average data of the ODIAC emission inventory have 
been used as an anthropogenic emission inventory in multi-
ple studies (Li et al. 2019, 2020; Hu et al. 2020).

The ocean CO2 map from the Japan Meteorological Agency 
(JMA), with a spatial resolution of 1° × 1° (Iida et al. 2021; 
Takatani et al. 2014), was used as the oceanic CO2 emission 
inventory. The ocean CO2 map provides the air–sea CO2 flux, 

http://db.cger.nies.go.jp/dataset/ODIAC/
https://doi.org/10.17595/20170411.001
https://doi.org/10.17595/20170411.001
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pH, carbon dioxide partial pressure (pCO2), dissolved inor-
ganic carbon (DIC) concentration, and total alkalinity (TA). 
Among these, pCO2 is calculated from sea surface temperature 
(SST), chlorophyll-a, and salinity observations from a satellite 
(Takatani et al. 2014).

2.1.2 � Vegetation Photosynthesis and Respiration Model 
(VPRM)

VPRM (Mahadevan et al. 2008) is a model for calculat-
ing biogenic CO2 in WRF-Chem, and was combined with 
WRF-Chem starting from version 3.1.1 (Xiao et al. 2004; 
Ahmadov et al. 2007). Before conducting VPRM, a pretreat-
ment process called the VPRM preprocessor needs to be 
performed. MODerate resolution Imaging Spectroradiom-
eter (MODIS) satellite observations were used in the VPRM 
preprocessor. The MODIS is operated on two spacecraft, 
Terra and Aqua. In this study, the MOD09A1 version 6 of 
Terra was used. The enhanced vegetation index (EVI) and 
the land surface water index (LSWI) were calculated in the 
VPRM preprocessor using the surface reflectance values of 
MOD09A1 for each land use type of the synergetic land 
cover product (SYNMAP) proposed by Jung et al. (2006).

The VPRM was calculated simultaneously with model 
integration. In VPRM, the sum of GEE and R are calcu-
lated for each land use type using EVI and LSWI from 
the VPRM preprocessor and 2 m temperature and down-
ward shortwave radiation from WRF. The calculation 
formula is as follows (Mahadevan et al. 2008):

where PAR is photosynthetically activate radiation and cal-
culated using downward shortwave radiation from WRF; 
� , � , � , and PAR0 are empirical parameters for each land 
use type; T is 2 m temperature from WRF; Tscale denotes 
the relationship between photosynthesis and temperature, 
Pscale  denotes the effect of leaf expansion, and Wscale denotes 
canopy moisture calculated from LSWI of the MODIS satel-
lites, which are dimensionless variables with values between 
0 and 1 (Hilton et al. 2013) and calculated using the follow-
ing equations.

(2)

GEE = � × Tscale × Pscale ×Wscale × EVI ×
1

(

1 +
PAR

PAR0

) × PAR

(3)R = � × T + �

(4)Tscale =

(

T − Tmin
)(

T − Tmax
)

(

T − Tmin
)(

T − Tmax
)

−
(

T − Topt
)2

(5)Pscale =
1 + LSWI

2

where Tmax, Tmin, andTopt represent the maximum, minimum, 
and optimum temperatures during photosynthesis, respec-
tively, and are provided as tables for each land use type in 
VPRM, and LSWImax denotes the maximum LSWI in the 
growing season.

In VPRM simulations of biogenic CO2 in WRF-Chem, α, β, 
λ, and PAR0 should be optimized for the experimental region 
(Hilton et al. 2013). In this study, three tables previously used 
for East Asia were used to investigate the VPRM parameter 
table that is the most appropriate over East Asia. The three 
tables are the US table, Li table (used by Li et al. 2020), and 
Dayalu table (used by Dayalu et al. 2018) (Table 1).

2.1.3 � Initial and boundary conditions of WRF‑Chem

As WRF-Chem is a regional model that combines meteorol-
ogy and chemistry, the chemical initial and boundary condi-
tions and the atmospheric initial and boundary conditions 
are required to run the WRF-Chem. Since the atmospheric 
CO2 concentration is primarily affected by the transport of 
CO2 rather than chemical reactions (Nasrallah et al. 2003), 
only chemical initial and boundary conditions for CO2 were 
used as the chemical initial and boundary conditions.

In accordance with previous studies (Li et al. 2019; Li 
et al. 2020; Liu et al. 2018; Park et al. 2020), CT2019 data 
from the ESRL of NOAA (Jacobson et al. 2020) were used 
as the chemical initial and boundary conditions for CO2. The 
global CO2 concentrations of CT2019 are provided at a spa-
tial resolution of 3° × 2°. As in WRF-Chem, CO2 in CT2019 
is subdivided into four components: CO2_ANT, CO2_BIO, 
CO2_OCE, and CO2_FIRE. As in WRF-Chem, the fire emis-
sion in CT2019 was not considered.

The fifth generation atmospheric reanalysis of the 
European Centre for Medium-range Weather Forecasts 
(ECMWF; ERA5) (Hersbach et al. 2018) and FNL of NCEP 
(NCEP/NOAA 2000) were used as atmospheric initial and 
boundary conditions.

2.2 � Experimental design

To investigate the most appropriate atmospheric initial and 
boundary conditions and VPRM tables for simulating CO2 
over East Asia, several experiments were conducted for the 
one-month period of March 2018.

Table 2 shows the configuration of WRF-Chem used in 
this study. The horizontal resolution of WRF-Chem was set 
to 9 km with 393 × 336 grid points over the experimental 
region, as shown in Fig. 1. The model’s vertical layers were 
51 vertical layers with the top of the model as 50 hPa.

(6)Wscale =
1 + LSWI

1 + LSWImax
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Figure 2 shows the schematic diagram to simulate CO2 

using WRF_Chem. From 1 March 2018, a 30-h prediction of 
WRF-Chem was conducted every 18 UTC, and the previous 
24 h CO2 prediction field was used as the initial condition for 
the next run as in Pillai et al. (2011) and Zhao et al. (2019). 
This was to simulate long-distance transport by allowing CO2 
transported in the previous run to be reflected in the next run 
(Ballav et al. 2012; Liu et al. 2018; Li et al. 2019, 2020). The 
emission inventory, atmospheric initial and boundary conditions 
(i.e., FNL and ERA5), and chemical boundary conditions (i.e., 
CT2019) were updated every 18 UTC. To run the WRF-Chem 
for the one-month period of March 2018, 7 days of model spin 
up was performed from February 22 to 28, 2018, as Ballav et al. 
(2012) and Ballav et al. (2020) have used 5 days of model spin 

up to simulate CO2 concentrations for 1–2 years over Asia. The 

validation used only 24-h forecasts from 6 to 30 h.
Table 3 shows the experimental names depending on the 

atmospheric conditions and the VPRM table used.

2.3 � Validation

Validation was performed for the 24 h forecast field from 6 
to 30 h forecasts, to avoid possible discontinuities caused by 
initial and boundary condition updates.

For validation, the bias and root mean square error (RMSE) 
were used and calculated as:

(7)Bias = Ri − Oi

Table 1   VPRM parameter values for different vegetation types in each VPRM table

Trees evergreen Trees deciduous Trees mixed Trees and shrubs Trees and grasses Trees and crops Grasses

US table PAR0 261 324 206 363 682 757 157
λ 0.2492 0.1729 0.2555 0.08736 0.1141 0.1533 0.13335
α 0.3301 0.3258 0.3422 0.0239 0.0049 0.268 0.0269
β 0 0 0 0 0 0 0

Li table PAR0 745.306 514.13 419.5 590.7 600 1074.9 717.1
λ 0.13 0.1 0.1 0.18 0.18 0.085 0.115
α 0.1247 0.092 0.2 0.0634 0.2 0.13 0.0515
β 0.2496 0.843 0.27248 0.2684 0.3376 0.542 -0.0986

Dayalu table PAR0 786 324 639 1405 682 1768.3 464
λ 0.0903 0.1729 0.129 0.104 0.1141 0.119 0.0451
α 0.128 0.3258 0.267 0.162 0.0049 0.078 0.0306
β -0.464 0 -0.291 -0.71 0 0.44971 0.0919

Table 2   Configuration of WRF-
Chem simulation Experimental period 2018.02.22 – 2018.03.31

(Spin-up: 7 days from 22 to 28 February 2018)
Resolution Horizontal 9 km × 9 km with 393 × 336 grid points

Vertical 51 layers (top: 50 hPa)
Time step 30 s

Initial and lateral boundary 
conditions

Chemical (CO2) CT2019
Meteorological FNL, ERA5

Emission Inventory Anthropogenic ODIAC 2019
Biosphere VPRM model
Ocean JMA

Physics schemes Shortwave radiation RRTMG
Longwave radiation RRTMG
Microphysics WSM 6-class
Cumulus Grell 3D Ensemble
PBL YSU
Surface Layer Revised MM5
Land Surface Noah
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where R is the model simulation value, O is the observed 
value, and n is the number of observations.

2.3.1 � Meteorological observations for validation

For the atmospheric field, the NCEP PrepBUFR conven-
tional observations were used to validate the surface and 
upper-air simulation results. For surface observations, the 
wind speed and direction of land surface synoptic weather 
observations (SYNOP) were used every 6 h (00, 06, 12, and 
18 UTC). For upper-air observations, upper-air wind profiles 
from radiosonde (SONDE) observation data at 925, 700, 
500, 300, and 200 hPa were used every 12 h (00, 12 UTC). 
Figure 1a shows the locations of the SYNOP and SONDE 
observations used in this study.

2.3.2 � CO2 observations and model output for validation

Various CO2 observations were used to examine whether 
the CO2 concentrations were accurately simulated in WRF-
Chem. Table 4 provides information on surface CO2 obser-
vation sites used for validation. CO2 observation data for 
Anmyeon-do (AMY, Republic of Korea), Mt. Dodaira 
(DDR, Japan), Kisai (KIS, Japan), Lulin (LLN, Taiwan, 
Province of China), Ryori (RYO, Japan), Tae-ahn Penin-
sula (TAP, Republic of Korea), Ulaan Uul (UUM, Mon-
golia), and Yonagunijima (YON, Japan) are provided by 
the World Data Centre for Greenhouse Gases (WDCGG, 
https://​ds.​data.​jma.​go.​jp/​wdcgg). These data are observed 
by NOAA ESRL, Center for Environmental Science in 
Saitama (SAIPF, Japan), JMA, and Korea Meteorological 
Administration (KMA; Republic of Korea). The Gosan 
(GSN, Republic of Korea) and Ulleung-do (UL, Republic 
of Korea) observations are provided by KMA (https://​data.​

(8)RMSE = [
1

n

n
∑

i=1

(Ri − Oi)
2]1∕2

Fig. 1   a Meteorological observation sites (SYNOP: black dot, 
SONDE: red triangle) and b CO2 observation sites (surface CO2 
observation sites: blue dot, OCO-2 XCO2 observation sites: grey dot) 
in the model domain

Fig. 2   The schematic diagram 
of the CO2 simulation using 
WRF-Chem

https://ds.data.jma.go.jp/wdcgg
https://data.kma.go.kr/data/gaw/selectGHGsRltmList.do?pgmNo=587
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kma.​go.​kr/​data/​gaw/​selec​tGHGs​RltmL​ist.​do?​pgmNo=​587). 
The observation data for AMY, DDR, KIS, RYO, and YON 
are at 1 h intervals, GSN and UL data are at 1 day intervals, 
and LLN, TAP, and UUM provide data discontinuously.

Satellite-based XCO2 observations were used to com-
pensate for the lack of surface CO2 observations over East 
Asia. OCO-2 is the National Aeronautics and Space Admin-
istration (NASA)’s first Earth remote sensing satellite for 
atmospheric CO2 observations, launched after GOSAT. 
OCO-2 provides a space-based global measurement for the 
absorption and emission of local CO2 and carries out obser-
vations at 13:30 LST along a solar synchronous orbit. The 
OCO-2 observation data used were ACOS L2 Lite Output 
Filtered with oco2-lite_file_prefilter_b9 converted from 
Level 1 radiance to Level 2 data using the ACOS retrieval 
algorithm (O’Dell et al. 2012), produced by the Jet Pro-
pulsion Laboratory (JPL) (https://​co2.​jpl.​nasa.​gov/​downl​
oad/?​datas​et=​OCO2L​tCO2v​9&​produ​ct=​LITE). The data 
quality of the OCO-2 observations can be checked by the 
values of xco2_quality_flag and warn_level as described 
in the OCO-2 Data Product User’s Guide (Osterman et al. 
2018). The xco2_quality_flag value is 0 or 1, where 0 means 
“good” and 1 means “bad”. In this study, OCO-2 data with 
‘0’ xco2_quality_flag value were used for validation.

In WRF-Chem, CO2 concentrations are simulated at each 
pressure level, while OCO-2 observes the column-averaged 
CO2 mole fraction (XCO2). Because the data types of the 
simulated CO2 and satellite observed XCO2 are differ-
ent, they need to be converted into the same data type for 
comparison. Thus, CO2 concentrations simulated at each 
pressure level in WRF-Chem were converted to XCO2 
concentrations. First, the simulated CO2 concentrations in 
WRF-Chem were interpolated to the latitude and longitude 
of OCO-2 data. Then, the XCO2 concentrations of WRF-
Chem were calculated as in Connor et al. (2008) and O’Dell 
et al. (2012):

where XCO2a is a priori XCO2, wT
i
 is the pressure weighting 

function, Ai is the column averaging kernel, COinterp

2
 is the 

interpolated simulated CO2 concentrations of WRF-Chem, 
and CO2a is a priori CO2.

Figure 1b shows the locations of the surface CO2 and 
satellite XCO2 observations used in this study. In addition 
to surface CO2 and satellite XCO2 observations, the Carbon-
Tracker output (CT2019) was used to validate the reliability 
of the simulated CO2 concentrations.

3 � Results

3.1 � Distribution of surface biogenic CO2 
concentrations

Figure 3a shows the average surface biogenic CO2 con-
centrations simulated in the six experiments, and Fig. 3b 
shows the surface biogenic CO2 concentrations in CT2019. 
In the surface CO2 concentrations averaged for six exper-
iments (Fig.  3a), the CO2 absorption by vegetation is 

(9)XCOmodel
2

= XCO2a +
∑

i

wT
i
Ai

(

CO
interp

2
− CO2a

)

i

Table 3   Experiment names depending on meteorological initial and 
boundary conditions and VPRM tables

Experimental name Meteorological initial and 
lateral boundary conditions

VPRM table

FNL_US FNL US table
FNL_ Li FNL Li table
FNL_Da FNL Dayalu table
ERA_US ERA5 US table
ERA_ Li ERA5 Li table
ERA_Da ERA5 Dayalu table

Table 4   Information on surface 
CO2 observation sites

Site Latitude (°) Longitude (°) Height (m) Laboratory Observation 
time interval

AMY 36.54 126.33 42 NOAA/ESRL Hourly
DDR 36.00 139.20 840 SAIPF Hourly
KIS 36.08 139.55 13 SAIPF Hourly
LLN 23.47 120.87 2862 NOAA/ESRL Event
RYO 39.03 141.82 260 JMA Hourly
TAP 36.73 126.13 20 NOAA/ESRL Event
UUM 44.45 111.10 992 NOAA/ESRL Event
YON 24.47 123.01 30 JMA Hourly
GSN 33.15 126.12 72 KMA Daily
UL 37.48 130.90 220.9 KMA Daily

https://data.kma.go.kr/data/gaw/selectGHGsRltmList.do?pgmNo=587
https://co2.jpl.nasa.gov/download/?dataset=OCO2LtCO2v9&product=LITE
https://co2.jpl.nasa.gov/download/?dataset=OCO2LtCO2v9&product=LITE
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weaker over central China and the Korean Peninsula than 
that in other regions. These regional patterns of the aver-
aged simulation results are similar to those of the biogenic 
CO2 concentrations in CT2019 in Fig. 3b. Because the 

horizontal resolution of the experiments was denser than 
that in CT2019, more detailed distributions were simu-
lated in the experiments using WRF-Chem. However, the 
amplitude of biogenic CO2 absorption in the averaged 

Fig. 3   Distribution of a average 
surface biogenic CO2 con-
centration (ppm) simulated in 
six experiments and b surface 
biogenic CO2 concentration 
(ppm) in CT2019. Anomaly 
distributions for average surface 
biogenic CO2 concentration 
(ppm), simulated in c FNL_US, 
d ERA_US, e FNL_Li, f ERA_
Li, g FNL_Da, and h ERA_Da 
from the average of six experi-
ments shown in (a)
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simulation results in WRF-Chem is greater than that 
in CT2019 (compare Fig. 3a and b). This difference in 
biogenic CO2 may be due to different model framework 
between WRF-Chem and CT2019.

Figures 3c–h show the difference between the surface 
biogenic CO2 concentrations of each experiment and the 
average biogenic CO2 concentrations over six experiments. 
FNL_US and ERA_US show very similar distributions and 
amount of biogenic CO2 concentrations (Fig. 3c and d), indi-
cating that the difference in atmospheric initial and bound-
ary conditions for WRF-Chem simulations did not seem to 
significantly affect the simulated biogenic CO2 concentra-
tions. Compared to the average biogenic CO2 concentrations, 
FNL_US (Fig. 3c) and ERA_US (Fig. 3d) show lower bio-
genic CO2 absorption over central China and the Korean 
Peninsula. This underestimated biogenic CO2 absorption in 
both FNL_US and ERA_US compared to the average bio-
genic CO2 absorption results in greater differences in Fig. 3c 
and d.

FNL_Li and ERA_Li show very similar distributions 
and amount of biogenic CO2 concentrations (Fig. 3e and 
f). Compared to the average biogenic CO2 concentrations, 
FNL_Li (Fig. 3e) and ERA_Li (Fig. 3f) show lower bio-
genic CO2 absorption over central China and the Korean 
Peninsula and greater biogenic CO2 absorption in southern 
China. However, the magnitude of the differences between 
the simulated biogenic CO2 concentrations (FNL_Li and 
ERA_Li) and the average is small.

FNL_Da and ERA_Da also show similar distributions of 
biogenic CO2 concentrations (Fig. 3g and h). Compared to 
the average biogenic CO2 concentrations, FNL_Da (Fig. 3g) 
and ERA_Da (Fig. 3h) show greater biogenic CO2 absorp-
tion over central China and the Korean Peninsula. This over-
estimated biogenic CO2 absorption in both FNL_Da and 
ERA_Da compared to the average biogenic CO2 absorption 
results in greater differences (Fig. 3g and h).

In contrast to the similar distribution and magnitude of 
biogenic CO2 concentrations between the experiments using 
different atmospheric initial and boundary conditions and 
the same VPRM table, there were substantial differences 
between the experiments using the same atmospheric initial 
and boundary conditions and different VPRM tables. There-
fore, the simulated surface biogenic CO2 concentrations 
were more sensitive to differences in the VPRM tables than 
those in the atmospheric initial and boundary conditions. In 
terms of region, the differences in biogenic CO2 concentra-
tions in the experiments were the greatest over central China 
and the Korean peninsula.

The distributions of the simulated total CO2 concen-
trations (not shown), which are the sum of the biogenic, 
anthropogenic, oceanic, and background CO2 concentra-
tions, showed similar distributions as in Fig. 3.

3.2 � Validation with observations

As the simulated CO2 concentrations may be affected by the 
simulated transport, the simulated wind speed and direc-
tion were validated against the observed wind speed and 
direction. In addition, the simulated CO2 concentrations of 
each experiment were compared with the observed CO2 con-
centrations to validate whether the simulation results were 
appropriate and to investigate the experiment that led to the 
most accurate simulation results.

3.2.1 � Validation of wind speed and direction

In WRF-Chem, the atmospheric and chemical fields inter-
act with each other. According to Baklanov et al. (2014), 
in WRF-Chem, various atmospheric variables such as tem-
perature, precipitation, wind direction, and wind speed can 
affect the chemical species. In addition, the physical char-
acteristics of aerosols and the concentrations of radiatively 
active gases can affect atmospheric variables. However, in 
this study, only CO2 was simulated without considering the 
reaction with aerosols in the atmosphere. Therefore, there 
was no change in the atmospheric field with changes in the 
CO2 concentration.

Among the six experiments in Table 3, the experiments 
with the same atmospheric initial and boundary conditions 
simulated the same atmospheric fields. This implies that the 
atmospheric fields of FNL_US, FNL_Li, and FNL_Da were 
simulated identically. Thus, when verifying the atmospheric 
field, the six experiments can be divided into two groups: 
experiments using FNL (FNL_exp) and experiments using 
ERA5 (ERA_exp).

Figure 4 shows the time series of bias and RMSE for 
each experimental result (i.e., FNL_exp and ERA_exp) 
with respect to surface SYNOP observations for wind 
speed and direction. The bias and RMSE for each experi-
ment are summarized in Table 5. For both FNL_exp and 
ERA_exp, the biases of the surface wind speed show high 
fluctuations centered around 0 (Fig. 4a), leading to small 
bias values (0.05 and 0.01 m s−1 in FNL_exp and ERA_
exp, respectively) for both experiments (Table 5) despite 
high fluctuations. The RMSEs of the surface wind speed in 
both experiments showed high fluctuations (Fig. 4b) with 
an approximate value of 3.2 m s−1 (Table 5). In contrast to 
wind speed, the biases of the surface wind direction were 
mostly positive (Fig. 4c), implying that the surface wind 
direction in both experiments was overestimated compared 
to the observation values. The bias for FNL_exp (ERA_exp) 
was 22.84° (24.05°) (Table 5). The RMSEs of the surface 
wind direction in both experiments showed large values 
(Fig. 4d) with 82.81° for FNL_exp and 84.21° for ERA_exp 
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(Table 5). Compared to the surface wind speed with smaller 
bias and RMSE, the surface wind direction showed a large 
bias and RMSE compared to the observed values for both 
experiments. Although the difference between FNL_exp and 
ERA_exp was small for both surface wind speed and direc-
tion, FNL_exp showed a slightly smaller bias and RMSE 
than ERA_exp.

Figure 5 shows the time series of wind speed, bias, and 
RMSE for each experimental result (i.e., FNL_exp and 
ERA_exp) with respect to the upper-air SONDE observa-
tions at each pressure level. The bias and RMSE for each 
experiment are summarized in Table 6. For both FNL_exp 
and ERA_exp, the wind speed and bias increased as go up 
into the upper atmosphere (Fig. 5a–c). The average biases 
of wind speed below 700 hPa (at 500 hPa) were 0.20 and 
0.22  m  s−1 (− 0.63 and − 0.71  m  s−1) in FNL_exp and 
ERA_exp, respectively (Table 6). In contrast to the nega-
tive biases in other layers, the biases of the wind speed at 
925 hPa were positive in both experiments (Fig. 5c and 

Table  6), which implies an overestimation of the wind 
speed at 925 hPa in both experiments. As the wind speed 
increased in the upper atmosphere, the biases in the upper 
atmosphere also increased (Fig. 5d–f). Similar to the bias, 
for both experiments, the RMSE increased as go up into the 
upper atmosphere (Fig. 5g–i). The average RMSEs of wind 
speed below 700 hPa (at 500 hPa) are 4.00 and 4.04 m s−1 
(6.45 and 6.50 m s−1) in FNL_exp and ERA_exp, respec-
tively (Table 6).

Figure 6 shows the time series of wind direction, bias, 
and RMSE for each experimental result (i.e., FNL_exp and 
ERA_exp) with respect to the upper-air SONDE observa-
tions for wind direction at each pressure level. The bias 
and RMSE for each experiment are summarized in Table 6. 
For both FNL_exp and ERA_exp, the wind direction was 
approximately less than 240° in the lower atmosphere at 
925 hPa and greater than 240° above 700 hPa (Fig. 6a–c), 
implying that the wind is veering towards the east in the 
lower atmosphere. In contrast to the wind direction, the fluc-
tuations of wind direction and bias decreased as go up into 
the upper atmosphere (Fig. 6a–c). The high fluctuation in 
wind direction in the lower atmosphere is due to the com-
plex topography. The average biases of the wind direction 
below 700 hPa (at 500 hPa) were 8.93° and 7.99° (5.20° and 
4.58°) in FNL_exp and ERA_exp, respectively (Table 6). 
For both experiments, the wind direction was mostly over-
estimated at all levels (Fig. 6d–f and Table 6). Similar to 
the bias, for both experiments, the RMSE increased as go 
down into the lower atmosphere (Fig. 6g–i). The average 

Fig. 4   Time series of a bias and b RMSE of simulated 10  m wind 
speed (m s−1) with respect to the observed 10  m wind speed at 
SYNOP sites during March 2018. Time series of c bias and d RMSE 

of simulated 10  m wind direction (°) with respect to the observed 
10  m wind direction at SYNOP sites in March 2018. FNL_exp 
(ERA_exp) is denoted by red (blue) line

Table 5   Bias and RMSE of the simulated 10 m wind speed and direc-
tion for FNL_exp and ERA_exp with respect to the observed 10  m 
wind speed and direction at SYNOP sites

Wind speed [m s−1] Wind direction [°]

FNL_exp ERA_exp FNL_exp ERA_exp

Bias 0.045 0.011 22.839 24.054
RMSE 3.202 3.230 82.807 84.208
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RMSEs of the wind direction below 700 hPa (at 500 hPa) 
were 53.01° and 53.15° (32.12° and 32.25°) in FNL_exp 
and ERA_exp, respectively (Table 6). In both wind direc-
tion and wind speed, the difference between FNL_exp and 
ERA_exp was not large, as for the surface wind field vali-
dation. However, the mean RMSE of FNL_exp was smaller 
in the lower atmosphere (below 700 hPa) as well as in the 
upper atmosphere (at 500 hPa) (Table 6). In other words, 

the wind field of the entire atmosphere was slightly better 
simulated by FNL_exp.

Throughout the atmosphere from 925 to 500 hPa, the 
average RMSE of wind speed in FNL_exp was 4.81 m s−1 
and that in ERA_exp was 4.86 m s−1. For the wind direc-
tion, the average RMSE of FNL_exp was 46.05° and that of 
ERA_exp was 46.19°. Therefore, based on the surface and 
pressure level validations, FNL_exp showed slightly better 
results for wind forecasts than ERA_exp in East Asia.

3.2.2 � Validation of simulated surface CO2 concentrations 
with observed surface CO2 concentrations

The simulated surface CO2 concentrations in the six experi-
ments were validated with respect to the observed surface 
CO2 concentrations. In addition to the observed surface CO2 
concentrations, a comparison with surface CO2 concentra-
tions simulated in CT2019 was conducted to validate the 
reliability of the surface CO2 concentrations simulated in 
this study.

Figure 7 shows the time series of the simulated surface 
CO2 concentrations in this study and in CT2019 for each 
surface CO2 observation site during March 2018. The simu-
lated surface CO2 concentrations were mostly similar to the 

Fig. 5   Time series of a–c simulated wind speed (m s−1), d–f bias (m 
s−1) of simulated wind speed, and g–i RMSE (m s−1) of simulated 
wind speed with respect to the observed wind speed at SONDE 

sites at each pressure level in March 2018. FNL_exp (ERA_exp) is 
denoted by red (blue) line

Table 6   Bias and RMSE of the simulated wind speed and direction 
for FNL_exp and ERA_exp with respect to the observed wind speed 
and direction at SONDE sites at each pressure level

Wind speed [m s−1] Wind direction [°]

FNL_exp ERA_exp FNL_exp ERA_exp

Bias 500 hPa -0.630 -0.712 5.203 4.577
700 hPa -0.381 -0.451 6.073 4.833
925 hPa 0.778 0.882 11.777 11.156
Average -0.078 -0.093 7.684 6.855

RMSE 500 hPa 6.450 6.499 32.117 32.251
700 hPa 4.272 4.284 47.145 46.923
925 hPa 3.720 3.789 58.877 59.382
Average 4.814 4.857 46.046 46.185
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observed surface CO2 concentrations at DDR, KIS, RYO, 
YON, GSN, and UL (Fig. 7a, b, c, d, f, and g). Except for 
GSN, the simulated surface CO2 concentrations averaged 
over the six experiments were more similar to the observed 
surface CO2 concentrations than those in CT2019. In the 
case of UUM, TAP, and LLN, surface CO2 concentrations 
are rarely observed (i.e., approximately once a week), which 
makes comparisons of simulated surface CO2 concentrations 
difficult. Nevertheless, the simulated surface CO2 concen-
trations were mostly similar to the observations at UUM, 
TAP, and LLN (Fig. 7h, i, and j), indicating the reliability 
of the simulated surface CO2 concentrations. Compared to 
the six experiments, CT2019 overestimated the observations 
at every site (Fig. 7). This overestimation is caused by the 
anthropogenic emission inventory used in CT2019, which 
are both Miller emission dataset based on EDGAR v4.2 
(European Commission 2011) and ODIAC 2018 (Oda and 
Maksyutov 2015; Oda et al. 2018). As mentioned in Sec-
tion 2.1.1, EDGAR anthropogenic emission inventory gener-
ally overestimates the observations around local anthropo-
genic sources (e.g., urban areas).

Figure 8 shows the biases and RMSEs for each experi-
mental result with respect to the observed surface CO2 
concentrations at each site. The bias and RMSE for each 
experiment at each site are shown in Table 7. For rarely 
observed sites (i.e., UUM, TAP, and LLN), bias and RMSE 

may not be accurately calculated. Therefore, bias and RMSE 
were calculated for only seven sites, excluding UUM, TAP, 
and LLN. The biases were mostly negative except for some 
experiments at the KIS and YON sites (Fig. 8a and Table 7), 
which implies that the simulated surface CO2 concentrations 
mostly underestimated the observed surface CO2 concentra-
tions. Except for AMY with a bias of − 4.71 ppm, the biases 
at other sites were smaller than 3 ppm (Fig. 8a and Table 7). 
This is because the simulated CO2 concentrations at AMY 
were more underestimated than those at other sites, as 
shown in Figs. 7e and 8a. Among the observation sites, the 
bias was the smallest at YON (0.01 ppm averaged over six 
experiments) (Table 7). Among six experiments, FNL_US 
showed the lowest bias of − 1.18 ppm, followed by ERA_US 
(− 1.26 ppm) and FNL_Li (− 1.49 ppm) (Table 7). The aver-
age biases of all six experiments were less than the bias of 
CT2019 (Table 7). The RMSEs of KIS, RYO, YON, GSN, 
and UL were lower than 5 ppm, while the RMSEs of DDR 
and AMY were greater than 5 ppm (Fig. 8b and Table 7). 
Among the observation sites, the RMSE at YON was the 
smallest (1.62 ppm averaged over six experiments) and was 
much smaller than that of CT2019 (Table 7). On average, the 
RMSEs of the six experiments were smaller than the RMSE 
of CT2019 (Table 7). This implies that the surface CO2 con-
centrations can be simulated more appropriately using high-
resolution WRF-Chem compared to a low-resolution global 

Fig. 6   Time series of a–c simulated wind direction (°), d–f bias (°) of 
simulated wind direction, and g–i RMSE (°) of simulated wind direc-
tion with respect to the observed wind direction at SONDE sites at 

each pressure level in March 2018. FNL_exp (ERA_exp) is denoted 
by red (blue) line
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model (e.g., CarbonTracker). Among the six experiments, 
on average, ERA_Li showed the lowest RMSE (3.68 ppm), 
followed by FNL_Li (3.71 ppm) (Table 7).

Overall, owing to the comparable surface wind fields, 
FNL_exp showed a similar bias and RMSE for surface 
CO2 concentrations compared to ERA_exp. For the VPRM 
tables, the experiments with the Li tables showed smaller 

biases and RMSEs compared to those with other tables. 
ERA_Li and FNL_Li showed smaller biases and RMSEs 
than the other four experiments and much smaller biases and 
RMSEs than CT2019. Even for the highly underestimated 
site as AMY, the biases and RMSEs of FNL_Li were the 
smallest among the six experiments and CT2019. Therefore, 
ERA_Li and FNL_Li showed the most similar simulated 

Fig. 7   Time series of simulated 
and observed surface CO2 
concentrations (ppm) for each 
surface CO2 observation site 
in March 2018 (FNL_US: red 
solid, FNL_Li: orange solid, 
FNL_Da: green solid, ERA_
US: blue solid, ERA_Li: purple 
solid, ERA_Da: light purple 
solid, CT2019: grey dashed, 
surface CO2 observation: black 
star)
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surface CO2 concentrations to the observed surface CO2 
concentrations among the six experiments.

3.2.3 � Validation of simulated XCO2 concentrations 
with observed OCO‑2 XCO2 concentrations

The distributions of surface CO2 observation sites are lim-
ited, and there are few surface CO2 observation sites avail-
able in central China. For a more reliable validation, it is 
necessary to validate the simulated surface CO2 observations 
in the regions with few surface CO2 observation sites. There-
fore, for the regions covered by the OCO-2 satellite, valida-
tion was conducted by comparing the XCO2 concentrations 
deduced from the WRF-Chem results with those of OCO-2.

Figure 9a shows the time series of the simulated and 
observed XCO2 concentrations. Compared to the OCO-2 
XCO2 concentrations, the simulated XCO2 concentrations 
in all experiments showed similar trends but slightly over-
estimated values at most times. Figure 9b shows the bias 
of the simulated XCO2 concentrations with respect to the 
OCO-2 XCO2 concentrations. Due to the overestimated sim-
ulated XCO2 concentrations (Fig. 9a), all six experiments 
showed mostly positive biases during March 2018 (Fig. 9b), 
with an average bias of 0.14 ppm (Table 8). Among the six 
experiments, ERA_Da showed the smallest bias (0.05 ppm) 
followed by ERA_Li (0.14 ppm) and FNL_Li (0.16 ppm) 
(Table 8). Similar to the biases smaller than 1 ppm (i.e., 
average 0.14 ppm), the average RMSE of the simulated 
XCO2 concentrations with respect to OCO-2 XCO2 concen-
trations for the six experiments was smaller than 1 ppm (i.e., 
average 0.61 ppm) (Table 8), indicating that all experiments 

Fig. 8   a Bias (ppm) and b RMSE (ppm) of simulated surface CO2 
concentrations for each experiment and CT2019 with respect to the 
observed surface CO2 concentrations at surface CO2 observation sites 
(FNL_US: red, FNL_Li: orange, FNL_Da: green, ERA_US: blue, 
ERA_Li: purple, ERA_Da: light purple, CT2019: grey)

Table 7   Bias and RMSE of 
the simulated surface CO2 
concentrations for each 
experiment and CT2019 with 
respect to the observed surface 
CO2 concentrations at surface 
CO2 observation sites

FNL_US FNL_Li FNL_Da ERA_US ERA_Li ERA_Da CT2019

Bias
[ppm]

DDR -0.693 -1.289 -2.460 -1.028 -1.535 -2.680 4.098
KIS 1.501 0.589 -1.296 1.420 0.563 -1.418 3.964
RYO -0.567 -0.784 -1.469 -0.642 -0.846 -1.526 1.695
YON 0.305 0.108 -0.278 0.210 0.044 -0.316 3.073
AMY -4.210 -4.296 -5.675 -4.221 -4.235 -5.619 9.205
GSN -2.349 -2.432 -3.335 -2.352 -2.461 -3.293 1.104
UL -2.227 -2.295 -2.817 -2.237 -2.287 -2.818 2.878
Average -1.177 -1.485 -2.476 -1.264 -1.537 -2.524 3.717

RMSE
[ppm]

DDR 4.660 5.102 5.826 4.728 5.174 5.948 6.141
KIS 4.937 4.127 3.877 4.739 3.992 3.870 6.536
RYO 1.748 1.932 2.653 1.684 1.918 2.644 2.901
YON 1.567 1.554 1.774 1.535 1.525 1.757 3.790
AMY 6.687 6.411 7.470 6.747 6.415 7.421 11.019
GSN 3.788 3.700 4.666 3.682 3.670 4.539 2.571
UL 3.040 3.144 3.777 2.986 3.066 3.771 5.293
Average 3.775 3.710 4.292 3.729 3.680 4.279 5.464
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simulated XCO2 concentrations similar to those observed by 
OCO-2. FNL_Li showed the smallest RMSE of 0.59 ppm, 
followed by ERA_US (0.60 ppm), ERA_Li (0.60 ppm), and 
FNL_US (0.61 ppm) (Table 8). The slightly smaller RMSE 
of FNL_Li compared to that of ERA_Li may be associated 
with a slightly smaller RMSE of wind speed and direction in 
FNL_exp compared to that in ERA_exp in the entire atmos-
phere, as shown in Table 6. Because the column-averaged 
XCO2 concentrations are mainly affected by transport in the 
whole atmosphere, the slightly smaller RMSE of the simu-
lated wind fields in the whole atmosphere in the FNL_exp 
seems to affect the simulated XCO2 concentrations.

Figure 10 shows the spatial distribution of the RMSE over 
1° × 1° bins for March 2018. The RMSE was calculated only 
for the bins with 20 or more observations. The RMSEs of all 
six experiments were similar in northern China and Japan. 
The greatest RMSE differences among the six experiments 

were in central China, where the differences in surface bio-
genic CO2 concentrations among the experiments were the 
greatest, as shown in Fig. 3. The RMSEs in central China 
were relatively small in FNL_Li, ERA_US, ERA_Li, and 
FNL_US (Fig. 10c, b, d, and a), where the surface biogenic 
CO2 absorption in these three experiments was underesti-
mated compared to the average biogenic CO2 absorption of 
all experiments (Fig. 3e, d, f, and c). Therefore, the smaller 
biogenic CO2 absorption in central China in FNL_Li, ERA_
Li, FNL_US, and ERA_US compared to that in other experi-
ments resulted in a smaller RMSE over the region.

The smallest RMSE of FNL_Li implies that FNL_Li 
can simulate XCO2 concentrations similar to OCO-2 XCO2 
concentrations.

4 � Summary and conclusions

In this study, a high-resolution regional WRF-Chem model 
was used to simulate atmospheric CO2 concentrations in 
East Asia, where there is high uncertainty in estimating 
atmospheric CO2 concentrations. To estimate atmospheric 
CO2 concentrations over East Asia appropriately, the effects 
of atmospheric conditions and the VPRM parameters used 
for simulating biogenic CO2 concentrations were evaluated 
using high-resolution WRF-Chem. Various experiments 
were performed to evaluate the effects of experimental set-
tings on estimating atmospheric CO2 concentration.

The atmospheric CO2 concentration is more affected by 
wind than other meteorological variables. Thus, the wind 
speed and direction need to be accurately simulated to simu-
late appropriate CO2 concentrations. To examine the atmos-
pheric field that simulates the wind field more accurately, 
FNL and ERA5 were considered as the initial and boundary 
conditions of WRF-Chem. In addition, the VPRM param-
eters that simulate biogenic CO2 concentrations need to be 
appropriate for estimating atmospheric CO2 concentrations.

To evaluate the effects of the atmospheric field and 
VPRM parameters on simulating surface CO2 concentra-
tions, six experiments were performed by using two atmos-
pheric reanalysis fields (FNL and ERA5) and three VPRM 
tables (US, Li, and Dayalu tables) for March 2018 over East 
Asia.

The simulated surface biogenic and total CO2 concentra-
tions were more affected by differences in the VPRM tables 

Fig. 9   Time series of a simulated XCO2 and OCO-2 XCO2 concen-
tration (ppm) for each experiment and b bias (ppm) of the simulated 
XCO2 concentration for each experiment with respect to the observed 
OCO-2 XCO2 concentration during March 2018 (FNL_US: red solid, 
FNL_Li: orange solid, FNL_Da: green solid, ERA_US: blue solid, 
ERA_Li: purple solid, ERA_Da: light purple solid, CT2019: grey 
dashed, OCO-2 XCO2: black solid)

Table 8   Bias and RMSE of the 
simulated XCO2 concentration 
for each experiment and 
CT2019 with respect to the 
observed OCO-2 XCO2 
concentrations

FNL_US FNL_Li FNL_Da ERA_US ERA_Li ERA_Da CT2019

Bias
[ppm]

0.224 0.164 0.058 0.194 0.142 0.045 0.324

RMSE
[ppm]

0.605 0.593 0.619 0.598 0.600 0.629 0.589
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than those in atmospheric initial and boundary conditions. 
Similar spatial distributions and magnitudes of surface bio-
genic CO2 concentrations were observed between experi-
ments using different atmospheric initial and boundary 
conditions but the same VPRM table, whereas experiments 
using the same atmospheric initial and boundary conditions 
but different VPRM tables showed distinctly different spatial 
distributions and magnitudes. In terms of region, the differ-
ences in surface biogenic CO2 concentrations among the 
experiments were large over central China and the Korean 
peninsula. Since the vertical mixing also affects CO2 con-
centrations, the effect of physical parameterizations on the 
vertical mixing and simulation of CO2 concentrations over 
Asia would be a future work.

To verify the accuracy of the simulated wind and 
CO2 concentrations, they were compared with observed 
values. From surface and pressure level validations, all 
experiments using FNL as the initial and boundary con-
ditions (FNL_exp) were slightly more accurate in wind 
speed and direction forecasts than those using ERA5 as 
the initial and boundary conditions (ERA_exp) for the 
experimental period over East Asia. From the validation 
of surface CO2 concentrations, on average, the experi-
ments that used either ERA or FNL as the initial and 
boundary conditions with the Li table as the VPRM table 
in WRF-Chem showed smaller biases and RMSEs than 
the other four experiments and also showed much smaller 
biases and RMSEs compared to CT2019. Therefore, 

Fig. 10   Distribution of RMSE 
(ppm) of simulated XCO2 
concentration over 1° × 1° bins 
in a FNL_US, b ERA_US, c 
FNL_Li, d ERA_Li, e FNL_Da, 
and f ERA_Da with respect 
to the observed OCO-2 XCO2 
concentration
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among the six experiments, ERA_Li and FNL_Li simu-
lated surface CO2 concentrations closest to the observed 
values. From the validation of XCO2 concentrations, 
FNL_Li using FNL as the initial and boundary condi-
tions and the Li table as the VPRM table in WRF-Chem 
showed smaller biases and RMSEs than other experi-
ments. Based on all validations of wind and CO2 concen-
trations, the combination of FNL as the atmospheric ini-
tial and boundary conditions and Li table as the VPRM 
table showed the overall best performance and was thus 
most suitable for simulating atmospheric CO2 concentra-
tions using WRF-Chem during the experimental period 
for East Asia.

In future studies, using the WRF-Chem configura-
tions based on the FNL and Li table, high-resolution 
atmospheric CO2 concentrations over East Asia will be 
simulated for longer periods, and the characteristics of 
the high-resolution regional CO2 concentrations will be 
evaluated.
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