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Abstract
To manage the IoT resources to process the massive amount of collected data in 
complex systems, Allocation of tasks to nodes to increase user satisfaction has been 
noticed by researchers. In allocating tasks, the necessity of a powerful auxiliary plat-
form is felt. Cloud and fog networks are two suitable options for performing and 
completing tasks on the Internet of Things. In the cloud network, due to offload-
ing tasks to remote computing centers, problems such as increasing complete time, 
increasing traffic in the network, and high energy consumption for the Internet of 
Things network occur. The fog network solves the problem of completing tasks due 
to reducing the geographical distance between Internet of Things devices and pro-
cessor nodes. The devices in the fog network cooperate with the Internet of Things 
network’s diverse and variable nodes with time computing, storage, and process-
ing resources. In this heterogeneous environment, the non-cooperation and dishon-
esty of malicious fog nodes through misrepresentation of shared resources and non-
completion of tasks can disrupt the performance of the Internet of Things network. 
As a result, two fundamental challenges in the heterogeneous fog network include 
providing resources to allocate tasks and recognizing valid fog nodes. This paper 
focuses on creating a resource provider network to allocate tasks to authentic fog 
nodes with appropriate resources. When an Internet of Things node faces a shortage 
of resources and link prediction, it can form a resource supply network with neigh-
boring nodes to solve the two stated challenges. For this purpose, in the first stage, 
efforts are made to select the most appropriate options among the neighboring nodes 
based on specific criteria. In the second step, reliable nodes are identified based on a 
trust mechanism, including resource trust and entity trust. In the last step, tasks are 
divided among reliable devices with sufficient resources. The evaluation of the pro-
posed method in the OMNET++ simulator shows that the trust mechanism can lead 
to the identification of reliable sources and, as a result, reduce the time to complete 
tasks.
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1 Introduction

The main idea of the Internet of Things is the active and pervasive presence of objects 
around us. Objects that are able to cooperate and communicate with each other to 
achieve common goals through unique addressing. In fact, IoT has made it possible 
to connect billions of devices (such as applications, home appliances, cameras, vehi-
cles, smartphones, etc.) through Internet communication to share information instantly 
[1–3]. The Internet of things has attracted a lot of attention in various industries. This 
rapid development has led to an increase in the number of networked objects that gen-
erate massive data. The generated massive data requires a lot of resources to process, 
store and also transfer across the network. In fact, the main goal of the Internet of 
Things is to process data and return results to end users. Meanwhile, managing net-
work resources, including energy storage, processing capacity, and information storage, 
plays a vital role, which must be done properly [4, 5] and [6], [7]. One of the resource 
management solutions in the Internet of Things is the allocation of resources with the 
aim of energy optimization or the so-called green allocation of resources and energy 
harvesting. Energy harvesting is an approach to searching for renewable energy sources 
such as the sun, wind, and radio frequencies to supply the energy needed by Internet of 
Things devices [8–10]. These methods can help improve the quality of service as well 
as user satisfaction; But on the other hand, due to things 2 like traffic, limited input, 
early buffer filling, and variable link quality status, they cannot guarantee the quality 
of service and, as a result, user satisfaction at a high level [7, 11]. In order to increase 
the quality of service and user satisfaction, the method of offloading tasks is presented, 
which is done to reduce the amount of processing and storage in the Internet of Things 
network [12] and [13], [14]. The temporal and spatial dynamics of applications cre-
ates variable computing tasks. To delegate these variable tasks, several solutions have 
been proposed. One of the methods is to use cloud resources. By allocating part or the 
entire volume of tasks to cloud servers, the consumption of computing resources can be 
greatly reduced [15]. On the other hand, offloading to the cloud system is done to serv-
ers that usually have a great geographical distance from the Internet of Things devices. 
This long distance between servers and Internet of Things devices has caused problems 
such as increasing the time to complete the work, imposing additional traffic on the 
network, and consuming much energy. In this situation, there is a need for methods 
that eliminate the delay caused by sending the tasks of Internet of Things devices to 
centralized servers [16, 17] and [18–20]. Fog computing is considered as a promising 
technology as an extension to cloud computing at the edge of the network. As shown 
in Fig. 1, this technology provides computing resources, storage, and network services 
at a close geographic distance to users. Fog computing and edge network approaches 
reduce latency and increase battery life by eliminating the long geographical distance 
between IoT devices and cloud servers [6] and [21–23].

1.1  Problem definition

At first, it should be checked whether the tasks considered equivalent to work in this 
article are performed locally or assigned to the cloud network for execution [8, 24]. 
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This work requires decision-making and optimal planning, and various factors such 
as time limit, delay, and energy consumption play a role in this decision-making [8, 
25]. As a result, the question is raised, what is the best decision to perform the com-
putational task? How to optimally allocate fog resources to improve service qual-
ity, including response time, delay, interference, packet loss, and throughput? In this 
paper, we investigate the problem of allocating tasks to trusted nodes in fog com-
puting. When a fog node suffers from a lack of resources, the tasks of this device 
should be considered in such a way that they can be allocated to neighboring nodes 
and computed by them. For this, the first step is to find suitable nodes for offloading. 
In other words, find a suitable 3 solution based on which the tasks are processed by 
neighboring fog nodes willing to cooperate, and then the results are delivered to the 
main device after computation within a certain deadline [15, 26]. Among the fog 
nodes, there may be nodes that disrupt the network by dropping or changing packets. 
These nodes are called malicious nodes. The proposed solution should be able to 
distinguish authentic and reliable fog nodes from malicious ones. For this purpose, 
a suitable mechanism for calculating trust and high security for resource sharing is 
required. As a result, both resource allocation and trust issues of fog nodes are con-
sidered in the proposed plan.

2  Literature review

In the following section, some basic concepts such as Internet of Things, cloud 
and fog network and their challenges in Internet of Things will be defined at the 
beginning. In the following, some of the previous research regarding improving 

Fig. 1  The position of the fog network in the Internet of Things
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service quality, resource allocation, and allocating tasks in the Internet of Things 
are reviewed.

2.1  Quality of services in the internet of things

The Internet of Things is a new and growing technology to make people’s lives 
easier. The concept of the Internet of Things is a pervasive presence in which the 
real (physical), digital and virtual worlds converge and interact, and their commu-
nication is either wireless or wireless and through unique addresses [27]. Figure 2 
shows an application of the Internet of Things.

Improving the quality of service is done on the one hand by increasing the 
processing speed and battery life and on the other hand by reducing the compu-
tational and communication delay [14]. These changes lead to user satisfaction, 
which has become one of the main criteria for improving service quality. Silva 
et al. [8] have divided IoT technologies into three groups: 

1. Technologies that obtain information in objects.
2. Technologies that process information in objects.
3. Technologies that provide security and privacy.

In order to improve the quality of services, all three groups should be examined 
as important fields in the Internet of Things. In the following, we examine the 
service quality criteria in these groups [17, 18, 28] and [29].

Fig. 2  Application of the Internet of Things
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2.2  Research background

Since the distribution and offloading of tasks in the Internet of Things is usually 
done with the goals of (1) reducing the time to complete the work, (2) reducing 
the energy consumption, (3) increasing the battery life, (4) increasing the user 
satisfaction,

The article [1] has focused most on optimizing energy consumption. They have 
used fog network to increase computing capability and also reduce energy. With 
their proposed method, the battery life of the devices increases, which improves 
handover. They have used an online dynamic task scheduling called Lyapanov 
optimization-based offloading to investigate the energy consumed and the execu-
tion delay. Mao et  al. used an algorithm called LODCO to reduce computational 
delays and cost, making handover decisions according to processor frequencies. The 
advantage of the proposed algorithm is that the decision taken is based only on the 
system’s current state without the need for distributed information. The results show 
an improvement of energy consumption and the reduction of packet delay and fail-
ure [1]. By harvesting energy, Zhang and his colleagues have taken a step toward 
improving the quality of service and extending battery life. In this article, the energy 
needed to charge devices is obtained from the surrounding environment. They have 
used reinforcement learning to delegate computation and Markov decision process 
to select the appropriate virtual machine. They have tried to minimize the energy 
consumption by considering the queue stability, buffer size and battery energy sta-
bilization. The results show a compromise between energy consumption and delay 
reduction [30]. The presence of dynamic traffic among the different locations of IoT 
users’ spatial and temporal dynamics. Fan and his colleagues have spoken of the 
placement of DBSs in the network’s busy locations. The volume of traffic should be 
dedicated to BS and DBS. In their article, they have two basic challenges (1) loca-
tion of DBS (2) assigning network traffic loads. Drunks in mobile networks are used 
to improve the quality of service. These drones are dynamic in the network areas to 
deliver users’ tasks to MBS, which greatly affects network communication delay.

One of the fog network’s goals is to reduce load and computational and com-
munication pressure on the cloud network and the network center. In this regard, 
there have been few reviews of the division of tasks between neighboring nodes and 
helping nodes in the edge devices. In this regard, we are discussing and presenting a 
solution.

3  Proposed method

3.1  Proposed method

In fog networks, lack of resources and a safe environment are major challenges. This 
article focuses on creating a network to allocate tasks among valid fog nodes with 
limited resources. In this section, the two challenges are attempted by examining 
and improving the resource provider network. In the scenario presented in the arti-
cle [31] when the fog node is facing a shortage of resources for a limited task, the 



 F. Faraji et al.

1 3

neighboring fog nodes form a resource provider network. These nodes are called pro-
vider nodes. The node may allocate its computational task to other adjacent devices. 
This provider network is formed by a node with a resource shortage with fog devices 
that agree to lend parts of their computing resources to the node. Initially, the fog 
node sends a message to the nodes that exist in a few or more steps. The nodes that 
are willing to cooperate and are able to present some of their resources to the host 
node announce their readiness to form the network by sending a message. Jin et al. 
In the proposed network, the link quality and connection only examine the nodes. 
In this article, in the first step, by examining the sent messages, it is attempted to 
select more suitable nodes in terms of resources. This suitability is evaluated based 
on the time, memory and processor criteria of the node. Around the fog node, there 
are different fog nodes with different sources. The host node can choose the most 
appropriate options as the resource provider nodes among these options based on 
the above criteria. It is attempted to create a reliable resource provider network with 
these criteria. The next step is to check the trust of these nodes. By checking their 
trusts, it tries to understand the reliable nodes. After these reviews, the division of 
tasks among the reliable devices with sufficient resources. The proposal is based on 
a two-step trust checking mechanism. In this mechanism, first, examines the sent 
reports and then examines the trust of the node. In the proposal, using the trustwor-
thiness mechanism, the host node forms the provider network by selecting the best 
reports and nodes (Figs. 3, 4).

shows that this design consists of three main phases:

• Phase 1: formation of resource provider network.
• Phase 2: division of tasks.
• Phase 3: network update based on time period.

3.2  The first phase: network formation

The selection of nodes to participate in forming a resource provider network is based 
on a two-step trust assessment. This confidence is composed of two stages.

Fig. 3  Different phases of 
network
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3.2.1  Cooperation motivation and trust measurement

Provider nodes consider the trust of the host node to cooperate. If the trust of the 
host node is higher than a threshold and the node has the right resources and condi-
tions, they agree to help the host node. Considering the trust level of the host node 
is a way to encourage the cooperation of a node with other nodes. The more nodes 
a node interacts with and the better it performs the tasks sent by them, the more 
trusted the node is. More cooperation with nodes leads to higher recognition and 
trust of the node. At the time of resource shortage, if the node is reliable, more 
nodes will cooperate (Fig. 5).

• Source trust assessment: selection of nodes with appropriate resources based on 
the factors specified among nodes that have agreed by sending reports.

• Entry trust: the entity of the nodes selected by the specified criteria is examined.

The symbols used in the proposed method are described in Table 1.

The two-step trust assessment process is fully explained in the next two sections.

3.3  Reliability of sources

This is a confidential assessment to determine the node’s status in terms of their 
resources and time. To form a resource provider network, more suitable nodes are 
selected among other nodes by examining the following factors for each fog node. In 
this design, there are three factors for each node and its resources in them:

• Time factor—in IoT applications, the status of node’s resources may change over 
time, the time factor needs to be considered as one of the influential factors; This 
is an important issue because of reducing or increasing delay and the quality of 
service. This factor determines when the report shows the node status.

• Memory factor—in IoT applications, the status of nodes’ resources may change 
over time, the memory factor needs to be considered as one of the most effec-
tive factors. The amount of memory plays an important role in processing some 
tasks. Since the device’s memory varies over time, this criterion plays an impor-
tant role in selecting nodes. This factor determines whether the nodes are appro-
priate for the tasks in question.

• CPU factor—since the features and characteristics of each node or device differ 
from other devices, this feature is considered the third criterion. Here, it shows 
the same amount of a freedom processor that can be provided to the host node.

We divide the evaluation properties into two beneficial and cost characteristics. 
Useful features such as the amount of memory available, the processor speed, and 
the cost features in our design include energy consumption, time, and the host 
knot distance with the supply node. The closer the usefulness is to our maximum 
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value, and the closer the cost feature is to the minimum value, the more conveni-
ent and optimal choice. The maximum and minimum value is considered the right 
option, and the less the other options are with the graceful option, the more desir-
able they are. Due to these features, the graceful nodes are selected by comparing 
the graceful nodes among the candidate nodes. The graceful or maximum model 
is a model that performs the maximum processor and memory and is close to the 
host knot. For the provider nodes to cooperate, they consider the host’s trust. If 
the confidence of the host node is higher than a threshold and the node has the 
right resources and conditions, they agree to help the host node. Since important 
criteria in devices or nodes, memory (M), time (T), and CPU (P) are considered 
influential factors, resource provider nodes are required to send this information 
to the host node. As a result, reports should contain processor value, memory 
capacity, and node time. The report must be evaluated when a node announces 
its agreement by sending a report about its situation. By examining the received 
reports, the appropriateness or not of each node is determined. This study shows 
whether the node is graceful for forming a provider network. These reports con-
tain a message that actually reports on time, processor and memory. Here is the 
report of the node of i with Ri . The Ri Report CPU agent is specified with �p(Ri) . 
Report time agent with �t(Ri) and the memory agent with �m(Ri) . These reports 
weigh these three factors. This weightlifting determines the amount of suitability 
of each node. So the first step to examining the tale of the nodes is to weigh the 
reports of their submitted.

Table 1  Symbols used in the 
proposed method

Explanation Symbol

Report i Ri

k− th reporting node Nk

Node location t
The number of Indirect Trust Nt

The processor agent of node i in the sent report �p(Ri)

The time agent of node i in the sent report �t(Ri)

The memory agent of node i in the sent report �m(Ri)

Weight of report Ri provided by Nk Wk(Ri)

The number of sent tasks JS
The number of received tasks JR
The number of dropped tasks JDR
Node profile IPT
The amount of direct trust DT
The amount of indirect trust IDT
Acceptable dropped tasks E
Quality of done task Q
The number of received direct trusts from neighbors N
The total number of trustworthy nodes N
Calculated trust base on latest interactions DTnew
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Fig. 4  Flowchart of resource provider network formation

Fig. 5  Sending a help request 
from the node
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3.3.1  Report weighting

At this point, by weighing reports, try to trust their resources. Any report from the 
node about resources should be examined. By allocating a weight to that report, 
determine how appropriate this report or node is. It is not certain whether a report is 
reliable or not. Rather, by providing a random number to that report, it is determined 
to what extent it is reliable. It means that this report is reliable if the existence of the 
existence and the high value of Wk(Ri) is reliable and otherwise, it is not necessarily 
unreliable. In Internet applications, sensors have different accuracy; each entity may 
provide a more accurate report according to its type or order; That will be the basis 
for uncertainty in the data [7]. The purpose of this section is to choose the most 
appropriate nodes among the candidate nodes to perform tasks.

The following formula shows the weight resulting from the aggregation of the 
field factors for the report of the Ri provided by the Nk node.

It is obvious that � + � + � = 1 , which means that due to the higher importance of 
the processor than background factors, the equation � ≥ � + � must be established. 
After weighing the reports, competitive sorting is used as a selector method to select 
the nodes with the highest weight. Weighted nodes are entered into the tournament 
match. Nodes with higher weights win this match. So far the nodes with the best 
resources and status are selected. These winning nodes enter the next stage, the 
entity trust measurement stage.

3.4  Entities trust measurement

entity trust measurement stage. H. Entities trust measurement Since there may be 
a malicious node among the valid nodes that sends false and hostile reports about 
the nodes and causes disruption to the network and the performance of tasks, the 
trustworthiness of entities becomes necessary [32]. To calculate the trust, the trust 
of the fog node itself is considered as the entity’s trust. The purpose of entity trust 
calculation is to distinguish malicious nodes from well-behaved nodes. The purpose 
of entity reliability calculation is to determine the correctness or incorrectness of an 
entity about which reports have been received and will participate in the provider 
network; to be determined. Here, the amount of trust assigned to the node varies 
between −1 and +1 . The closer this number is to +1 , the more reliable the node is. 
In creating this network, we try to choose more reliable nodes. This trust assessment 
consists of two parts: direct and indirect trust assessment:

3.4.1  Direct trust measurement

This type of trust measurement is used when the host node has information about 
the provider node. For each node, a profile is created. This profile, named Packet 
Traffic Information or IPT is placed in each node separately to keep the node’s 
behavior and essential information [33]. Since tasks are considered as transferable 

(1)Wk(Ri) = �(�p(Ri)) + �(�t(Ri)) + �(�m(Ri))
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units. Trust measurement is done based on these tasks. In fact, their trust level is 
measured by monitoring the behavior of nodes with these tasks. This trust metric 
determines whether the node is trustworthy or malicious. When a node interacts 
with other nodes, they are evaluated based on parameters. The following parameters 
are included in this profile:

• JS: number of tasks sent by the sender node.
• JR: number of tasks received by the receiver node.
• JDR: rate of dropped tasks between sender and receiver nodes.

Direct validation is done by evaluating these parameters and using the following 
equation.

In the formula (3–2), the value of the task drop rate is obtained from the Eq. (3)–(3)

The value of E is the number of normal acceptable tasks based on network problems 
such as noise. If the packet drop rate is higher than E, it indicates that the node is 
malicious. The value of Q is the quality of received tasks. Each node gives a score 
to the quality of the work done. This quality varies between 0 and 1. The direct trust 
value is calculated for each node and stored in the node profile using these param-
eters. This trust value is used in indirect trust measurement.

3.4.2  Indirect trust measurement

The trust of the unknown node is calculated using the average of the direct trusts 
that the neighboring nodes obtain from the desired node. When a node does not have 
information about another node, it sends a message to its neighboring fog nodes, 
asking them to perform a direct evaluation and send the result to the nodes with suf-
ficient information. Based on the obtained trusts, the overall trust is obtained with 
the average.

In the formula (3)–(4), n represents the number of direct trust obtained about the 
node. The obtained values are compared with a threshold. As a result, the nodes 
with the most trust are selected to participate in the resource provider network. Also, 
in order to give a chance to the nodes that do not have enough trust, a node is ran-
domly selected among them. The host node sends a confirmation message to the 
trusted nodes in this step. This confirmation is for resource reservation; and finally, 
the host node creates a resource provider network with the selected nodes, and 
tasks are divided between these nodes. On the other hand, due to an adjustable trust 
threshold, it is possible to change the degree of strictness towards the trust of nodes. 

(2)DTi,j =
JR ∗ Q

JS
−

JDR ∗ E

JS

(3)JDR = JS − JR

(4)IDT =
DTi + DTj +⋯ + DTn

n
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Depending on the type and content of the sent information, the host node can adjust 
the network strictness. In Fig. 6, the workflow of the formation phase of the resource 
supplier network is explained:

Below are the general steps of interaction between nodes:

• The first step—Figs. 7 and 8 shows that a node that faces a lack of resources or 
the host node sends a help request to its neighboring nodes. Neighboring nodes 
are shown in yellow.

• The second step—nodes that are willing to cooperate and can provide part of 
their resources to the host node, by sending a report of their status, declare their 
readiness to form this network. Figure 9 also explains the flow chart of the first 
and second step of forming the resource supplier network.

• The third step—The host node performs a two-step trust measurement on these 
nodes. The host node sends a message to the valid nodes to announce their 
authentication. They are obliged to reserve these resources. Figure  10 shows 
valid nodes in green and malicious nodes in black. Also, in figure, the flow chart 

Fig. 6  Declaration of consent to 
help the host node

Fig. 7  Flowchart of the first and second steps of the resource supplier network
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of the first and second step of forming the resource supplier network is shown 
(Fig. 11).

The entity’s trustworthiness pseudo code is presented in Table 2.

Fig. 8  Detection of malicious and valid nodes

Fig. 9  Flowchart of the third step of the resource supplier network
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Table 2  Entity trustworthiness pseudo code

Calculate trust for neighboring nodes

Set the parameters JS, JR, JDR, IPT ,N,TR[I, j],B

1 Initialize Profile IPT using JS, JR, JDR for each node
2       For i = 1toN do
3       Calculate JDR using Eq. (3-3) for each neighboring nodes
4             If Host Node. JS[i] <> 0 then
5                Calculate Direct Trust using Eqs. (3)–(2)
6             Else
7                For i = 1toN do
8                   Send a message to node[i] and ask about unknown node
9                   If js[i] <> 0 then
10                         Calculate Direct Trust [unknown node] using Eqs. (3)–(2)
11                      Send the result for host node
12                   End if
13                End for
14             End if
15       Calculate Indirect Trust [unknown node] using resided results and Eqs. 

(3)–(4)
16       TR[i] = trust
17       Sort TR
18       Select B from TR
19       End for

Fig. 10  An example of network topology
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3.5  Second phase: division of duties

After forming the network, it is time to divide the tasks among the supplier nodes. 
This assignment of tasks is done based on the First Fit algorithm. At first, before 
assigning work, the values of Q, JR, JS, E are set to zero to be replaced with new 
information at the end of this step. This allocation is done based on processor units 
and a task allocation algorithm such as first fit. Finally, the Q, JR, JS values are 
updated based on recent interactions.

3.6  The third phase: network update

Since the status of the nodes may be different, or a node may be disconnected from 
the network, or the level of trust of the nodes may change, an update is needed after 
a certain period. In this network, tasks are assigned and executed in seconds. Here, 
after a certain period, the trust of the nodes and as a result of the network is updated 
several times. The number of updates within this specified interval is important. 
Here, step 3 and then step 4 are repeated.

The validation of this step is done with the following formula:

where Ω is the weight for which the relation Ω + (1 − Ω) = 1 must be established. 
The values of JR, Q, JS, JD are new information that are included in the profile 
of the nodes during the assignment of tasks. As we have seen in this section, the 
resource provider network was presented after modeling the parameters affecting the 
problem of resource allocation to the fog node. In this network, on the one hand, by 
measuring the reliability of the resources of the neighboring nodes, an attempt was 
made to divide the tasks among the nodes with appropriate resources and status. 
On the other hand, by measuring the reliability of nodes, we try to identify mali-
cious nodes and create a safe environment for allocating tasks. Both solutions’ for-
mulas, methods and parameters were modeled and the pseudo code related to each 
was presented.

4  Simulations and results

In the previous section, the proposed method was discussed in the field of the divi-
sion of tasks in the fog environment and a method was presented to create a secure 
environment for the division of tasks between fog devices with limited resources 
in the fog environment. The proposed method examines two types of trust, namely 
entity trust and resource trustworthiness. In this section, the effectiveness of the pro-
posed method is evaluated and analyzed by simulating a resource supply network 
in a fog environment. To achieve this goal, the OMNeT++ simulator has been used 

(5)DT(new)i,j = Ω(DTold) + (1 − Ω)

(

JR ∗ Q

JS
−

JDR ∗ E

JS

)
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to examine the strengths and weaknesses of the proposed method. In addition, the 
phases of the proposed method are compared with the task division method of the 
article [7] which was reviewed in the second section.

4.1  Network topology

The network topology is an undirected graph. Neighboring fog nodes are directly 
connected and there is a path from each fog node to another fog node. The way 
fog nodes are connected is based on how their neighborhood is defined. In order 
to determine the parameters of the network, the article [7] is used according to the 
problem space. Other specified parameters have been determined according to the 
limitations of the problem and the nature of the problem and are shown in Table 2 

Table 3  Evaluation parameters 
related to the network

Parameter Amount

The number of neighboring fog nodes 20
The number of host node 1
Size of input tasks 1.5 MB
Size of output tasks 25 KB
Edge computational delay 1 S
Fog network delay 2–4 M
Time frame for each task 10–60 S
Update interval (Tw) 5 M

Fig. 11  The effect of the number of tasks on the task completion rate
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The fog nodes are randomly distributed in the problem space with an area of 300 × 
300. Determining the neighborhood has also been done randomly.

Figure 12 is an example of a resource provider network consisting of a host node 
and 40 neighbor nodes. The numbers next to the nodes indicate the ID of each node. 
We assume that fog devices use an 802.1534 radio interface under fixed transmis-
sion power. To simulate wireless links, a shadowing model with path loss with a loss 
power of 0.3 with a reference loss of 46.67777 dB with Gaussian noise N (0 and 32), 
which is related to the urban area, has been used. We assume that the computational 
workload is low and the data volume is relatively large. When these tasks are sent to 
a remote cloud server, bandwidth and network latency increases. The moving speed 
of mobile nodes is 2.2 m/s, which is the same as human walking speed. The distance 
between the nodes is up to 60 m. We perform simulation runs on each experiment 
and report the mean and standard deviation values. 20 simulations are performed for 
each experiment (Table 3).

4.2  Simulation environment

To investigate the task division method through resource provider network, hard-
ware with Intel Core i5 series processor with 16GB main memory and 256GB disk 
is used. The software environment for simulating these tests is OMNeT++ version 
5.6.1, which is run on Windows 10 operating system.

4.3  Evaluation scenarios and result

In this section, the effect of different conditions and parameters on the efficiency 
of the proposed algorithm has been investigated. The proposed algorithm is based 
on two-step reliability measurement. Network efficiency is checked in terms of task 

Fig. 12  The effect of the number of tasks on the network overhead
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completion rate and network overhead. The security software has checked the opti-
mal result obtained from the implementation of the simulation. The completion rate 
is measured by counting the number of tasks that have been completed within a lim-
ited time limit and is used to measure the network overhead of control messages. 
To achieve the feasibility of the test results, we have designed the tests so that the 
performance of our algorithm is checked under various environmental factors such 
as node status, changing the number of tasks, the effect of two-step trust measure-
ment, and the task deadline. When we compare with the old methods, we see that 
our algorithm effectively reacts to the lack of resources and instability due to the 
dynamic nature of the network, and this is due to the creation of the resource supply 
network using fog nodes.

4.3.1  The effect of the number of tasks on network performance

To investigate how the number of tasks affects network performance. Task comple-
tion rate and network overhead are measured concerning total tasks.

The effect of the number of tasks on the rate of work completion To perform this 
simulation, we increase the number of input tasks to the network. First, as the num-
ber of tasks increases, the task completion rate also increases, but when the number 
of tasks increases to a large amount, the task completion rate decreases. As shown 
in Fig. 13, our provider network offers up to 210 tasks with good performance. Up 
to this number, the task completion rate is above 90 completed tasks decreases, and 
this is due to resource limitations and network overhead.

The effect of the number of tasks on network overhead In this implementation, 
the amount of network overhead, defined based on the number of control packets 
to the total number of packets, is checked. Although the number of tasks entered 
into the network increases, the number of messages to send tasks and receive results 
increases, but the control messages for two-step trust measurement are only being 

Fig. 13  The effect of resource reliability on network performance
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transmitted at the beginning of the network regardless of the number of tasks. In 
this case, once the nodes undergo a two-step trust assessment, the host node starts 
dividing tasks. Trust measurement depends on nodes, not tasks. In some algorithms, 
the trust measurement is performed during the transfer of the task, and with the 
increase in the number of tasks, the network control messages increase, which leads 
to an increase in the network overhead. As shown in Fig. 14, the network overhead 
decreases as the number of tasks increases. According to this evaluation, the pro-
posed plan is suitable for environments where the number of tasks is almost high.

4.3.2  The effect of two‑step trust measurement on network performance

This part is for checking phase 1 of the algorithm. As it was investigated, the selec-
tion criteria of the node to form the resource provider network are the amount of 
resources of the nodes and the trust of the entities themselves; that is, nodes that 
have the most computing and storage resources and are reliable are used to form this 
network.

The effect of resource reliability on network performance A case where nodes 
were selected with random resources was investigated to investigate the effect of 
fog node resources on network performance. While in the second case, among 
the neighboring nodes, the most appropriate nodes were weighted and selected 
according to the criteria introduced in Sect. 3, and the resource supply network 
was formed from nodes with high weights. As seen in Fig.  15, in both cases, 
we changed the number of tasks between 60 and 200 and checked the network 
performance. By comparing these modes, it was found that the network with 
appropriate resources performs better; that is, the task completion rate increases. 
In case the reliability factor of the sources is not considered in a similar arti-
cle. In this case, the resources are randomly selected, and the probability of 
resource shortage increases, and as a result, fewer tasks are completed within 

Fig. 14  The effect of entity trust measurement on network performance
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the specified time limit. This review shows the feature of our proposed network 
compared to resource allocation algorithms that do not care about the number of 
resources.

The effect of entity reliability on network performance This part investigates 
the effect of entity trust measurement on network performance. Here, a case was 
investigated where a resource provider network was formed without checking 
the trust level of nodes. In this network, the drop rate depends on the increase 
and finally, the rate of completion of tasks decreases. In the next test, all nodes 
are selected based on their trust level. On the one hand, because reliable nodes 
are selected, the amount of dropped packets is minimized, but on the other hand, 
because the number of control messages increases, the completion rate decreases 
somewhat. Figure  16 shows the difference between network performance with 
entity trust measurement and without entity trust measurement. Although the 
completion rate is somewhat reduced due to the overhead, it is suitable for envi-
ronments where trust is very important. In this network, the secure environment 
with reliable nodes has priority over the completion rate.

When nodes with higher trust participate in the formation of the provider 
network, the task completion rate increases until the number of tasks reaches 
130; but as the threshold increases, the number of providing nodes decreases. 
In this case, with the increase in the number of tasks, the network faces a lack 
of resources and the task completion rate decreases. As can be seen in Fig. 17, 
when we increase the trust threshold because only nodes with a trust higher than 
0.7 have participated, the number of nodes decreases and as a result the amount 
of resources decreases and the network is formed with only reliable nodes. In 
this case, when the number of tasks increases, the task completion rate decreases 
due to lack of resources.

Fig. 15  The effect of resource reliability on network performance
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4.3.3  The effect of the number of unknown nodes on network performance

in this part, the effect of the number of unknown nodes, the nodes about which 
the host node does not have any information, on the network is investigated. Here, 
the number of unknown nodes is counted after each network formation. Finally, 
their effect on the task completion rate is examined. This is done to find a suitable 
operating environment and shows that the resource provider network should con-
sider the influence of fixed and mobile nodes. Because as the number of mobile 
nodes increases, the number of unknown nodes increases. Since information about 
unknown nodes is not available to the host node, indirect trust measurement is used. 
The more indirect trust measurement is done, as a result, more control overhead 
and more time is spent on trust measurement, and finally, the task completion rate 

Fig. 16  The effect of entity trust measurement on network performance

Fig. 17  The effect of entity reliability threshold on task completion rate
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decreases. In this case, the more the static environment and nodes are fixed, the less 
the number of unknown nodes. In this case, the need for indirect reliability meas-
urement is less. Finally, the task completion rate increases. In this case, finding a 
value with which the number of balanced trust measurements and the task comple-
tion rate reach the highest value is necessary. More than this checking amount cre-
ates an additional load on the network, which reduces the network’s efficiency. The 
best case happens when maximum nodes are trusted through direct trust. The worst 
case is when the number of unknown nodes is large. In this case, the network over-
head increases due to the increase in the number of messages sent and the number of 
calculations.

4.3.4  Deadline for doing the work

While we considered the intensity of tasks to be constant and equal to 180, we inves-
tigated the effect of the task deadline on the task completion rate. When the time 
limit is changed from 10 to 60 s, on the one hand, the algorithm has enough time 
to divide the tasks and receive the results, and on the other hand, the nodes have 
the right time to perform the tasks. In this case, the nodes complete the tasks more 
successfully. Here, we consider a confidence threshold of 0.5, which allows more 
fog devices to participate. By increasing the time limit and reducing the confidence 
threshold, the completion of the work becomes faster, and the overhead is less. This 
means our offloading scheme achieves a good balance between time and resources, 
resulting in a high completion rate. This section discusses the general explanation 
of the test space and the parameters used in the simulation of the resource provider 
network using the proposed method. The results of using the two-step reliability 
method were examined and we examined its results on the network’s performance. 
Then our proposed scheme was compared with the algorithm of the similar arti-
cle. By fully explaining the assumptions, evaluation criteria and simulation param-
eters, the results of these simulations were investigated and analyzed in order to 
evaluate the efficiency of the presented trust calculation method and the proposed 
method. According to the obtained results and their analysis, the proposed method 
of division of tasks despite the trustworthiness of resources and entities, at first the 
resources of the nodes were evaluated and then the malicious nodes were recognized 
from the reliable nodes. These trust tests divided tasks into a safe environment with 
suitable resources in terms of location, memory and processor. The next section will 
discuss the summation and review of future works [27, 30, 31, 32, 33].

5  Conclusion

In this research, a trust calculation method was presented for use in the Internet of 
Things. For this purpose, the Internet of Things network, fog and cloud comput-
ing network and the challenges of these types of networks were first investigated. 
Even with sufficient computing and storage resources, the cloud network imposes a 
large delay on the Internet of Things network. This delay is due to the long distance 
between this network and the Internet of Things devices. To solve these challenges, 
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the fog network is presented as an effective approach. On the other hand, problems 
such as lack of resources in the fog network have led to the introduction of meth-
ods such as assignment and division of tasks between fog nodes. Task allocation 
methods increase the quality of services in the Internet of Things. Therefore, in this 
article, an attempt was made to take a step towards solving the lack of resources 
in the fog network by presenting the design of a network providing resources. In 
this article, a task division method was presented in a secure environment for use 
in the Internet of Things, which, in addition to calculating trust for entities in an 
application, also calculates the reliability of their resources. In the proposed method, 
two-step trust calculation steps were presented in the first step. The two-step trust 
calculation consists of two main parts: resource trust measurement and entity trust 
calculation. The calculation of the trustworthiness of sources consists of the main 
part of weighting reports. To calculate the trust, the resource nodes that are cooper-
ating with the host node are evaluated based on three specified criteria. At this stage, 
the state of the nodes is weighted based on the weighted aggregation function.
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