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Abstract
Cloud-Internet of Things computing paradigms call for novel and efficient method-
ologies to decide where to place application services in continuity with Continuous
Integration/Continuous Deployment pipelines and infrastructure monitoring. In this
article, we present Continuous Adaptation (CA), a newDevOps practice for (1) detect-
ing runtime changes in the application requirements or the infrastructure that, due to
their change in resource consumption or their effects on the Quality of Service (QoS),
can affect the validity and dependability of the current application placement, and for
(2) locally intervening on them by suggesting new placements that ensure all (func-
tional and non-functional) application requirements are met. We assess a prototype
of CA, ConDADO, and analyze its performance over a motivating use case. Con-
DADO adapts the application placement to environmental changes through the use of
continuous reasoning, reducing the size of the problem to be solved to optimize its
performance. The evaluation shows that ConDADO is able to obtain nearly optimal
QoS up to 4.2× faster than alternative techniques, also minimizing the cost of service
migration.
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1 Introduction

The Internet of Things (IoT) can computerize real-world processes into cyber-physical
ones, transforming real inputs and outputs into their digital equivalent. The next gen-
eration of IoT applications includes critical and dependable applications, such as in
healthcare [1], industry [2], or smart cities [3]. In these applications, the criticality and
dependability are reflected by strict Quality of Service (QoS) requirements, which are
not trivial to meet. Therefore, we define a dependable application as one where the
QoS is sufficient for it to work properly under a given scenario.

In this article, concretely, we focus on the minimization of response times, as
performance is a key dependability issue. The cloud used to be the most popular
paradigm to deploy IoT applications [4]. Nonetheless, the large distance between
final IoT devices and cloud data centers complicates the achievement of these QoS
requirements [4]. Thus, recent research is focused on the use of Cloud-IoT continuum
paradigms, e.g., edge, or mist computing [4]. Furthermore, these paradigms are often
combined with each other, as well as with cloud computing, and as such, the Cloud-
IoT continuum epitomizes a multi-paradigm infrastructure. In this multi-paradigm
environment, computing nodes that are closer to users can be leveraged to perform
some computing tasks, thus reducing the response times from and to the data sources
and reinforcing the application’s dependability.

In this context, the existence of a wider variety of possible application placements,
as well as the changing conditions of the continuum, imply that the management of
the deployment and application placement in the Cloud-IoT continuum is also more
complicated. For instance, a crashed node, an overloaded server, or network conges-
tion can make an initially optimal application placement not as suitable for the current
situation. Indeed, the problem of placing a multi-service application onto Cloud-IoT
infrastructures is challenging and interesting for the scientific community, as testi-
fied by recent surveys [5, 6]. Solutions based on Mixed-Integer Linear Programming
(MILP) have been proposed in the research literature to address this problem. To this
end, in our previous work [7], we have proposed the DADO framework, supporting
multi-service application placement and replica optimization. Nonetheless, deploying
an application following one of these placements is not simple [5].

In cloud environments, deployments are often automatically managed using
DevOps practices [8]. Nowadays, Continuous Integration (CI) and Continuous
Deployment (CD) have become some of the most well-known practices in DevOps
[9]. Companies such asMeta use CI/CD pipelines, coupled with continuous reasoning
(i.e., incremental static analyses), to shorten the delivery time of new features [10, 11].
Furthermore, companies are hiring highly specialized system administrators for the
management of application deployments in cloud environments, due to the required
knowledge and skills [12].
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In the Cloud-IoT continuum, the complexity of managing application deployments
grows even larger, calling for even more specialized personnel. Nonetheless, the
automation of applicationmanagement in the cloudbrought byDevOpswouldmitigate
the management complexity of Cloud-IoT continuum environments, and therefore,
DevOps proposals for IoT are already focusing on the continuum [13]. However, the
QoS achieved by the original application may change during the whole application
lifecycle. Hence, changes in the infrastructure (e.g., changes in the available comput-
ing resources due to the deployment of new applications), as well as changes in the
app usage (e.g., increases of the user base) or requirements (e.g., library updates that
change the resources needed by application components), may also affect whether the
QoS constraints are met or not, possibly affecting the dependability of the system.
This can reduce the usefulness of CI/CD pipelines because they are neither triggered
by QoS degradation due to infrastructural changes nor able to automatically determine
a new suitable application placement [13].

Therefore, the deployment of applications through the Cloud-IoT continuum may
require the application placement to be optimized and adapted over time to meet
the required QoS [5]. In this context, adapting the application placement refers to
changing the application placement for it to better suit a new or modified environment.
Although this problemmay arise inmultiple other environments, it is in this continuum
where the impact is higher, due to its characteristics (e.g., high distribution, large
traffic volume, a high number of nodes). Thus, QoS-aware DevOps systems able to
identify services unable to meet their requirements due to environmental changes, as
well as determining a new, proper placement for them, are desirable. Such systems
can automate manual tasks, such as the identification of the problems’ causes or the
adaptation of the application placement, assisting the specialized personnel.

In this context, existing QoS-aware application placement systems need to become
reactive towards environmental changes instead of re-optimizing scenarios from
scratch whenever changes occur. Moreover, the systems must be aware of the pre-
vious status of the application placement and the environment, giving them a sense of
continuity and detecting changes in the system. This awareness of the previous state
will allow systems to become reactive to changes, instead of periodically optimizing
the application placement. Continuous reasoning techniqueswere recently proposed to
perform this adaptation [14, 15]. Continuous reasoning allows application placement
systems to identify the impact of these changes, as well as determine a new place-
ment for the affected services, capable of restoring their correct functioning. Proposals
such as FogBrainX [14] use continuous reasoning to determine new potential appli-
cation placements without, however, considering any optimization metrics (e.g., the
response time of the application). To the best of our knowledge, no existing proposals
apply continuous reasoning to QoS-optimizing application placement, nor is migra-
tion cost considered part of the placement problem. Nonetheless, there is a need for
new practices in DevOps to support QoS-aware application placement throughout the
Cloud-IoT continuum, as well as for automatic tools that support these practices.

In this work, we propose a newDevOps practice to support applicationmanagement
in continuity with CI/CD pipelines: Continuous Adaptation (CA). It is important not
to confuse CA (which is the proposed DevOps practice) with continuous reasoning,
which refers to a technique that can be employed by concrete application placement
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systems.. CA features the incremental, continuous, and QoS-aware optimization of
next-gen IoT applications and the adaptation of their application placement w.r.t.
their target objectives (e.g., response time). Furthermore, we present an open-source
prototype of a framework to support CA, Continuous DADO (ConDADO), imple-
mented on top of the DADO framework [7]. ConDADO differs from DADO in that it
enables incremental, continuous optimization of application placement through ser-
vice migration, as well as considering the cost of such migrations. On the other hand,
DADO is only able to perform optimizations from scratch, unable to know if a ser-
vice is migrated or not, nor the cost of the suggested migrations. Moreover, DADO
is unfeasible for dynamic optimization due to its high optimization times, whereas
ConDADO is faster.

The main contributions of this work are: (i) the proposal of CA as a new practice in
DevOps that can be integrated into CI/CD pipelines to continuously review and adapt
an application’s placement, (ii) the proposal of ConDADO, an enabler to CA that,
through the use of continuous reasoning, can adapt an application’s placement in a
QoS-awaremanner, and (iii) the evaluation of ConDADOover an IoT facial recognition
use case, in which we conclude that ConDADO can adapt application placements to
environmental changes in a more efficient and responsive manner than the original
DADO.

The rest of this paper is organized as follows: Sect. 2 introduces the motivation
for the QoS degradation and dependability problem. Next, Sect. 3 details CA, while
Sect. 4 introduces ConDADO. Sect. 5 presents the evaluation. Finally, Sect. 6 presents
related works, and Sect. 7 concludes the paper.

2 Motivation

This section describes a use case to better illustrate the challenges of next-gen IoT
applications and the need for CA to achieve QoS-awareness. It is important to note
that the model for CA we propose abstracts from the concrete sensors, application
components, computing devices, and requests behind their technical characteristics
(e.g., CPU, RAM, size of data flows). Therefore, while the use case is based on
an IoT facial recognition application to provide a concrete point of reference, CA is
applicable to a wider variety of contexts, which can include heterogeneous sensors and
applications. Moreover, the use case is not meant to be one of the main contributions
of the present work.

The use case presented in this section is based on the proposal of Wang et al. [3],
which presents an IoT-based real-time facial recognition application. This application
is deployed to a smart university campus. The objective of such an application is to
detect any possible intruders that may try to enter the facility without authorization,
as well as to ease and automate the check-in and check-out process of authorized
personnel. To leverage this application, multiple IoT devices equipped with cameras
have been set up at the entrances and exits of the facility. These IoT devices stream
the video footage from their cameras directly to the application, which detects their
faces, extracts the features of the images, and match them against a registry of known
faces [3]. This application is expected to be dependable: it must run at nearly real-time
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Fig. 1 Architecture of the IoT facial recognition application

performance, i.e. 20 frames per second [3], a strict QoS requirement that must be
satisfied at runtime and over time.

Next-generation IoT applications, as well as modern facial recognition applica-
tions, tend to follow a microservices architecture (MSA), a design pattern in which
the application consists of multiple loosely-coupled modules or microservices that
collaborate to carry out complex functionalities [3, 5, 16]. Thus, the application is
implemented as a set of four microservices, which are depicted in Fig. 1: (i) a face
detection and segmentation service that detects if and where faces are in each image
frame, (ii) a feature extraction service that extracts the features needed for face recog-
nition, (iii) a featurematching service that compares a set of extracted features with the
existing registry, and (iv) a storage service to add new entries to the registry. Each of
these microservices can be accessed by IoT devices through the HTTP protocol [16].
Moreover, two main functionalities are supported by the application, the management
of authorized users and intruder detection.

In order to perform these functionalities, the IoT devices can request for aworkflow
of these microservices to be executed, in which multiple microservices are pipelined.
For instance, to register a new user into the system, an administrator or authorized
user can trigger a request from the IoT device for the detection and segmentation
microservice to obtain an image that exclusively contains the user’s face. Then, the
feature extractor is requested and fed the facial image. The resulting features are then
added to the registry through the storage microservice. This workflow is depicted by
the blue arrows in Fig. 1. On the other hand, to perform intruder detection, the IoT
device sends a constant flow of video frames to the application. The video follows a
similar pipeline, shown in green in Fig. 1 until the features are obtained. Nonetheless,
rather than storing the features, they are fed to the matching microservice instead to
recognize the user, as the green line from Fig. 1 represents. The number of requests to
these workflows, as well as the computing capabilities and hardware resources of the
nodes, affect how many replicas of each of these microservices are deployed, as well
as each replica’s placement in the Cloud-IoT continuum.

The IoT facial recognition application for this scenario makes use of a DevOps
CI/CD pipeline, which follows the schema shown in Fig. 2, which in turn is based
on the practices surveyed in [9]. After a planned feature is implemented, the pipeline
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Fig. 2 DevOps CI/CD pipeline

is triggered by a developer pushing one or more commits to the main branch of the
application repository. Whenever the pipeline is triggered, the CI system pulls the
changes to the application and builds the new version [9]. If the build is performed
successfully, the test suite for the application runs. The built and tested version of
the application is then released to CD, which first executes acceptance tests over it,
whose role is to ensure the application is production-ready. If the acceptance tests
pass, the new build of the application is finally deployed to production, and monitored
for additional insights (e.g., using multi-paradigm compatible tools such as FogMon
[17]).

During the development of the application, in order to ensure the optimal application
placement, as well as compliance with the definedQoS requirements, some techniques
for design-time application placement optimization, have been proposed, such as [5,
7, 18]. It is important to note, however, that these techniques are meant to be used for
the deployment of new releases of the application. Metaphorically, these techniques
can only see a still picture of a live show: they do not receive information on how
the application placement or the environment was prior to that point, and thus, cannot
know whether they are suggesting for changes to the application placement or not.
Furthermore, the CI/CD pipeline employed by the application is triggered by changes
in the code, and not by changes in the infrastructure or the request volume. Hence, the
initial deployment, which makes use of this initial application placement, is optimal
and dependable, as the QoS requirements of the application are met.

However, most IoT environments, such as this university’s infrastructure, are not
static environments, and their dynamicity may change the dependability and even the
validity of the initial application placement. For instance, in case one of the nodes
goes down, or if a commit that updates a library increases the hardware resource
requirements of the application, the initial optimization may not hold valid [15]. Fur-
thermore, changes such as a reduction of the available resources due to the unforeseen
execution of additional applications may affect the application’s QoS, further com-
plicating compliance with the QoS requirements. This motivates the need for a new
step within the pipeline, able to be triggered by changes other than those made to the
application’s codebase and that continuously checks the application placement for the
microservices.

This new step of the pipeline requires not only newpracticeswithinDevOps but also
tools that support them.While one may think that the aforementioned problems can be
solved by making use of the same design-time optimization framework, there are two
important limitations. On the one hand, these systems often take a long time to yield a
solution [7].While this can be acceptable at design time, during the analyzed events, the
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application does not properly work until a new application placement is applied, which
is unbearable for most applications. Moreover, design-time optimization frameworks
do not receive information about the previous status of the environment, they can only
see the still picture. Nonetheless, an approach to make existing optimization systems
able to see the live show, and thus suitable for dynamic environments, is to apply
continuous reasoning [14, 15]. This approach was originally used in large software
repositories such as Facebook: each time there is a change in the repository, an analysis
is triggered to statically analyze the parts of the codebase that are affected by the change
[10]. Within application placement, continuous reasoning is aimed at finding which
microservices of the application placement need to be migrated (i.e., moved between
nodes) after a change [15]. Continuous reasoning can be triggered not only by changes
to the application’s code but also by changes in the available infrastructure resources.
Continuous reasoning reduces the size of the application placement problem, as only
those elements that were meaningfully affected by environmental changes need to be
migrated,whichmay speed up decision-making [7], and allows for the consideration of
migration costs. Thus, through the use of continuous reasoning, existing optimization
frameworks can be adapted to CA.

To tame the exponential time complexity of optimization frameworks, it is possible
to work on two aspects. On the one hand, we should employ more efficient algorithms
to determine the new placement for microservices. On the other hand, we should
reduce the size of the problem instance. ConDADO follows both lines, by exploiting
state-of-the-art MILP solving techniques in combination with continuous reasoning to
promptly respond to environmental changes that affect the dependability and validity
of the placement of applications through the Cloud-IoT continuum.

3 Continuous adaptation

To continuously adapt the application placement of next-gen IoT applications to the
changes in their dynamic environment, we propose CA, a new practice in DevOps.
Unlike other DevOps practices such as CI or CD, CA can be triggered by events that
do not directly affect the application’s code and check the validity and dependability
of the application’s placement after the environment changes, appropriately adjusting
it if necessary. CA considers the following two kinds of effects that may appear as a
result of environmental changes:

Broken deployments are situations in which the existing application placement
cannot be used successfully after a change in the environment. For instance, in our
running example, the feature extraction deep learningmodel may be substituted by
amore precise one that also consumesmore hardware resources, but the application
placementmayhave themicroservice running in a devicewithout enough resources
to properly run it, or a fog node where some microservices replicas are deployed
may fail. In both of these cases, if the application placement is not adapted to
this situation, some microservice replicas would be impossible to run, and thus,
the deployment is labeled as broken. Due to the impact of broken deployments,
detecting them is a priority within CA.
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QoS violations are subtler than broken deployments and represent dependability
issues. In CA, a QoS violation exists whenever, after a change in the environment
and if the existing application placement is used, theQoS requirements of the appli-
cation are not met.While it is possible that the QoSmay degrade as a result of these
changes in the environment, CA does not deem such situations as QoS violations
if the QoS requirements of the application can still be met (i.e., if the application
is still dependable enough). Thus, in a QoS violation, the application, or part of
it, cannot meet the defined QoS. For instance, the university may need to close
one of the entrances of campus to perform maintenance on the area. Therefore,
the users that used that entrance to enter or exit the facility will go through other
entrances. If that entrance was usually where users were registered, it is likely that
no storage microservice exists at other entrances, as replicating the microservice
would not improve the response times. However, the existing microservices may
not be prepared for the additional burden. Thus, each of the registration requests
requires communication with the fog node at the closed entrance. This longer com-
munication increases the workflows’ latencies, possibly lowering the performance
to less than the required 20 frames per second. The priority of QoS violations is
also very high, and thus, they are detected in the same step as broken deployments.

Once either broken deployments or QoS violations are detected, the application
placement needs to be adapted to the new environment. For instance, to free some
computing resources, some microservice replicas may be migrated from overloaded
nodes to others, the microservices from a node that is currently down can be migrated
toworking nodes, or additional replicasmay be deployed to reduce latency. To perform
these actions, a new and adapted application placement must be determined, which
is the ultimate task of CA. The new application placement must not contain broken
deployments or QoS violations, and therefore the effects of QoS generated by the
solutions to broken deployments, as well as the validity of the solutions for QoS
violations, have to be considered during its determination process. It is also important
to consider the migration cost at this point, and thus, when multiple actions can be
performed to successfully adapt the application placement, it is preferable to execute
those with lower costs.

As a DevOps practice, CA is meant to be integrated with existing CI/CD pipelines.
Within this kind of pipeline, CA fits best at the beginning of CD, in a similar manner to
continuous reasoning practices such as Facebook Infer fit into CI [10]. In our running
example, a new version of the facial recognition application is coded and pushed to
the repository. This new version is analyzed for changes using continuous reasoning
à la Facebook Infer, and the parts affected by the changes in the code are rebuilt and
validated using CI. Then, the information about changes to the application and the
Cloud-IoT infrastructure is fed to CA, which detects whether a new application place-
ment is required or not using continuous reasoning. Finally, if needed, a new partial
application placement for the new release is determined using CA and is executed by
CD, as depicted in Fig. 3.

However, for CA to act as intended, environmental changes that do not trigger the
standard CI/CD pipeline (e.g., infrastructural changes) need to be able to trigger it as
well. Therefore, the infrastructure’s monitoring should be able to trigger CA. Further-
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Fig. 3 Integration of CA in the
DevOps pipeline

more, the source code may not be directly involved in these changes, and hence, the
pipeline can be started directly fromCA, asCIwould not be necessary. TheCAprocess
consists of two main steps. First, the current application placement is scanned to find
any broken deployments or QoS violations. Then, both broken deployments and QoS
violations are reported and solved by determining a new application placement. The
QoS-aware application placement is finally fed to CD and then applied to the infras-
tructure, closing the CI/CA/CD cycle. Regarding other recently proposed DevOps
practices, as well as new practices that may be proposed in the future, we consider
two different types of integration with CA. On the one hand, practices that maintain
QoS outside of their scope, such as continuous testing [19], do not interfere with CA.
As such, these practices can be integrated with CA in a seamless manner. On the other
hand, practices that have an overlapping scope with CA may also be integrated with
it, although not in such a seamless manner. For example, continuous evaluation [20],
which evaluates the performance of the application, can be used to give CA a more
precise view of the application’s QoS. Furthermore, systems such as FOCloud allow
for this performance to also be predicted in an explainable manner [21]. In this regard,
the practices must be integrated by either modifying or refining CA’s inputs or using
CA’s output. To better understand the integration of CA in DevOps, as well as its
inputs and outputs for its integration with other practices, the integration of CA in a
basic DevOps pipeline with CI, CA, and CD as practices is described in Table 1.

Nonetheless, a key to the CI/CD pipeline is the existence of automated tools that
support both practices. Furthermore, tools for the automation of the continuous rea-
soning process, such as Facebook Infer, were also crucial for its integration within
CI. Thus, successfully integrating CA into DevOps and enabling CI/CA/CD pipelines
requires a framework that supports CA.

4 The ConDADO framework

In this section, we present ConDADO, a CA framework that applies the concepts of
continuous reasoning to DADO. DADO [7] is a framework to optimize the applica-
tion placement and replication of microservices in the Cloud-IoT continuum based
on Mixed-Integer Linear Programming (MILP), a technique that provides optimal
solutions at the cost of very high optimization times.

Figure 4 illustrates the flow of information and processes used by ConDADO. The
execution startswhen themonitoring system,which is running inparallel toConDADO,
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Table 1 Summary of the practices of CI/CA/CD pipeline

Practice Inputs Description Outputs

Continuous
Integration

Key Performance
Indicators (KPIs) of the
production environment
and requirement
backlog

Automated inclusion of
the implementation of
requirements into the
existing codebase,
generating binaries for
the new version and
testing them

New validated application
version

Continuous
Adaptation

New validated application
version or changes in
the system’s KPIs

Analysis of the validity
and QoS of current
application placement
for the new version or
environment and, if
required, adaptation
thereof

QoS-aware adapted
application placement

Continuous
Deployment

New validated application
version and application
placement

Release of the new
version installing and
maintaining it in the
production environment
following the
application placement,
and monitoring its KPIs

Working production
environment and
associated KPIs

detects a change in the environment, including infrastructure changes or application
commits. This monitoring system provides ConDADO with data containing the status
of the current scenario, e.g., the QoS and resource requirements of the microservices,
the available resources of the nodes, and the workflow requests. The current status
data, along with the data of the previous status of the scenario, is fed to the delta
calculatormodule. The role of the delta calculator is to quickly assess the differences
between both statuses, such as new microservices and workflows, or changes in the
existing workflows, microservices, or hardware infrastructure. After such difference
is calculated, ConDADO overwrites the previous scenario data with the current one
(dashed arrow in Fig. 4) to prepare for the next continuous reasoning optimization
step.

Once the difference has been calculated, it is fed, along with the previous applica-
tion placement, to the continuous reasoning engine (CRE), whose logic is described
in Algorithm 1. The CRE performs the first step of CA by detecting broken deploy-
ments and QoS violations. As the CRE is called, it looks up the hardware elements
whose resources have been negatively changed or that are running microservices that
have increased in resource consumption (line 6). This includes the hardware whose
resources have become zero, i.e., they are down. Then, the CRE calculates if the appli-
cation placement is still valid in spite of the identified changes (lines 7-14). If it is not
the case, the CRE detects the broken deployment (line 10), and selects and clears the
placement of microservices (line 12) until the capacity is high enough (lines 10 and
13). These microservices that have their placement cleared are marked as placement
decisions that need to be taken again because they are not valid, a process we call inval-
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Fig. 4 Bird’s eye view of ConDADO

idation. For this process, the CRE invalidates first the placements of the microservices
with the lowest migration cost (line 11).

The migration cost of a microservice can be estimated as the size of the package
(e.g., Docker image) that needs to be migrated from one machine to another, as heav-
ier microservices require more time to migrate. Nonetheless, the migration cost can
be assessed with other criteria, such as the organizational cost of migrating a service
(e.g., some services may be costly to migrate because of their criticity for the organi-
zation). If multiple microservices have the same migration cost, the CRE invalidates
the microservice consuming the most resources first, as it frees more resources to
do so, thus minimizing the number of microservices that are invalidated. Finally, the
CRE detects QoS violations by listing all the workflows that have not been changed
in the delta (line 16), as those that have been changed were already analyzed in the
previous loop, and whether any of their placement decisions involves elements whose
performance has been deteriorated in the delta (lines 18-21). For these workflows, the
CRE calculates whether the performance has worsened enough to be deemed QoS
violations (line 19). If so, the CRE invalidates all the application placement decisions
of the workflow so they are re-optimized, accounting for the QoS violations that may
arise (line 20).

After the CRE runs, the copy of the previous application placement becomes a list
of the placement decisions that have not been invalidated (line 23). We label this list
as the partial application placement. The final step of the CA pipeline is performed
by the ConDADO solver1, which takes as input both the current scenario data, as well
as the partial application placement. Based on this information, the solver skips over
the parts of the model involving decisions that are in the partial application placement.
Skipping these operations speeds up the optimization time, as the problem instance is
smaller, and thus, it is faster to generate and solve. After the problem is generated, the
sameMILP optimizer software leveraged by DADO is used to solve it. Once the QoS-
aware application placement is obtained, the newmigrations, replications, and updated
placements can be easily identified by calculating the delta between the original and

1 The MILP formulation used by DADO is not an original contribution of this paper, and therefore, it is
not included. Nonetheless, interested readers can find the detailed formulation in [7].
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Algorithm 1 Pseudocode for the CRE
Require: P: previous deployment, δ: differences between the previous and current environment
1: invalid := ∅
2: Nodes := {n‖n ∈ δ.HW∧(n.resourceDi f f < 0∨(m ∈ δ.SW∧m.resourceDi f f > 0∧on(m, n) ∈

P))} � Hardware nodes n, where the resources have decreased, or at least a microservice m deployed
to it has increased its resource consumption

3: for all n ∈ Nodes do
4: M := {m‖on(m, n) ∈ P} � All microservices m placed in node n as of P
5: required := ∑

m∈M m.resources
6: while required > P(n).resources do � While the sum of resource requirements of all

microservices m placed in n as of P is greater than the resources of n
7: m := extract(M, cri teria = (migrationCost, resources)) � Extract a microservice m from

M following the criteria
8: invalid := invalid ∪ {m}
9: required := required − m.resources � Free up the resources taken by m
10: end while
11: end for
12: Work f lows := {w f ‖w f ∈ P.work f lows∧ /∈ δ.work f lows ∧ (∃m ∈ δ.SW ∧ m.resourceDi f f >

0 ∧ partO f (m, w))} � Workflows w f that have not been directly modified and request at least a
microservice m that has increased its resource consumption

13: for all w f ∈ Work f lows do
14: respT ime := get RespT ime(w f , P)

15: if respT ime > w f .minQoS then
16: invalid := invalid ∪ w f .microservices
17: end if
18: end for
19: D := P − invalid

return D: valid, partial deployment plan derived from P , i.e., D ⊆ P

the new application placement. Finally, theQoS-aware application placement obtained
as a result can be fed to CD, continuing the CI/CA/CD pipeline.

5 Performance evaluation

In this section, the performance of ConDADO is evaluated over multiple conditions
of a use case to validate the usefulness of CA in CI/CD pipelines.2 The evaluation
use case, the performed experiments, and the evaluation objectives are detailed in
Sect. 5.1. The results obtained by each of the experiments are analyzed in Sects. 5.2,
5.3, and 5.4.

5.1 Evaluation setup

To evaluate ConDADO, an environment based on the facial recognition application
from Sect. 2 has been defined. Following this application, IoT devices with cameras
can request two kinds of workflows: facial matching and user registration. While
registration workflows are triggered by an administrator, application-wise, they are

2 ConDADO, along with the experiments’ code and data is open-source and freely available at https://
bitbucket.org/spilab/condado.
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requests of microservice execution that come from an IoT camera, and hence, they are
modeled in this manner.

The placement of this IoT application is evaluated over two different scenario sizes:
small, with 5 IoT cameras and a single fog node, and large, with 15 IoT cameras and 3
fog nodes. The IoT cameras are based on Texas Instruments CC2538microcontrollers,
which connect to the network using 6LoWPAN. The network itself is comprised
of switches that connect using Gigabit Ethernet, the same technologies fog nodes
use for connection. The fog nodes are based on the instances of the edge.network
provider, while the cloud node is based on an AWSm5.xlarge instance. Moreover, the
networking details such as latencies and bandwidths are also based on these protocols,
as well as real metrics. Regarding the number of microservice replicas, they depend on
the exact solution given by each solver. Nonetheless, if we account for the maximum
number of replicas, up to 15 microservice replicas can exist in the small scenarios,
and up to 45 can exist in the large scenarios. Approximately half of the IoT cameras in
each scenario request each type of workflow, and in the cases with odd cameras, there
is an additional facial matching workflow. In all cases, the scenarios are optimized
with DADO first, and then ConDADO is used to adapt the application placement in a
QoS-aware manner. All the experiments were executed with an Intel i7-8565U CPU,
with 16 GB of RAM. The MILP solver used is Gurobi3. Both DADO and ConDADO
are implemented in Python using the mip library. The numerical QoS-related results
are obtained using DADO’s QoS analysis tools [7]. On the other hand, the results
related to speed-ups and optimization times are not obtained from these simulations,
but from the real timings yielded by both DADO and ConDADO during the evaluation.

Overall, the evaluation has three objectives:

• To validate the usefulness of CA in next-gen IoT applications, consequently vali-
dating ConDADO as an enabler for CA (Sect. 5.2)

• To evaluate the differences in the QoS achieved by ConDADO w.r.t. the original
DADO (Sect. 5.3), and

• To assess the migration cost and the speed-up of CA solutions compared to the
traditional optimization approach (Sect. 5.4).

To achieve these objectives, we have analyzed the results of different scenarios,
in order to analyze of the effect of parameters such as the size of the scenario or the
impact of the changes. Concretely 20 experiments of two kinds have been tested:

• In the broken deployment experiments, up to 4 microservices and all their replicas
experiment an increase of up to 100% in the resources they consume, which may
lead to broken deployment situations. These experiments simulate different kinds
of changes in the application that could lead to such increases (e.g., the use of more
accurate and complex matching techniques, an improvement in video quality, and
more detailed video pre-processing).

• In the QoS violation experiments, for cost-effectiveness reasons, we assumed the
university increases the resources of their nodes and changes to a less costly cloud
provider, which increases the cloud latency by 5 ms.

3 https://www.gurobi.com/.
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Fig. 5 Continuity in the application’s QoS in the large topology

Both experiments analyze the usefulness ofCAby comparing theQoSobtained over
time, generating a change in the environment at a given point and comparing the gap
between the moment a dependable QoS is obtained with and without CA. In order to
use a baseline for the usage of non-CAmethods, we assume that the original DADO is
used to re-optimize the application placement and that it is triggered immediately (i.e.,
there is nomanual interaction). Thus, it is important to note that the gap is incomparable
to the gap caused by manual re-optimization and management. Moreover, in order to
better show the effects of the use of CA in terms of migrations, all microservices are
considered to have a migration cost of 1.

5.2 CA applicability

The first analysis compares the continuity in the application’s QoS in the large topol-
ogy, in a scenario in which the resources consumed by a microservice are increased
by 80%. In this analysis, the environmental change occurs at a given instant t . Due to
the increase in consumption, the prior deployment becomes broken, and thus, there
is a need to determine an adapted application placement. We consider a deployment
becomes broken if its response time is greater than 50 ms, as the QoS requirement for
the facial recognition application is to have 20 frames per second. This requirement is
represented by the dashed red line labeled Maximum acceptable response time in the
upcoming figures.

The analysis is depicted in Fig. 5, with the time relative to t shown in the X-axis,
and the application’s QoS can be seen in the Y-axis. The empty gap represents the
application’s downtime due to the broken deployment, which is of 27.5 s if ConDADO
is used to optimize the application placement. On the other hand, the use of DADO
requires 76 s to complete, a difference that is visually represented as the gap between
ConDADO’s marker (∗) and DADO’s (×). Furthermore, both ConDADO and DADO
achieve the same QoS with their new application placement. The gap between DADO
and ConDADO is of 48.466 s, i.e., ConDADO is almost three times faster than DADO
at suggesting new application placements in this scenario (viz., 2.76×). Moreover,
the application placement determined by ConDADO also obtains a similar QoS to that
obtained with DADO’s application placement, further motivating its use for CA, and
providing smoother and faster decision-making.
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Fig. 6 Evolution of the application’s response time in the QoS violation experiment, large topology

The analysis depicted in Fig. 6 is aimed at evaluating ConDADO’s ability and
efficiency in resolving QoS violations. The first change in the topology is an increase
in the resources of the nodes, which did not create any QoS violation or broken
deployment, and thus, did not trigger CA. Nonetheless, as the latency in the cloud
was increased at moment t , the response time quickly increased, triggering CA. It is
important to note that CA was triggered at the peak of the increasing curve, as the
shape has been interpolated. In the case of ConDADO, this implies that, at the peak,
the delta calculator triggered the rest of the pipeline. Once at this peak, ConDADO
determined the placement and migrated the services from the cloud to the fog nodes in
27.5 s, as depicted by the star marker. Conversely, DADO required over 5minutes (302
s) to perform the same task, as it was not designed to solve QoS violations. Overall,
the results show that ConDADO is better suited to adapt to dependability issues such
as QoS violations, experiencing a speed-up of approximately 11×.

5.3 QoS with and without CA

The next analysis is aimed at comparing the QoS experienced by the application
workflows. The results of this analysis are shown in the form of a boxplot from the
large topology, with 4 microservices affected, in Fig. 7. It is important to note that
all 18 scenarios involving broken deployments yield very similar results, and thus,
only the three highest load scenarios are depicted. Nonetheless, the interested reader
can find the data for the response times of workflows in the additional material of
the paper. We can clearly split the workflows into two kinds: those that have all of
their microservices in nearby continuum devices (i.e., those with nearly 0 response
time), and those that have at least one microservice placed on the cloud (i.e., those
with 50 ms response time). In the first case, with the 20% hardware increase, we find
that DADO is able to bring a few more microservices closer to the IoT devices, as the
median is very close to 0. On the other hand, while ConDADO needs to use the cloud
more, as shown by the median, the impact on the average response time (depicted as
a triangle) is not very large, with under 10 ms of difference. Continuing to the case
with an 80% hardware increase, we see that both DADO and ConDADO yield equal
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Fig. 7 Boxplot of the
workflows’ response times, large
topology, 4 microservices
affected

results, i.e., ConDADO is able to find the same optimal solution as DADO. In the
final scenario, ConDADO brings most microservices to the cloud, as the lower point
is depicted as an outlier. Nonetheless, we see the difference in average response time
w.r.t. DADO is also minimal, similar to the first scenario. Thus, ConDADO is able to
provide a similar QoS to DADO for the applications that make use of its suggested
placement. Furthermore, the small increase in response time is only experienced by
a few users (i.e., workflows), rather than by the application as a whole: the median
does not change, those points affected are represented as outliers, and the effects over
average response time are minimal. Finally, as every workflow request has a response
time of 50 ms or less, the performance requirement of 20 frames per second is fulfilled
with the optimized application placements.

5.4 Migration cost and speed-ups with and without CA

Another key metric of the evaluation is the migration cost achieved by ConDADO’s
solutions in contrast to those provided by DADO. This metric has been analyzed in
both the small and large topology, as depicted by Figs. 8 and 9, respectively. Starting
with the smaller topology, in the cases with a single microservice affected (Fig. 8a),
we can find that, in some cases (e.g., 20 and 80% hardware requirement increase), the
migration cost is 0, i.e., no microservices are migrated. In these cases, the changes due
to the hardware requirement increase aremainly a decrease in the number of replicas of
certain microservices, and thus, no microservices are strictlymigrated. Similar results
are obtained when 2 (Fig. 8b) or 4 (Fig. 8c) microservices are affected.

On the other hand, in cases where microservices are migrated (e.g., 100% hardware
requirement increase in Fig. 8c), ConDADO’s solutions have half the migration cost
of DADO’s. These results are the consequence of ConDADO’s CRE, which tries to
migrate a small number of microservices, while DADO’s lack of CRE allows it to
migrate any number of them. Moving to the large topology (Fig. 9), the reduction
of migration cost is even higher. As the larger size of the topology implies a higher
number of microservices deployed, DADO is more likely to try and migrate them,
while ConDADO follows a similar approach to mitigate the migration cost. Focusing
on Fig. 9a, in the case with 20% hardware requirement increase, ConDADO simply
removes some replicas, while DADO migrates 26 of them, out of the existing 38.
Even when ConDADO needs to migrate microservices, such as the one with the 80%
increase, DADO needs to migrate up to threefold the number of microservices. If 2
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(a) 1 microservice affected (b) 2 microservices affected (c) 4 microservices affected

Fig. 8 Migration costs of DADO and ConDADO, small topology

(a) 1 microservice affected (b) 2 microservices affected (c) 4 microservices affected

Fig. 9 Migration costs of DADO and ConDADO, large topology

microservices are affected (Fig. 9b), the results are similar, although in general, the
difference is even higher (on average, ConDADO migrates 20 microservices less than
DADO). Furthermore, the scenarios from Fig. 9c are also the ones depicted in Fig. 7,
and thus, this reduction in migration cost has minimal effects on the QoS experienced
by the users of the application.

Next, an analysis that compares the times ConDADO and DADO need to optimize
each of the scenarios is also performed. The optimization times for the small topology
are reported in Fig. 10, while Fig. 11 depicts those of the large topology. Starting with
the smaller topology, we see that the times reported by ConDADO are shorter than
those from DADO, with ConDADO taking 0.78 s on average, whereas DADO takes
1.38 s. Furthermore, the optimization times from ConDADO are not higher than those
from DADO in any of the scenarios. If Fig. 10a–c are compared, it is also possible to
see that the number of microservices affected does not have an important impact on
the optimization times, and the hardware increase does not have a clear impact either.
It is also important to note the case with the 80% hardware increase from Fig. 10b, in
which DADO takes 2.55 s to optimize the scenario, while ConDADO only takes 0.60
s.
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(a) 1 microservice affected (b) 2 microservices affected (c) 4 microservices affected

Fig. 10 Optimization times of DADO and ConDADO, small topology

(a) 1 microservice affected (b) 2 microservices affected (c) 4 microservices affected

Fig. 11 Optimization times of DADO and ConDADO, large topology

In the large topology (Fig. 11), the times required by both ConDADO and DADO
are higher. Thus, the size of the scenario has an important impact on the optimization
time. On average, ConDADO takes 29.41 s to optimize, while DADO requires 64.15
to do so. In this topology, the number of microservices affected does have relevance
on DADO’s optimization times, as the times from Fig. 11a (on average, 75.52 s) are
higher than those from Fig. 11b and c (55.72 and 61.19 s, respectively). While this
trend is also followed by ConDADO, its impact is much smaller (32 s on average
in Fig. 11a, 28 s on average in Fig. 11b and c. Similarly to the smaller topology, the
increase in hardware requirements does not have a clear impact on optimization times.
Finally, it is important to note that the results from Fig. 11c correspond with those
from Fig. 7, and thus, this reduction in optimization time has very minor effects on
the solution’s QoS.

Finally, Fig. 12 shows theoptimization speed-ups obtainedbyConDADO, compared
with the original DADO. The reported speed-ups are high, with an average speed-up
of 1.93× for the small topology (Fig. 12a) and 2.2× for the large topology (Fig. 12b),
and thus, an overall average speed-up of 2.07×. The speed-up tends to grow with
infrastructure size due to the fact that ConDADO needs to perform the continuous
reasoning step before optimizing, while the original DADO does not. Nevertheless,
since the delta calculator and CRE have a smaller complexity than the solver, their
burden becomes relatively less significant in larger infrastructures, hence saving more
time.
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Fig. 12 Optimization speed-ups
of continuous DADO w.r.t.
original DADO

(a) Small topology (b) Large topology

6 Related work

The classic approach toCI/CDpipelines inDevOps literature is to focus on the delivery
of software [9]. Therefore, while CD automatically follows a specified application
placement, it does so as a means of delivery to production, and not as a means of
meeting the application’s QoS requirements [9]. While this approach is adequate for
cloud-based deployments, this is not the case in the Cloud-IoT continuum, in which
dependability is crucial and each node can provide substantially different QoS. In this
section, we briefly summarize the state of the art in the Cloud-IoT continuum and
IoT-oriented DevOps and QoS-aware application placement.

DevOps has the objective of shortening the delivery time of new features and
allowing for quick reactions to client demands. These features are also relevant in next-
gen IoT [13]. DevOps practices need to be adapted to this newparadigm. In [13], Lopez
et al. propose an adaptation of the feedback and monitoring from DevOps to the IoT
paradigm and multi-paradigm infrastructures. The proposal specifies how to perform
fast and continuous monitoring in IoT applications, and can thus be an enabler for CA.
Truong andKlein propose the development of DevOps contracts for IoTmicroservices
in [22]. These contracts define the requirements each of the microservices have and
are stored in a blockchain ledger. The application developer can write scripts that will
be triggered by microservice deployments, requests, or violations of the contract. The
main difference between these contracts andCA is their approach toQoS enforcement:
DevOps contracts are imperative, as the IoT application developer needs to implement
a method to obtain the desired state; while CA is declarative, and the developer only
needs to define the desired state. EU projects, such as SODALITE [23], are also
working on approaches towards DevOps-integrated systems for the orchestration of
application deployment making use of declarative systems, which could be integrated
with CA to enable a more fine-grained detail of the deployed microservices and their
scaling. Furthermore, SODALITE@RT [24] allows proposals such as SODALITE to
be used in the Cloud-IoT continuum.

On the other hand, the obtention ofQoS-aware application placements in the Cloud-
IoT continuum is currently an open research topic. In [6], Salaht et al. characterize
the problem of placing an application’s microservices in a dependable way as the
Service Placement Problem (SPP). Furthermore, multiple solutions to the SPP are
surveyed in this work, including approaches that use different techniques such as
integer programming, constrained optimization, or Petri nets. Nonetheless, most of
these works are not designed to dynamically adapt the application placement. One of
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the works that do consider dynamicity is MigCEP [18]. However, MigCEP’s model is
oriented to migrating complex event processing microservices to adapt the application
placement to user mobility. Changes in the infrastructure or the application are not
handled by MigCEP, and therefore, it is not suitable for CA.

Another possibility to consider of dynamicity is proposed by Detour [25]. In the
Detour model, each request is analyzed before being sent, and an ad-hoc decision
is taken on where the request should be executed. This model requires at least one
replica of each microservice to be deployed to every node in order to make this ad-hoc
decision. Furthermore, the ad-hoc decision process takes a certain amount of time,
which delays every request, and may even become inefficient if the delay introduced
by the decision process is higher than the obtained speed-up. Other authors, such as
Maamar et al., propose a coordinationmodel for the Cloud-IoT continuum [26]. In this
model, the data produced by IoT devices are categorized based on multiple attributes.
Depending on these attributes, the model recommends the layer or layers they should
be processed at. This approach is fundamentally different from ConDADO, as itsmodel
is data-centric rather than service-centric, and thus, it does not specify where to place
application services nor how to replicate them.

Another system able to determine QoS-aware application placements is the original
DADO framework. DADO was proposed by Herrera et al. in [7] as an enabler for the
obtention of QoS-optimal application placements. This framework was meant to be
leveraged during the design phase of next-gen IoT applications. DADO supports a
wide array of infrastructures and applications, as well as for the consideration of
multiple decisions that affect QoS, such as network latency. However, DADO was not
designed to adapt its application placements to dynamic environments, and hence, it
is unable to know whether a service is migrated or not, or the cost of such migrations.
Furthermore, its high execution times are also unsuitable for this task. Thus,ConDADO
is an evolution of DADO, adapting its original concepts for this task.

Finally, the use of continuous reasoning to solve the FAPP was initially proposed
by FogBrainX [14], a framework oriented to the obtention of QoS-aware application
placements, as well as their adaptation to dynamic environments. FogBrainX makes
use of continuous reasoning by determining the microservices that are affected by
broken deployments or QoS violations and migrating them to suitable servers. While
ConDADO takes inspiration from FogBrainX on the implementation of continuous
reasoning, there aremultiple differences between the frameworks. Themain difference
is conceptual, as FogBrainX’smodel is based on the interactions betweenmicroservice
replicas, while ConDADO’s model is based on requests for microservice workflows,
allowing ConDADO to replicate and move microservices if required. Furthermore,
FogBrainX does not consider optimization objectives, while ConDADO optimize the
response time QoS. Thus, while FogBrainX can be suitable for CA, its objectives and
model differ from ConDADO’s. We believe that, due to these differences, it is very
complicated to fairly compare FogBrainX and ConDADO, as the problems they solve,
although similar, are fundamentally different.
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7 Concluding remarks

The next generation of IoT applications brings computerization to critical real-world
processes, and their continuous improvement will be managed using DevOps and
CI/CD pipelines. Nonetheless, the criticality of these processes is reflected in IoT
applications as strict QoS requirements. In this context, the use of the multi-paradigm
Cloud-IoT continuum requires more complex management. Furthermore, the dynam-
icity of the environment can threaten its dependability. Thus, these continuous changes
in QoS motivate the integration of CA as a practice of DevOps, assuring that the QoS
of IoT applications is maintained acceptable by adapting its placement.

In this paper, we presented and motivated the concept of CA as a relevant
practice for next-gen IoT applications, including its integration within DevOps in
CI/CA/CD pipelines. Finally, we presented ConDADO, a framework to perform CA
for microservice-based IoT applications in multi-paradigm infrastructures, such as the
Cloud-IoT continuum. In the evaluation, ConDADO was shown to be able to provide
dependable and valid application placementswith a speed-up of up to 4.2×with regard
to alternative solutions. CA provides benefits to developers and operators, as it is a
framework for automatic optimization of application placement that can be directly
integrated into their DevOps workflow. Moreover, ConDADO’s continuous reasoning
approach allows for the adaptation of the application placement to be highly reactive
due to its speed-up w.r.t. the complete optimization approach, as well as to a reduction
of the migration costs of each adaptation.

As future work, we expect to extend CAwith prototypes able to adapt other aspects
of the application’s deployment, such as adapting the devices powered on and off to
optimize energy efficiency.Moreover,we also intend to create amulti-objective version
of ConDADO, able to consider migration cost as an explicit objective, modeling the
tradeoff with techniques similar to cost-benefit analysis [27] or cost-benefit at runtime
[28]. Furthermore, the costwill be optimized alongwith additionalQoSmetrics such as
energy consumption. We also expect to integrate ConDADOwith existing deployment
orchestrators, i.e., Kubernetes. Moreover, we expect to create even faster solutions for
CA and stack them on ConDADO, allowing CA to react even more quickly to small
changes and easy situations, as well as falling back to ConDADO if a suitable solution
cannot be found. Last, but not least, we consider evaluating ConDADO over real or
emulated network and Cloud-IoT continuum testbeds.
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