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Abstract
The size-energy fan concept formulation is developed into a prediction model of the fragment size distribution from blast 
design and rock mass variables. The fragment size is scaled with a characteristic size of the blast and the rock mass discon-
tinuity spacing and orientation. The energy is scaled with the rock strength and the cooperation degree between adjacent 
holes. A cooperation function is introduced that modifies the energy with the in-row delay, non-dimensionalized with the 
P-wave velocity and the holes spacing. The cooperation increases as the delay increases up to a certain value, beyond which 
the cooperation decreases and the fragmentation is coarser. Several prediction models are presented, using the Swebrec-
based fan slopes function of the percent passing as starting point, with subsequent improvements involving alternative for-
mulations of that function, that encompass a non-Swebrec underlying distribution of the fragment size. The models include 
12 to 14 parameters, controlling the effect on fragmentation of the variables describing the rock mass, the explosive and 
initiation sequence, and the blast geometry. The parameters are determined from fits to the data base that was used for the 
xP-frag model, expanded with seventeen additional blasts. All fragmentation data used are mass size distributions deter-
mined by sieving and weighing of blasted muckpiles. The different models are introduced sequentially and discussed. The 
models presented improve the performance of xP-frag, while including a much smaller number of parameters and, unlike 
xP-frag, keeping the physically sound size-energy fan pattern, effectively extending its nature from a descriptive frame of 
the fragmentation-energy relations, to a predictive tool.

Highlights

•	 A new fragmentation prediction model is developed from experimental, sieved data employing the fragment size – energy 
fan concept.

•	 The rock mass discontinuities and strength properties are incorporated to the model as modifiers of the fan focal coordi-
nates.

•	 The cooperation between delayed holes is incorporated to the model as a modifier of the specific energy, a function of 
the delay.

•	 A 4-parameter distribution derived from the Swebrec function is introduced, that provides an excellent description of 
fragment size distributions.

•	 The accuracy of the predictions from the new model improves the existing state-of-the-art models of fragmentation from 
blasting.
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1  Introduction

In hard rock, blasting is normally the most efficient way to 
create primary fragmentation. The properties of the more 
or less damaged fragments of rock and their distributions in 
size and space determine the efficiency of downstream oper-
ations such as digging, loading, hauling, crushing (mines 
and quarries) and grinding (mines). They also govern their 
use as e.g., aggregate for concrete or tarmac and in cement 
(quarries). Billions of tons of ore, waste and aggregate rock 
are annually excavated worldwide in bench blasts and often 
further fragmented on-site. The whole comminution chain 
‘consumes’ a considerable part of the world’s energy pro-
duction (Zhang et al. 2022), an amount that we need to rein 
in.

There is thus a clear incentive to be able to predict blast 
fragmentation, be it by experience, by compact formulas 
(equations) or by advanced computer codes (e.g., discrete 
element methods or combined finite/discrete element meth-
ods). Experience is always valuable on the local level but 
an extrapolation to different conditions is prone to error. 
Computer codes tend to be specific but far from all respect 
the laws of physics. They too are error prone because very 
few of the blast variables (rock conditions, geometry of the 
drilling and charging, detonation behavior, exact detonation 
times, etc.) are known with sufficient accuracy. Further, even 
today the finite element mesh of a blast model seldom pro-
vides a resolution beyond two magnitudes of fragment size.

The first international symposium on rock fragmentation 
by blasting (Holmberg and Rustan 1983) gave a boost to 
fragmentation equations. Of the many models presented the 
Kuz-Ram model by Cunningham (1983) became the most 
widespread one. Like most other models it assumed that the 
fragment size distribution follows the Rosin–Rammler func-
tion (Rosin and Rammler 1933; Weibull 1939, 1951). Cun-
ningham (1983) provided formulas for how the median frag-
ment size x50 and the curve steepness parameter n depend on 
the rock conditions, the blast geometry and the explosives 
used.

As experience with the Kuz-Ram model grew, Cun-
ningham (1987, 2005) and many other people published 
improvements. An important example is the Crush Zone 
Model (CZM) (Kanchibotla et al. 1999) in which equations 
for a crushed zone around the blast hole are introduced to 
raise the underpredicted amount of fine fragments (‘fines’) 
to more realistic levels.

Ouchterlony and Sanchidrián (2019) review, in some 
detail, the development of prediction equations for blast 
fragmentation in bench blasting. They end up with two 
models. One is called xP-frag (Sanchidrián and Ouchterlony 
2017a, 2017b). It uses dimensional analysis and is based 
on 169 sets of sieving data from full- and half-scale bench 

blasts. All model parameters are given explicitly as functions 
of P , the percentage of mass passing a given mesh size. The 
model is distribution-free, independent of any fragment size 
distribution function, as no specific distribution is assumed 
or used. The other recent fragmentation by blasting model 
is the so-called fragmentation-energy fan (Ouchterlony et al. 
2017), to which we will devote some space in Sect. 2.

No model makes an exact prediction. When Sanchidrián 
and Ouchterlony (2017a) analyze the prediction errors of 
the Kuz-Ram model for their collected data sets, the inter-
quartile ranges of the relative error of size prediction at dif-
ferent percentage passing are roughly + 50% and − 75%, 
respectively and for the CZM model surprisingly not much 
better. For the xP-frag, the interquartile ranges are ± 25%. 
More exactly, to obtain a total error estimate, the medians 
of the logarithmic errors of the size calculations at P = 5, 
10, …100% for each data set were calculated. The result was 
that the average median expected error of the size prediction 
for xP-frag is about 20%, whereas the corresponding number 
for the Kuz-Ram model and the CZM is about 60%.

Thus, the use of xP-frag instead of the Kuz-Ram or CZM 
models is for fragmentation predictions normally a consider-
able improvement. One reason is of course that there is more 
input data behind this model. A comparison of the variables 
of the models is made in Table 1.

The variables that did not make a significant prediction 
improvement, or that were not possible to incorporate in 
the underlying model (non-dimensional parametrization of 
fragmentation in asteroid collisions, Holsapple and Schmidt 
1987; Housen and Holsapple 1990) were left out in the final 
xP-frag model. One such variable was the detonation veloc-
ity (VOD) of the explosive, as it was found that incorporat-
ing it into a physically sound non-dimensional group was not 
straightforward. This has not been further pursued in the last 
developments of xP-frag (see e.g., Sanchidrián and Ouchter-
lony 2022; Sanchidrián et al. 2022) and neither is it in this 
paper. VOD is neither included in the Kuz-Ram system; it is 
in the CZM, used in the calculation of the detonation pres-
sure for the estimation of the crush zone radius.

The functional dependence of most groups of variables in 
the xP-frag model are monotonically increasing or decreas-
ing with changes in the underlying variables. The depend-
ence of fragmentation on the initiation delay or on the rock 
mass jointing is more complex. Fragment size versus delay 
time in all probability has a minimum. Much effort is spent 
on this.

The joint orientation index, based in all models on Lilly’s 
blastability index definitions (Lilly 1986, 1992; Scott 1996), 
takes on the values 10, 20, 30 and 40 (or 0.25, 0.5, 0.75 and 
1.0 in the xP-frag model) depending on relatively diffuse 
definitions. This means that a wrong choice would cause a 
distinct jump in the predicted xP value. It would seem natural 
to develop a better description of the influence of the rock 
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mass jointing. A recent paper by Salmi and Sellers (2021) 
reviews methods to incorporate the geological and geotech-
nical characteristics of rock masses in blastability assess-
ments for selective blast design, and it shows that this is far 
from trivial. Such task is under way but, in the present work, 
the joint orientation factor of xP-frag (Sanchidrián Ouchter-
lony 2017a, 2017b) is used nearly unchanged.

Of the three models compared in Sanchidrián and 
Ouchterlony (2017a), xP-frag uses fewer variables to 
obtain a much smaller median prediction error mainly 
because is based on a dimensional analysis in which 
the independent variables only appear once. This leaves 
xP-frag with the same number of variables as the first 

Kuz-Ram model, and fewer than those of the revisions of 
the Kuz-Ram and CZM. The number of parameters (i.e., 
constant factors) of the models has also grown from a rela-
tively simple original Kuz-Ram model, with 10 constants, 
to 30 in the last version of Kuz-Ram and 33 in the xP-frag. 
In the latter, there are nine basic constants, functions of 
P, and their functional expressions of P need 33 numeric 
constants. This number in itself and the fact that they are 
just parameters of the fits of the basic constants with P, 
without any physical meaning, has been a strong incen-
tive to improve xP-frag and make it a simpler and more 
transparent model.

Table 1   Input variables in fragmentation models for bench blasting

Parameters Kuz-Ram 1983 Kuz-Ram 1987 CZM
1999

Kuz-Ram 2005 xP-frag 2017

Rock conditions
 Overall description (RMD) – 1 1 1 –
 Stamp hardness (f) 1 – – – –
 Jointing, spacing – 1 1 1 1
 Jointing, angle with face – 1 1 1 1
 Jointing, fill condition – – – 1 –
 Density – 1 1 1 –
 Hardness (UCS or E) – 2 2 2 2
 P-wave velocity cP – – – 1 1

Blast geometry
 Hole diameter 1 1 1 1 –
 Burden 1 1 1 1 1
 Spacing 1 1 1 1 1
 Drill pattern, staggered/aligned 1 1 1 1 –
 Drill angle with vertical 1
 Bench height 1 1 1 1 1
 Charge length 1 1 1 1 –
 Bottom charge length – 1 1 – –
 Column charge length – 1 1 – –
 Subdrilling 1 1 1 1 –
 Drill error 1 1 1 1 –
 Specific charge or Powder factor 1 1 1 1 1
 Fines maximum size – – 1 – –

Explosive
 Energy, relative or absolute 1 1 1 1 1
 Density – – 1 – –
 Detonation velocity – – 1 – –
 Mass per hole 1 1 1 1 –

Blast initiation
 In-row delay time – – – 1 1
 Delay scatter – – – 1 –

No. of variables 12 19 22 21 12
No. of parameters 10 18 20 30 33
Fragment size distribution R-R R-R 2 × R-R R-R None
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The CZM and Kuz-Ram 2005 model developments were 
based on much fewer rounds and were not as systematic as 
xP-frag, which was optimized for a basic set of 169 high 
quality blasts; the model will change when a sufficient num-
ber of new blasts have been added to the data base. In this 
paper we add 17 blasts and extend the model, though this 
extension is not directly built on the existing xP-frag for-
mulation but on a different paradigm —the fragmentation-
energy fan—making the new model a significantly different, 
improved one from xP-frag.

The fan formulation is, like the xP-frag model, independ-
ent of any distribution function, though it was found, during 
its development and implementation, that a closed analytical 
form could be written for the fragment size distributions if 
these were Swebrec (Ouchterlony 2005a, b, 2009). The fan is 
inherent in the Swebrec function and its compactness makes 
it a sound feature for deriving a fragmentation model in ways 
similar to the development of xP-frag, where dimensional 
analysis was used. A step in this direction has been taken 
recently by Sanchidrián et al. (2022) and Sanchidrián and 
Ouchterlony (2022), and that is the starting point of this 
paper.

2 � The Effect of Energy Input 
on Fragmentation: The Fragment 
Size‑Energy Fan

The powder factor or specific charge is the most influential 
blast design variable and all fragmentation prediction for-
mulae include it as a significant blast descriptor (see e.g., 
Table 1). The effect of powder factor has been rationalized 
with the fragmentation-energy fan model (Ouchterlony et al. 
2017), which is based on the fact that the percentiles of the 
size distribution (i.e., the sizes for a given percentage pass-
ing) are power functions of the powder factor of varying 
exponents such that, if plotted in log–log scale, form a set of 
straight lines that converge on a focal point. Figure 1 shows 
a conceptual scheme and Fig. 2 shows this pattern with the 
classical data by Otterness et al. (1991).

The slopes of the lines (i.e., the power exponents) grow 
monotonically in absolute value from percentile 100 towards 
the fine material. The fragment size may, therefore, be writ-
ten as a function of the powder factor q, or the volume spe-
cific energy deposited in the rock, E as follows:

(1)xP = x0

(
q

q0

)−�(P)

(2)xP = x0

(
E

E0

)−�(P)

where the subscript P indicates that the size is a P percentile. 
E = q·e, where q is powder factor (mass of explosive per unit 
volume of blasted rock) and e is explosive energy (chemical 
energy per unit explosive mass); (q0, x0) or (E0, x0) are the focus 
coordinates in the powder factor or energy-size plane; �(P) ≥ 0.

This fan equation may be written in a convenient non-
dimensional form by dividing the fragment size by a char-
acteristic length of the blast, Lc:

It has been shown (Ouchterlony et al. 2017; Ouchterlony 
& Sanchidrián 2018) that when sieved size distributions are 
of the three-parameter Swebrec function type (Ouchterlony 
2005a, b, 2009), i.e., are well-fitted by that function, then the 
percentile functions of the powder factor have the fan con-
vergence pattern, and the function α(P) is fully determined 
by the slope exponents at the maximum and median sizes, 
and the Swebrec shape parameter, b (see Appendix):

Size distributions of the underlying Swebrec type can be 
calculated analytically by solving Eqs. 1 or 2 for P with � 
determined from Eq. 4. The following P(x, q) explicit form 
is obtained (see Appendix):

The exponent �100 expresses the dependence of the maxi-
mum size (x100 = xmax) on the powder factor. In some cases, 
this dependence is weak and/or difficult to determine at mod-
erate variations of the powder factor, resulting in �100 values 

(3)
xP

Lc
= x

�

P
=

x0

Lc

(
E

E0

)−�(P)

= x
�

0

(
E

E0

)−�(P)

(4)�(P) = �100 + (�50 − �100)
(
100

P
− 1

)1∕b

(5)
P(x, q) =

100

1 +

[ lnx−lnx0

lnq0−lnq
−�100

�50−�100

]b

P1

P2

P3

ln(x0/x)

ln(q/q0)

x

x0

ln(q)

ln(x)

(q0,x0)

qq0

Fig. 1   Fragment size-energy fan concept graph. P1 > P2 > P3
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insignificantly different from zero in the fits. If so Eq. 4 can 
be simplified to:

Note that with α100 = 0, the higher percentile line 
(P = 100%) is horizontal, see e.g., Fig. 1, and the focus ordi-
nate is the maximum size either dimensional if Eqs. 1 or 2 
are used ( x100 = xmax = x0 ), or non-dimensional if Eq. 3 is 
used, x�

100
≡ x

�

max
= x

�

0
.

In turn, the focus abscissa E0 could be interpreted as the 
smallest specific energy required for fracturing. Besides, it 
also has an apparent character of strength since it ‘opposes’, 
in the denominator, the energy concentration of the explosive 
in the numerator, see Eqs. 2 or 3; note also that the energy 
concentration E is expressed in terms of energy per unit vol-
ume, dimensionally equal to pressure or strength. No relation 
has yet been established, however, of the actual E0 value with 
any strength rating for a particular case. However, we will 
describe in the next section how the rock strength, and other 
influencing blasting variables other than the energy input, can 
be incorporated in the fragment-size energy fan formulation.

3 � Fragmentation by Blasting: Influencing 
Variables Other Than The Energy Input

3.1 � The Rock Strength

Let the rock mass strength be �̃ , with which the focus 
abscissa E0, being an obviously strength-related variable, 

(6)�(P) ≅ �50

(
100

P
− 1

)1∕b

should have a monotonically increasing relation. E0 may also 
incorporate the power dependence of rock mass strength on 
size, with which E0 should have a monotonically decreas-
ing relation (Jaeger and Cook 1969; Hoek and Brown 1980; 
Scholz 1990) in order to jointly represent data from different 
blast sizes or, in lab tests, different specimen sizes. We may 
thus write a combined size and strength variable E0 as:

where E∗
0
 is the new focus abscissa that contains any relevant 

constant, reference size or strength; it has convenient dimen-
sions so that the second member has the same dimensions 
as E0, i.e., energy per unit volume; � and � must be posi-
tive or zero. Lc, the general characteristic length for scaling 
the fragment sizes, see Eq. 3, is also used in Eq. 7 for the 
purpose of size-scaling the rock strength. The fan equation 
(Eq. 3) becomes:

The size scaling of strength has also been used with 
success when incorporating the strength-size depend-
ence in drop-weight test fragmentation (Ouchterlony and 
Sanchidrián 2018). In DWT testing the specimen size usu-
ally covers a broad range of values. However, size scaling 
does not necessarily contribute to a better representation of 
fragmentation by the fan formulation for blasting when the 
characteristic size (e.g., burden, spacing, bench height, etc.) 
does not show a significant variation in a data set (see e.g., 
Sanchidrián et al. 2022).

(7)E0 = E∗
0
�̃�L−�

c

(8)x
�

P
= x

�

0

[
EL�

c

E∗
0
�̃�

]−�(P)

Fig. 2   Fan pattern in the Otterness et al. (1991) fragmentation by blasting data. Percentile lines shown are 80, 65, 50, 35 and 20%. The right plot 
has the axes extended away from the data range in order to show the convergence of the percentile lines in the typical fan shape
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Equation 8 has a clear similarity with the energy-strength 
term of the non-dimensional analysis by Sanchidrián and 
Ouchterlony (2017a), based on work by Holsapple and 
Schmidt (1987) and Housen and Holsapple (1990) on frag-
mentation in high energy impact asteroid collisions, that led 
to the xP-frag model. The basic formulation in that case—a 
simplification of the asteroid work—was:

where the parameters k, h, � and � are functions of P; k2 
is a shape factor of the blast, equal to 1 for a cubic blast 
(B = S = H, B burden, S spacing and H bench height), 
decreasing as H and S are greater than B. The notation in 
Eq. 9 is otherwise the same as used here, see Eqs. 1–8. As 
characteristic length for strength scaling, the same general 
length Lc is used. Note, however, that Eq. 9 does not result in 
a fan scheme as it has no focal point since the leading factor 
kkh

2
 is P-dependent and so is �.

3.2 � The Rock Mass Structure

Going back to the focus ordinate x′

0
 , the case of α100 = 0 men-

tioned in Sect. 1, where x100 ≡ xmax = x0 , offers an intuitive 
interpretation of x0 as the maximum fragment size inherent to 
the rock which, for a jointed rock mass, is somewhat connected 
to the in-situ block size distribution of the rock mass, or the 
joint spacing. Using this interpretation of x0 , we could write 
a variable maximum size dependent on the joint spacing and 
orientation considering that such a maximum size should be a 
monotonic function of the joint spacing and the joint orienta-
tion factor, the latter as defined e.g., by Lilly (1986, 1992) and 
Scott (1996), and used in the Kuz-Ram and xP-frag models 
such that it grows as fragmentation becomes more difficult:

where x∗
0
 is the new focus ordinate; JS is the joint spacing 

factor and JO the joint orientation factor; � and � are non-
negative constant parameters. In general, JS could be equal 
to the joint spacing SJ; for the case of a homogeneous, non-
jointed rock mass, or one in which the discontinuity spac-
ing is greater than the blast pattern, the joint spacing factor 
should be capped at some blast pattern length (for example, 
the burden) as the latter in fact constitutes an artificial dis-
continuity spacing, e.g., JS = min(SJ ,B).

Substituting in Eq. 8:

(9)
xP

Lc
= kkh

2

(
EL�

c

�̃

)−�

(10)x
�

0
= x∗

0
J
�

S
J�
O

(11)x
�

P
= x∗

0
J
�

S
J�
O

[
EL�

c

E∗
0
�̃�

]−�(P)

Or, in a more fan-like form:

where the fan axes are not anymore specific energy and 
size (or non-dimensional size) but some scaled magnitudes, 
EL�

c
∕�̃� and x�

P
∕(J

�

S
J�
O
) , respectively.

3.3 � The Delay

Besides the rock mass structural characteristics, a signifi-
cant variable that affects fragmentation is the delay between 
consecutively fired holes. The detonation time of the next 
hole counted from the current detonating hole influences 
the interaction of the shock waves, the state of stress and 
the preconditioning of the rock in which the ensuing hole 
detonates. This interaction has been classically called coop-
eration between holes, and current fragmentation prediction 
formulae such as Kuz-Ram (Cunningham 2005, inspired in 
results by Bergmann et al. 1974) or xP-frag (Sanchidrián 
and Ouchterlony 2017a) include delay as a variable such that 
an optimum (finest) fragmentation is obtained at a certain, 
non-zero delay; both models include factors in the fragment 
size expression of the form:

where 
(
xP
)
0
 is the P-percentile (P = 50 only for Kuz-Ram) 

fragment size at zero delay and ft
(
Πt

)
 is the delay correc-

tion factor, a function of a non-dimensional group Πt that 
contains the delay. ft is such that, for both models mentioned 
above, fragment sizes decrease from zero delay time (simul-
taneous initiation of holes or an instantaneous blast) up to 
an optimum delay at which the fragment size is minimal. 
Longer delays reduce the cooperation and increase the frag-
ment size, see Fig. 3.

The existing delay corrections are functions of a non-
dimensional delay factor Πt that depends on the P-wave 
velocity and a characteristic length, the burden in Kuz-Ram 
and the spacing in xP-frag. For the Kuz-Ram (Fig. 3 left), in 
a rewritten form from Cunningham (2005):

where Πt = cPΔt∕B , cP being the P-wave velocity and Δt the 
in-row delay. For the xP-frag (Fig. 3 right), from Sanchidrián 
& Ouchterlony (2017a):

(12)
x
�

P

J
�

S
J�
O

= x∗
0

[
EL�

c
∕�̃�

E∗
0

]−�(P)

(13)xP =
(
xP
)
0
ft
(
Πt

)

(14a)
ft
(
Πt

)
= 0.000174Π3

t
−0.000534Π2

t
−0.1013Πt + 2.05;Πt ≤ 15.6

(14b)ft
(
Πt

)
= 0.0064Πt + 0.9;Πt > 15.6,

(15)ft
(
Πt

)
= �1 + (1 − �1 − �2Πt)e

−�3Πt
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where δ1, δ2, δ3 are functions of the percentage pass-
ing P (similar to the parameters k, h, � and � in Eq. 9, see 
Eqs. 51 and 52 in Table 8 of Sanchidrián and Ouchterlony 
2017a);Πt = cPΔt∕S , S being the hole spacing.

Both delay corrections predict that fragment sizes may 
be reduced significantly (approximately halved) if a cer-
tain (optimum) delay is used instead of a simultaneous ini-
tiation or a blast with very long delays. Different optimum 
delays follow from the two models though: the optimum 
non-dimensional delay (B-based) from the Kuz-Ram model 
is Πt,B=cPΔt∕B = 15.6 that corresponds to a xP-frag delay 
(S-based) Πt,S = cPΔt∕S = Πt,B∕(S∕B) = 15.6∕1.46 = 10.7 , 
where 1.46 is the mean S/B ratio of the blast data used. The 
optimum delay for xP-frag is in the range of 35–40 (variable 
with the percentile) which means that xP-frag favors a much 
slower initiation sequence than Kuz-Ram.

The inclusion of the delay effect in the fragmenta-
tion–energy fan was tested for the first time in a set of full-
scale blasts in a quarry where fragmentation of the muck-
pile was measured by sieving (Sanchidrián et al. 2022). To 
incorporate the delay into the fragment size–energy fan 
formulation, the delay effect may be regarded as a modifier 
of the energy available for fragmentation from a single hole 
such that the cooperation between holes could be thought 
of as an increased effective energy; a cooperation function 
of the delay fCΔ , affecting the energy in Eq. 3, or any of its 
derived expressions, should increase up to an optimum and 
then decrease when cooperation no longer takes place effi-
ciently, at a delay beyond optimum; inserting in Eq. 12 the 
cooperation function:

A possible form for the cooperation function could be 
the reciprocal of the delay correction factor of the xP-frag 
model, Eq. 15:

with �1 , �2 and �3 , contrary to Eq. 15, not P-dependent; 
nothing inside the brackets in Eq. 16 depends on P. The 
function in Eq. 17 grows to a maximum cooperation at 
Πt = 1/δ2 + 1/δ3–δ1/δ2 and then decreases towards an asymp-
totic value 1/δ1 for long delays. The resulting delay correc-
tion factor, ft

(
Πt

)
 , is different for the different percentiles, 

as predicted in the xP-frag model; from Eq. 17:

Reverting to the initial simple fan formulation, Eqs. 2 or 
3, we can write Eq. 16 as:

with

(16)
x
�

P

J
�

S
J�
O

= x∗
0

[
EfCΔL

�
c
∕�̃�

E∗
0

]−�(P)

(17)fCΔ =
[
�1 + (1 − �1 − �2Πt)e

−�3Πt

]−1

(18)ft
(
Πt

)
= f

−�(P)

CΔ
=
[
�1 + (1 − �1 − �2Πt)e

−�3Πt

]�(P)

(19a)x∗
P
= x∗

0

[
E∗

E∗
0

]−�(P)
,

(19b)x∗
P
=

xP∕Lc

J
�

S
J�
O

Fig. 3   Delay correction factors. Left: Kuz-Ram; right: xP-frag
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and

4 � Adjusting the Model with Fragmentation 
by Blasting Data

The xP-frag size calculation equation (Sanchidrián & 
Ouchterlony 2017a) was fitted to a data base of 169 bench 
blasts, all of them carried out in the field (i.e., no labora-
tory testing results were used), for which detailed blast 
design data and fragmentation from blasting existed; they 
were measured in very different environments, rock types, 
blast sizes, delays, etc. In all of them, fragmentation was 
measured by sieving of the muckpile. Tables 1 to 5 in 
Sanchidrián and Ouchterlony (2017a) give the references 
of the data and an overview of the rock and blast design 
variables of the blasts used there. The same data are used 
in this work. To that body of data, seventeen new sets have 
been added, with fragment size distributions derived from 
screened muckpile material data lately made available by 
Segarra et al. (2018) and Sanchidrián et al. (2022). With 
that, the data base now comprises 186 blasts. Table 2 gives 
the relevant properties of the new data.

Equation 16, with fCΔ from Eq. 17 and �(P) from Eq. 4, 
was fitted to the xP-frag extended body of data. The fit is 
carried out in log form so the function fitted is:

The variables have been chosen to be nearly the same 
as in xP-frag:

–	 JS is the joint spacing factor, equal to the mean joint 
spacing (m), capped at the burden value for homogene-
ous rock mass or very wide spacing, JS = min(SJ ,B).

–	 JO is Lilly’s (Lilly 1986, 1992; Scott 1996) joint orien-
tation factor: 10 for sub-horizontal joints, 20 for joints 
of similar strike as the bench face, dipping out of the 
face, 30 for sub-vertical joints striking at large angle 
from the face and 40 for joints of similar strike as the 
bench face, dipping into the face.

–	 E = qe (MPa) is the product of the explosive unit energy 
e (MJ/kg) times the powder factor q (kg/m3). xP-frag uses 
total powder factor; however, in our fitting tests the pow-
der factor above grade (meaning that the powder factor 
is calculated considering only the explosive inside the 
nominal breakage volume i.e., only the explosive above 

(19c)E∗ = EfCΔL
�
c
∕�̃�

(20)log
xP

Lc
= �logJS + �logJO + logx∗

0
− �(P)

[
logE + logfCΔ

(
�1, �2, �3,Πt

)
+ �logLc − �log�̃ − logE∗

0

]

grade and not the explosive in the subdrill) gives slightly 
better fits. Cunningham (1983, 1987) already recognized 
that the powder factor above grade has a stronger relation 
with fragmentation than the total powder factor, as the 
explosive in the subdrill contributes less to the overall 
fragmentation, especially as the subdrill goes deeper.

–	 Πt = cPΔt∕S , where cP is P-wave velocity, Δt in-row 
delay and S hole spacing. Any consistent units may be 
used so that Πt is non-dimensional.

–	 Lc =
√
HS (m).

–	 �̃ = �2

C
∕(2Y) (MPa), �c being uniaxial compressive 

strength and Y Young’s modulus.

The parameters of the fit are 12: � , � , x∗
0
 , E∗

0
 , �1, �2, �3 , 

� , � , �100 , �50 and b.
The fragment sizes (percentiles xP ) for the fits are calcu-

lated by log–log linear interpolation of the size distributions. 
For those data sets in which the passing data range did not 
include the upper or lower percentiles, extrapolation was 
performed; in this case, the extrapolated points were penal-
ized by a weight function increasing with the extrapolation 
ratio (i.e., the ratio of the extrapolated P over the closer data 
Pf); for example, if the lower size data of a fragment size 
distribution is at Pf = 20%, then the value extrapolated at 
P = 10% (extrapolation ratio = 2) has a weight 0.607 and the 
value at P = 5% (extrapolation ratio = 4) has a weight 10–6 
(Sanchidrián & Ouchterlony 2017a).

The percentage passing range used was 100 to 3%. In the 
fines end, the lower the minimum percentile used, the more 

points are censored by nearly zero weights due to extrapola-
tion. About one-third of the xP data at P = 3% have extrapola-
tion weights less than 0.1 (extrapolation ratios greater than 
2.66) so we set a lower limit for our fits at 3%. Besides the 
range of the sieved fragmentation data available, the use of 
the fragment size-energy fan formulation with a function 
for the exponents such as Eq. 4 cautions us not to go much 
below 5% passing, as this is the minimum passing that can 
be usually represented with limited errors by the Swebrec 
distribution (Sanchidrián 2015).

5 � Results and Discussion

The fit of Eq. 20, with Eqs. 17 and 4 (here called model 
par-12, as 12 is the number of fitting parameters) was pro-
grammed in a MATLAB (Matlab 2021) environment using 
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Table 2   Blast and 
fragmentation data

np no. of data points per curve, xmin, xmax minimum and maximum size (where Pmax is not 100%, xmax 
is a log–log extrapolated value to P = 100%). Pmin, Pmax minimum and maximum percentage passing, Y 
Young’s modulus, σc uniaxial compressive strength, cP longitudinal wave velocity, SJ mean joint spacing, 
JO joint orientation index (as defined in Sect. 4), VOD detonation velocity, e specific explosive energy per 
unit mass, Q charge per hole, q powder factor, qe energy powder factor or explosive energy concentration, 
Δt in-row delay, d hole diameter, B burden, H bench height, S spacing, lc charged length
(1) Size distributions derived from crushing plant data.
(2) Not measured; values from the 2022 campaign used; JO is based on the 2022 campaign values, rotated 
90° (see Sanchidrián et al. 2022)
(3) Characteristic length Lc in the model
(4) Non-dimensional delay factor Пt in the model

xP-frag data base El Aljibe 2018 El Aljibe 2022

Reference Sanchidrián and 
Ouchterlony 2017

Segarra et al. 2018 Sanchidrián et al. 2022

Blast site El Aljibe quarry, Spain El Aljibe quarry, Spain
Rock Mylonite Mylonite
No. blasts 169 6 11
np 4–20 10 9–22
xmin (mm) 0.063–100 26–44 0.063–8
xmax (mm) 229–2360 2000 1600–2800
Pmin (%) 0.017–31.7 10 0.1–9.4
Pmax (%) 47.9–100 100 100
Amount sieved, t per blast 0.4–12,898 13,525–27,724(1) 899–5129
% 0.05–100 100(1) 47–100
Rock density (kg/m3) 2560–2972 2721(2) 2721
Y (GPa) 15–83 75(2) 75
σc (MPa) 62–252 171(2) 171
cP (m/s) 2228–5766 5564(2) 4410–6453
SJ (m) 0.10–4.5 0.79(2) 0.53–0.96
JO 10–40 28.3(2) 29.7
σc

2/(2Y) (MPa) 0.11–0.71 0.20(2) 0.20
Explosive type ANFO, dynamite Straight emulsion
Explosive density (g/cm3) 0.8–1.34 1.10–1.37
VOD (m/s) 2560–5851 5215–6042
e (MJ/kg) 1.27–4.84 3.89–4.09 3.19
Q (kg) 0.03–224 46–81 73–99
q (kg/m3) 0.23–1.22 0.48–0.70 0.50–0.93
qe (MPa) 0.59–3.76 1.99–2.73 1.61–2.97
Δt (ms) 0–48 25 4–23
Detonator type Non-electric Electronic
d (mm) 11–142 89 89
B (m) 0.25–5 2.5–2.8 2.1–4.0
H (m) 0.38–19.5 14.6–17.5 11.2–13.1
S (m) 0.34–6 2.6–2.7 3.0–4.2
lc (m) 0.25–19.2 16.0–17.0 10.2–13.1
S/B 0.79–3.02 0.96–1.08 0.92–1.50√
HS

(3) (m) 0.38–10.6 6.2–6.9 6.0–7.1

c
P
Δt∕S(4) 0–379 51.5–53.5 4.5–42.9

No. rows 1–4 3 1
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the function ‘nlinfit’. The goodness of the fit is measured 
by the determination coefficient (R2), the relative root mean 
squared error (RRMSE) and the median absolute relative 
error (MAREy):

Here, yi = log
(
xPi∕Lci

)
 are data, y∗

i
 are predicted values 

and y is the mean of yi ; n is the number of cases (number 
of blasts times number of percentiles) and p the number of 
parameters of the fit.

The result of the 12-parameter fit is quite good in terms 
of determination coefficient and errors, see Table 3. The 
parameters of the model are also given in Table 3. All 
p-values for the parameters are < 0.05. Figure 4 shows the 
PDF-normalized histogram of the residuals, that has a nor-
mal distribution with near zero mean (3e-4), and the data 
vs. predicted plot, showing an unbiased fit with slope close 
to one and near-zero intercept.

The above goodness of the fit metrics refer to the 
straight data and predictions of the fit, made in log form. 
Hence, values of 11.8% or 8.0% for the relative root mean 
squared and the median absolute relative errors calculated 
on the fit variable y = log

(
xP∕Lc

)
 do not translate directly 

to an accuracy of the fit in absolute terms. This can be bet-
ter illustrated by the relative error of the size prediction:

The overall median absolute relative error of predicted 
sizes is MARExP

= median
|||RExP

||| = 0.1855, see Table 3. This 

(21)

RRMSE =
RMSE
��y��

;RMSE =
√
MSE;MSE =

1

n − p

n�
i=1

�
yi − y∗

i

�2

(22)MAREy = median
|||||
y∗
i
− yi

yi

|||||

(23)RExP
=

(
x∗
Pi
− xPi

)
xPi

Table 3   Parameters of the models and goodness-of-fit indicators

Par-12 Par-13 Par-14

� 0.4194 0.4182 0.4175
� 0.4988 0.5021 0.4982
x
∗
0

3434 4281 1773
E
∗
0

9.38E-07 6.54E-07 1.29E-06
� 1.5207 1.5270 1.5161
�1 0.7590 0.7575 0.7561
�2 0.0346 0.0342 0.0342
�3 0.0354 0.0353 0.0352
� 0.5952 0.5874 0.5863
�100 0.5784 0.6067 0.5780
�50 , �P∗ 0.6992 0.8405 0.8430
b, b0 3.0309 1.6078 1.0781
� - - 0.0230
� - 0.2775 0.2508
R2 0.9546 0.9581 0.9583
MSE 0.09539 0.08848 0.08818
RRMSE 0.1179 0.1136 0.1134
MAREy 0.0801 0.0782 0.0779
MARE

xP
0.1855 0.1853 0.1833

(MARE
xP
)
blast

min 0.0298 0.0209 0.0296
median 0.1883 0.1844 0.1845
max 0.5624 0.5674 0.5550

Fig. 4   Left: PDF-normalized histogram of residuals. The red curve shows the normal distribution fit to the histogram. Right: data vs. predicted 
plot
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statistic can also be calculated for each blast, (MARExP
)
blast

 , 
the median and extreme values are also given in Table 3.

Figures 5 shows the fragmentation-energy fan. The scaled 
percentile sizes and the scaled energies tend to collapse on 
straight lines that converge on a focus of coordinates (9.4e-7, 
3434). This plot is in itself the fragmentation model, a kind 
of universal fragmentation chart, in which once the abscissa 
EfCΔL

𝜆
c
∕𝜎̃𝛽 is evaluated, the scaled fragment size for a given 

percentage passing, 
(
xP∕Lc

)
∕
(
S
�

J
J�
o

)
 , can be read in the 

ordinate of the corresponding ray, and the size xP derived 
from it. Doing this with different rays, the whole size distri-
bution can be built. Of course, this can be done more con-
veniently with Eqs. 19 or 20. Note that the equivalent to 
Eq. 5 with scaled variables (see Appendix, Eq. A10), is actu-
ally a universal size distribution in the classical P(x) form.

The relative error is assessed as function of the percent 
passing in the form of boxplots in Fig. 6. The blue band 
is the interquartile range. It indicates the range of errors 
expected half of the times at that passing; the tiny red 
dashes within the blue boxes are the median; the dashed 
lines (‘whiskers’) extend out to a 99% coverage and the red 
crosses are outliers. The overall performance is relatively 
good in a broad range (30–96% passing approximately), 
with errors less than ± 25%, and even lower in most of 
that range, increasing towards both ends, where negative-
biased errors in the fine end exceed in the first quartile 
(lower end of the blue bars) -50% for P = 3%, and positive 
in the coarse end, close to 100% in the third quartile for 
P = 100%.

Although Fig. 4 shows that the fit is carried out properly 
and is statistically sound, with residuals normally distributed 
with zero mean, a remarkable feature of Fig. 6 is that the 
error is not zero-centered when plotted P-wise even in the 
central zone; instead the errors have a negative bias (pre-
dicted size smaller than the data) in the fines, shifting to 
positive from P = 6% up to P = 38%, then negative again 
up to P = 97%, and back to positive in the upper end. The 
reason for this behavior could be the shape of the underlying 
Swebrec distribution, linked to this model through the �(P) 
function, Eq. 4. A variant of this equation that would give 
some additional flexibility to the model, incorporating one 
more parameter, is the following:

The new fitting parameter � should in principle be posi-
tive; see Appendix for a discussion on this. Note that the 
second � parameter–previously denoted �50 , now �P∗–is not 
any more the slope of the P = 50% line of the fan plot, but 
the slope of the line P∗ = 100∕21∕� %.

The goodness-of-the-fit values of this 13-parameter 
model (par-13) are given in Table 3. They are better than 
the previous 12-parameter fit, as should be expected from the 
addition of one parameter. More relevant, however, is that 
the relative error vs. percent passing plot has a much better 
centered error band, see Fig. 7, even if the overall median 
absolute relative error MARExP

 is only a little smaller than 
the previous fit, see Table 3.

(24)�(P) = �100 + (�P∗ − �100)

[(
100

P

)�

− 1

]1∕b

Fig. 5   Fragmentation-energy fan for the par-12 model. In the right-hand plot, the rays have been extended to better show the convergent pattern. 
Shown percentiles are 90, 70, 50, 30 and 10
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The fit in the fines region has a similar error, but better 
centered, and so is the error in the coarser end; especially the 
prediction of xmax has really improved, with an interquartile 
range of the error now confined to ± 25%, while the third 
quartile was close to 100% with par-12. The maximum and 
minimum median errors are 0.1105 at P = 7% and − 0.0569 
at P = 100%, with a difference of 0.1674 and overall median 
0.0017. The parameters of the model are given in Table 3; 
all p-values are < 0.05.

Note that b is very different from the par-12 b-value, 
as the defining equation is not anymore Eq. 4, but Eq. 24. 
The use of the latter for the �(P) function means that the 
underlying distributions are not anymore of Swebrec type 
but a modification of it with four parameters, see Appen-
dix Eq. A17. The corresponding universal size distribution 
expression is Eq. A18. The size-energy plot is shown in 
Fig. 8.

The �(P) function, that represents the dependence of 
fragmentation on energy, is universal, which further means 
that the exponent of the functions q� or E� are the same, for 
a given percentage passing, in every blasting case. There 

are cases in which an energy dependence for the �(P) func-
tions has been chosen, e.g., those where a wide range of 
energy values is covered. That is the case of fragmentation 
from breakage tests (Ouchterlony and Sanchidrián 2018; 
Ouchterlony et al. 2021); step functions of �(P) were used 
with two values for each percentage passing, one for low 
energy and another one for high energy, the transition energy 
determined from the fit. This could also be the case here, see 
Figs. 5 and 8, where the scaled energy varies nearly three 
orders of magnitude. Such a variable behavior, though in a 
continuous form, could be introduced simply by allowing 
the exponent b in Eq. 24 to vary with the scaled energy, for 
example:

E∗ being scaled energy, as defined in Eq. 19c. Thus the 
expression for � becomes:

(25)b = b0
(
E∗∕E∗

0

)�

Fig. 6   Relative error as function 
of the percentage passing for the 
par-12 model. The blue bars are 
the interquartile range and the 
whiskers extend to a 99% cover-
age; points outside are plotted 
as red plus signs (crosses)

Fig. 7   Relative error as function 
of the percentage passing for the 
par-13 model. See the caption 
of Fig. 6
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Fig. 8   Fragmentation-energy fan for the par-13 model. See the caption of Fig. 5

Fig. 9   Relative error as function 
of the percentage passing for the 
par-14 model. See the caption 
of Fig. 6

Fig. 10   Fragmentation-energy fan for the par-14 model. See the caption of Fig. 5
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The dependence of b on the scaled energy makes this 
parameter–hence the slopes �(P)–dependent on the powder 
factor, the degree of cooperation between holes and the rock 
strength, including its size dependence. This removes its uni-
versal, constant value, which is an important characteristic 

(26)�(P) = �100 + (�2 − �100)

[(
100

P

)�

− 1

]1∕[b0(E∗∕E∗
0)

�
]

of the fan model as formulated with �(P) from Eq. 4, or its 
variant Eq. 24.

In practice, the 14-parameter model (par-14), at the cost 
of one more parameter, gives marginally better determina-
tion coefficient and errors, see Table 3. The parameters of 
the fit are given in Table 3. The error as function of P is 
plotted in Fig. 9, very similar to Fig. 7. The maximum posi-
tive and negative medians of the errors at each passing are 
0.1049 at P = 6% and –0.0496 at P = 98% with a difference 
of 0.1545, so the undulation is just slightly less than for par-
13. The overall median is 0.0055. In a blast per blast basis, 
the MARExP

 ranges from 0.030 for the best predicted data 
set to 0.555 for the worst, with median 0.1845, see Table 3.

The fan is plotted in Fig. 10; note that the lines are not 
straight although the curvature is small as the E∗ depend-
ence of b is mild, given by the small exponent ζ = 0.0230, 
though this is also connected with the high values of E∗∕E∗

0
 . 

b ranges, for the data used, from 1.46 to 1.70 (the constant-b 
model, par-13, yielded b = 1.61), leading to a small varia-
tion of the slope � e.g., for P = 50%, between 0.66 and 0.68. 
Figure 11 shows a plot of the �(P) functions for the three 
models. Note the small difference between the values from 
Eq. 4 (model par-12, blue line) and Eq. 24 (model par-13, 
red line), while the impact on the error at different P is very 
significant, compare Figs. 6 and 7. The gold and purple 
curves are the � functions in the par-14 case, for the mini-
mum and maximum b value within the range of data.

The effect of the delay is shown in Fig. 12. The coop-
eration function, Eq. 17, is plotted on the left graph for the 
par-12, -13 and -14 models; it happens to be nearly the same 
for all three. An optimum cooperation occurs at Πt=35. This 

Fig. 11   The exponents of the percentile lines

Fig. 12   Cooperation function (left) and resulting delay correction (right) for par-14 model
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means an optimum delay of 7 ms per meter spacing for a 
rock mass of P-wave velocity 5000 m/s. The right graph 
shows the delay size correction (Eq. 18) for different per-
centiles of the par-14 models. Two lines are plotted for each 
percentile; they correspond to the range of � for the extreme 
values of E∗ of the data, see Eq. 26.

Figure 13 shows some size distributions for different 
cases, covering a broad range of errors and sizes, calcu-
lated with the par-14 model. Figure 14 shows the cases 
plotted in Fig. 13 lower right predicted with all three 
models, for comparison. The distributions from par-13 

and par-14 are nearly undistinguishable except in some 
cases in the very upper end, while par-12 curves deviate 
especially in the fines and coarse ends; note especially 
that model par-12 curves bend towards sizes higher than 
the actual xmax, yielding the large positive errors shown 
in Fig. 6.

In the xP-frag model (Sanchidrián and Ouchterlony 
2017a), where the same body of data was used (except for 
the 17 new blasts included here, see Table 2), the goodness 
of the fits (in xP-frag, fits for each percentile size xP were 
done, then P-functions of the parameters were calculated) 

Fig. 13   Size distributions: comparison of data (circles and dashed 
lines) and calculated (solid lines) curves with par-14 model. Upper-
left: distributions with highest (MARE

xP
)
blast

 (worst fit cases). Upper-
right: distributions with lowest (MARE

xP
)
blast

 (best fit cases). Lower-

left: distributions with (MARE
xP
)
blast

 around percentiles 80, 60, 40 
and 20. Lower-right: four distributions randomly selected in different 
size ranges
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ranged from R2 = 0.7813 to 0.9235, RRMSE = 0.3022 to 
0.4693, MARE = 0.1651 to 0.2739. The lower R2 value cor-
responded with x100 , not surprisingly according to the above 
discussion on model par-12, and the higher R2 value with 
x50.

Figure 15 shows the distributions of (MARExP
)
blast

 for the 
three models presented in this work and, by way of com-
parison, for xP-frag. Some relevant values are included in 
Table 4.

As explained above, the fits in xP-frag were carried out 
for each percentile independently; each fit had nine param-
eters, that were then expressed as functions of P by subse-
quent fitting equations with different numbers of parameters, 
resulting in a final number of 33 parameters for the whole 
model, see Table 1. Compared with this, the result obtained 
here with 12, 13 or 14 parameters is a substantial improve-
ment. Even model par-12 performs very well in the overall 
prediction, although we do not recommend its use due to the 
P-wise undulating, non-centered error and the poor behavior 
in the extremes, particularly at P = 100%. This is overcome 
by par-13 that benefits from the modified �(P) expression. 
These results certainly speak of the soundness (that derives 
from its experimental realization) of the fan model.

Note that, although the original xP-frag formulation 
(Eq. 9) has some connection with Eq. 16, it did not originate 
from the fan concept, nor did the fragmentation obtained 
from it replicate a fan pattern.

The models presented here are, on average, able to pre-
dict the fragmentation outcome of a bench blast with much 
better accuracy than previous models. An application in a 
given mine or quarry to tell the relative effect of changing 

Fig. 14   Comparison of models. Circles and solid lines: data; dotted lines: par-12; dashed lines: par-13; dash-dotted lines: par-14. The right graph 
zooms in on the upper part of the curves

Fig. 15   Distribution of median absolute relative errors (MARE
xP
)
blast

 
for all datasets (par-12, par-13, par-14: 186 cases; xP-frag: 169 cases). 
par-12: blue & red crosses (outliers); par-13: gold (no outliers); par-
14: green (no outliers)

Table 4   Distribution of MARE per blast. Comparison with xP-frag

Par-12 Par-13 Par-14 xP-frag

First quartile 0.1264 0.1155 0.1122 0.1175
Median 0.1883 0.1845 0.1845 0.2026
Third quartile 0.2849 0.2991 0.2936 0.3244
99.3% coverage 0.4956 0.5674 0.5550 0.6193
Extreme 0.5624 – – 1.0756
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blast parameters would probably work even better as e.g., 
the loosely defined jointing factor can be back calibrated. 
The predictions will never be exact though, as variations in 
local conditions (anisotropy of the rock mass, jointing, water 
in blast holes, etc.) can sometimes have profound effects.

An important point is that all fragmentation data for the 
186 bench blasting data sets, on which our model develop-
ment rests, were obtained by classical sieving. We have not 
used data obtained with digital image-based methods. The 
latter are useful in production conditions since they do not 
interfere with production but they are not calibrated, they 
produce results that are not directly comparable between 
methods or even between different lighting conditions, and 
cover a much smaller range of fragment sizes. Unfortunately, 
many fragmentation prediction equations in the literature 
have been developed using digital image-based data, usu-
ally producing equations of limited precision with respect 
to the actual mass size distribution values. This means that 
a direct comparison of such prediction equations with our 
xP equations is a delicate matter, but of course, we welcome 
such comparisons.

The equations presented in this work are not the final 
word. Three factors that our equations leave out e.g., are the 
effect of VOD, the placement of the primer, see e.g., Zhang 
et al. (2022) and the number of rows. There are presently not 
sufficient sieved data to give these parameters a significant 
influence on the fits made to our entire group of bench blast-
ing data sets.

6 � Conclusions

The fragment size–energy fan description is used in this 
work to build an improved fragmentation prediction formula 
(model), a closed form expression from which the whole 
sieving curve may be computed for an arbitrary energy input 
(specific energy or powder factor). Some features relevant 
to fragmentation must be included as modifiers of the per-
centile size and of the energy input into the rock, in order to 
preserve the fan pattern. The size modifiers include the blast 

scale and the joints description, and the energy modifiers 
include the strength and its size correction, and the coopera-
tion effect of neighboring boreholes, a function of the delay. 
Classic descriptions of these characteristics are used: joint 
spacing and orientation (the latter taken from Lilly’s rock 
mass description), characteristic size and rock strength as 
in the xP-frag model, Lc =

√
HS , �̃ = �2

c
∕(2E) , and a size-

dependent strength correction. The energy concentration is 
described as the powder factor above grade times the explo-
sive chemical energy per unit mass. The Swebrec-type func-
tion for the exponents of the energy (the log–log slopes of 
the percentile rays in the fan) is used. The resulting model 
(par-12) has 12 parameters and is fitted to a data base of 186 
blasts (an extension of the 169 blasts data base used to fit the 
xP-frag model) with a determination coefficient R2 = 0.9546.

The par-12 model, however, has non-centered relative 
errors for each percentile, with significant transitions from 
negative to positive median errors, and a relatively poor 
behavior in the extremes, particularly at P = 100%. This 
issue is solved with a modification of the exponent func-
tion of P including one more parameter, departing from the 
Swebrec-compatible function. With this (par-13) model, the 
error is more stable and smaller, significantly improving the 
prediction of the coarser sizes, especially the maximum, a 
shortcoming of the classical, Swebrec-related exponents 
function. It also improves, to a lesser degree, the prediction 
of the fines. The underlying distribution (ESP4), a 4-param-
eter function, is tested with some of the distribution data and 
its performance in fitting seems promising, with lesser error 
than the Swebrec distribution over a wider passing range.

The dependence of the slopes on rock properties has been 
tried through a scaled energy-dependent factor modifying 
the constant b of the slopes function, with marginal improve-
ments of the model performance over the constant slopes 
one, at the cost of one more parameter of the fit. However, 
the fact that this model (par-14) has a slope function depend-
ent on the scaled energy, hence on the rock strength proper-
ties embedded in it, is an interesting characteristic. The par-
14 (a 14-parameter model) yields determination coefficient 
R2 = 0.9583 and a median absolute relative prediction error 

Table 5   Swebrec and ESP4 
distribution fits

B#48 B#151 B#144 B#75

Swebrec ESP4 Swebrec ESP4 Swebrec ESP4 Swebrec ESP4

xmax 457.2 361.4 747.2 1500
x50 77.34 74.21 118.6 122.1 230.2 240.4 406.0 401.4
b 2.430 1.780 2.088 0.9839 2.209 1.165 3.323 2.982
� – 0.3155 – − 0.1515 – 0.0595 – 0.7401
R2 0.9979 0.9990 0.9928 0.9994 0.9904 0.9985 0.9995 0.9996
RRMSE 0.0213 0.0163 0.0438 0.0142 0.0515 0.0230 0.0081 0.0071
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per blast of 0.1845, improving the xP-frag (a 33-parameter 
model) value of 0.2026.

Appendix

�(P) Functions and underlying size distributions
From the fan expressions using e.g., Eq. 1 (see also 

Fig. 1):

Let’s select two rays of the fan, the P = 100% and 
P = 50% for which xP = xmax and xP = x50 respectively. 
From Eq. A1:

The following relations can be written:

Using A1 to A4:

Let us consider a size distribution that can be represented 
by a Swebrec distribution:

Solving for the quotient in brackets:

And, substituting in Eq. A5, Eq. 4 is obtained:

Note that the Swebrec distribution, Eq. A6, may be used 
to write the whole fragmentation-energy fan relation in a 

(A1)�P =
ln
(
xP∕x0

)

ln
(
q0∕q

)

(A2)�100 =
ln
(
xmax∕x0

)

ln
(
q0∕q

) ;�50 =
ln
(
x50∕x0

)

ln
(
q0∕q

)

(A3)

ln
(
x
P
∕x0

)
= ln

(
x
P
∕xmax

)
+ ln

(
x
max

∕x0
)

= ln
(
x
P
∕xmax

)
+ �100ln

(
q0∕q

)

(A4)

ln
(
x
max

∕x50
)
= ln

(
x
max

∕x0
)
+ ln

(
x0∕x50

)
= �100ln

(
q0∕q

)
− �50ln

(
q0∕q

)
=
(
�50 − �100

)
ln
(
q∕q0

)

(A5)

�P =
ln
(
xP∕xmax

)

ln
(
q0∕q

) + �100 =
ln
(
xmax∕xP

)

ln
(
xmax∕x50

)(�50 − �100
)
+ �100

(A6)
P(xP) =

100

1 +
[
ln(xmax∕xP)
ln(xmax∕x50)

]b

(A7)
ln
(
xmax∕xP

)

ln
(
xmax∕x50

) =
(
100

P
− 1

)1∕b

(A8)�P = �100 +
(
�50 − �100

)(100
P

− 1

)1∕b

closed form, Eq. 5. The quotient in the denominator of the 
Swebrec can be written, using A5 and A1:

Inserting this result in Eq. A6, Eq. 5 is obtained:

Eq. A10 provides the size distribution at any powder 
factor. It may equally be written with an advanced formu-
lation with scaled sizes and energies like Eqs. 19:

Let’s now not use the P = 50% slope �50 but a slope �P∗ 
corresponding to a percentile xP∗ , P∗ = 100∕21∕� , � being 
in principle a positive number; the equivalent of Eq. A5 
is readily obtained:

Let us further assume that the size distribution can be 
represented by the following function:

Solving for the quotient in brackets:

Hence Eq. A12 results in Eq. 24:

Note, from Eq. A13, that P
(
xP∗

)
= P∗ = 100∕21∕� , con-

sistent with the definition given above for P∗ . Eq. A13, 
that we will call distribution ESP4 (expanded Swebrec 
– 4 parameters), may also be conveniently written as an 
explicit function of x50 ; making P = 50% hence xP = x50 in 
Eq. A13 and solving conveniently:

(A9)ln
(
xmax∕xP

)

ln
(
xmax∕x50

) =
�P − �100

�50 − �100
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ln(xP∕x0)
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− �100

�50 − �100
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Substituting in Eq. A13, the size distribution is:

where the parameters are now the more convenient two char-
acteristic sizes, xmax and x50 , and the two exponents b and � . 
The fragment size-energy closed formula is now, inserting 
Eq. A9 in Eq. A17, using e.g., scaled sizes and energies:

And, for the b-variable case, par-14 model:

Making �  =0 it reverts to model par-13, and further 
making � =1 it reverts to model par-12.

It still remains to be shown that the fragment size distribu-
tions can be well represented by the ESP4 function, Eq. A13. 
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Taking as examples the four distributions chosen in Figs. 13 
lower right and 14, their ESP4 fits are summarized in Table 5. 
The maximum size xmax is not calculated as a parameter of 
the fit but is fixed to the x100 data value; when no data exists 
a P = 100, a log–log linear extrapolated value is used. Fits 
are 1/P-weighed least squares on plain (non-log-transformed) 
data. This type of fit results in distributions working better 
in the fines with little penalty in the coarse region, see e.g., 
Ouchterlony (2009), Sanchidrián et al. (2009, 2014). Table 5 
also shows the Swebrec fits results for comparison. Figure 16 
shows both Swebrec and ESP4 fits. 

The plots give a possible explanation of the superior per-
formance of par-13 model with respect to par-12, especially in 
what respects the wavy error pattern, as the Swebrec distribu-
tion has an undulatory shape so that errors in size shift from 
positive to negative across the distribution. This feature is not 
apparent in the ESP4 fits and may also transfer to the �(P) 
function, this way leading to a more consistent fragmentation-
energy fan representation for all passing values. The goodness 
of the fit is clearly better with ESP4, at the cost of one more 
parameter; even if the determination coefficients of the Swe-
brec fits are high, note the substantial reduction in relative 
root mean squared error (RRMSE) of ESP4, in some cases 
less than half of the Swebrec error. It should be noted that the 
Swebrec distribution is one of the known 3-parameter distri-
butions that best represent rock fragmentation (Sanchidrián 
et al. 2012, 2014). The better performance of ESP4 with the 
examples shown here is not a general proof of value of this 
distribution, still requiring a thorough assessment beyond the 
scope of this paper. However, the behavior shown in the trials 
made look definitely promising.

The parameter � was introduced as a correction of the Swe-
brec expression for �(P) (Eqs. 24 and A15). From it, it appears 
that it should be restricted to positive numbers; for 𝜇 < 0 the 
term inside the brackets is negative and its power is generally 
not real. It should neither be zero since that would give a con-
stant �(P) hence no fan pattern would exist. However, Table 5 
shows a negative � in the fit to B#151, which requires further 
assessment. Eq. A15 can be transformed by introducing �50 ; 
making P = 50 in A15:

And the �(P) expression is, substituting Eq.  A20 in 
Eq. A15:

(A20)

�50 =�100 +
(
�
P∗ − �100

)[
2� − 1

]1∕b
;

�
P∗ − �100 =

(�50 − �100)

[2� − 1]1∕b

(A21)�(P) = �100 + (�50 − �100)

⎡⎢⎢⎢⎣

�
100

P

��

− 1

2� − 1

⎤⎥⎥⎥⎦

1∕b

Fig. 16   Fits to some fragment size distributions. Blue lines and cir-
cles: data. Gold: Swebrec. Red: ESP4. Distribution case numbers are, 
from finer to coarser: 48, 151, 144 and 75
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This expression is always real for any � ; for 𝜇 < 0 , both the 
numerator and the denominator in the terms inside the brackets 
are negative so the quotient is positive; for � = 0 , the quotient 
converges to a positive number, ln

(
100

P

)
∕ln2.

Regarding the size distribution ESP4, Eq. A17, some 
insight on it shows that it can also accept non-positive � val-
ues. For negative � , the condition must be met (see Eq. A17):

Or:

For the case B#151, this limit size is 0.004 mm, several 
orders of magnitude below the actual range of applicability 
of the distribution. For � = 0 , the distribution converges to:

Funding  Open Access funding provided thanks to the CRUE-CSIC 
agreement with Springer Nature. Open access funding provided by 
Universidad Politécnica de Madrid.

Declarations 

Conflict of interest  The authors declare that they have no conflict of 
interest.

Open Access   This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

Bergmann OR, Wu FC, Edl JW, (1974) Model rock blasting meas-
ures effect of delays and hole patterns on rock fragmentation. E/
MJ mining guidebook: systems for emerging Technology, June, 
124–127.

Cunningham CVB (1983) The Kuz-Ram model for prediction of frag-
mentation from blasting. In: Holmberg R, Rustan A (eds) Proceed-
ings of 1st International Symposium on Rock Fragmentation by 

(A22)

[
ln
(
xmax∕x

)

ln
(
xmax∕x50

)
]b

(2𝜇 − 1) > −1

(A23)
x >

xmax

𝑒𝑥𝑝
[
𝑙𝑛(xmax∕x50)

|2𝜇−1|
]1∕b

(A24)P =
100

2

[
��(xmax∕xP)
��(xmax∕x50)

]b

Blasting, Luleå, Sweden, 22–26 August 1983. Luleå Tekniska 
Universitet, Luleå, pp 439–453.

Cunningham CVB, (1987) Fragmentation estimations and the KuzRam 
model-four years on. In: Fourney WL, Dick RD (eds) Proceedings 
of 2nd International Symposium on Rock Fragmentation by Blast-
ing, Keystone, CO, 23–26 August 1987. Society of Experimental 
Mechanics, Bethel, pp 475–487.

Cunningham CVB (2005) The Kuz-Ram fragmentation model - 20 
years on. In: Proceedings of 3rd World Conference on Explosives 
and Blasting, Brighton, UK, 13–16 September 2005, pp 201–210.

Hoek E, Brown ET (1980) Underground excavations in rock. Institute 
of Mining and Metallurgy, London, pp 155–156

Holmberg R, Rustan A (eds.). 1983. Proceedings of 1st International 
Symposium on Rock Fragmentation by Blasting, Luleå, Sweden, 
22–26 August 1983. Luleå Tekniska Universitet, Luleå.

Holsapple KA, Schmidt RM (1987) Point source solutions and coupling 
parameters in cratering mechanics. J Geophys Res 92(B7):6350–
6376. https://​doi.​org/​10.​1029/​JB092​iB07p​06350

Housen KR, Holsapple KA (1990) On the fragmentation of asteroids 
and planetary satellites. Icarus 84:226–253. https://​doi.​org/​10.​
1016/​0019-​1035(90)​90168-9

Jaeger JC, Cook NGW (1969) Fundamentals of rock mechanics. 
Methuen, London, p 184

Kanchibotla SS, Valery W, Morrell S, (1999) Modelling fines in blast 
fragmentation and its impact on crushing and grinding. Proceed-
ings of Explo’99 - a conference on rock breaking, Kalgoorlie, WA, 
7–11 November 1999. The Australasian Institute of Mining and 
Metallurgy, Carlton, pp 137–144

Lilly PA, (1986) An empirical method of assessing rock mass blastabil-
ity. In: Davidson JR (eds) Proceedings of large open pit mine con-
ference, Newman, WA, October 1986. The Australasian Institute 
of Mining and Metallurgy, Parkville, pp 89–92

Lilly PA, (1992) The use of blastability index in the design of blasts for 
open pit mines. In: Szwedzicki T, Baird GR, Little TN (eds) Pro-
ceedings of Western Australian conference on mining geomechan-
ics, Kalgoorlie, West Australia, 8–9 June 1992. Western Australia 
School of Mines, Kalgoorlie, pp 421–426

MATLAB (2021) The MathWorks, Natick, MA
Otterness RE, Stagg MS, Rholl SA, Smith NS (1991) Correlation of 

shot design parameters to fragmentation. Proceedings of 7th Sym-
posium on Explosives and Blasting Research, Las Vegas, Nevada, 
6–7 February 1991. Society of Explosives Engineers, Solon, pp 
179–190

Ouchterlony F (2005a) The Swebrec© function, linking fragmentation 
by blasting and crushing. Trans Inst Min Metall A 114:A29–A44

Ouchterlony F, Sanchidrián JA (2018) The fragmentation-energy fan 
concept and the Swebrec function in modeling drop weight test-
ing. Rock Mech Rock Eng 51:3129–3156. https://​doi.​org/​10.​1007/​
s00603-​018-​1458-5

Ouchterlony F, Sanchidrián JA (2019) A review of development of 
better prediction equations for blast fragmentation. J Rock Mech 
Geotech Eng 11:1094–1109. https://​doi.​org/​10.​1016/j.​jrmge.​2019.​
03.​001

Ouchterlony F, Sanchidrián JA, Moser P (2017) Percentile fragment 
size predictions for blasted rock and the fragmentation-energy 
fan. Rock Mech Rock Eng 50:751–779. https://​doi.​org/​10.​1007/​
s00603-​016-​1094-x

Ouchterlony F, Sanchidrián JA, Genç Ö (2021) Advances on the 
fragmentation-energy fan concept and the Swebrec function in 
modeling drop weight testing. Minerals 11:1262. https://​doi.​org/​
10.​3390/​min11​111262

Ouchterlony F (2005b) What does the fragment size distribution of 
blasted rock look like? In: Holmberg R (ed) Proceedings of EFEE 
3rd World Conference on Explosives and Blasting, Brighton, 
13–16 September 2005b, pp 189–99.

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1029/JB092iB07p06350
https://doi.org/10.1016/0019-1035(90)90168-9
https://doi.org/10.1016/0019-1035(90)90168-9
https://doi.org/10.1007/s00603-018-1458-5
https://doi.org/10.1007/s00603-018-1458-5
https://doi.org/10.1016/j.jrmge.2019.03.001
https://doi.org/10.1016/j.jrmge.2019.03.001
https://doi.org/10.1007/s00603-016-1094-x
https://doi.org/10.1007/s00603-016-1094-x
https://doi.org/10.3390/min11111262
https://doi.org/10.3390/min11111262


8889Blast‑Fragmentation Prediction Derived From the Fragment Size‑Energy Fan Concept﻿	

1 3

Ouchterlony F (2009a) Fragmentation characterization; the Swebrec 
function and its use in blast engineering. In: Sanchidrián JA (ed) 
Proceedings of 9th International Symposium on Rock fragmenta-
tion by Blasting (Fragblast 9), Granada, Spain, 13–17 September 
2009a. CRC Press/Balkema, Leiden, pp 3–22.

Rosin P, Rammler E (1933) The laws governing the fineness of pow-
dered coal. J Inst Fuel 7:29–36

Salmi EF, Sellers EJ (2021) A review of the methods to incorporate 
the geological and geotechnical characteristics of rock masses 
in blastability assessments for selective blast design. Eng Geol. 
https://​doi.​org/​10.​1016/j.​enggeo.​2020.​105970

Sanchidrián JA, Ouchterlony F (2017) A Distribution-free descrip-
tion of fragmentation by blasting based on dimensional analy-
sis. Rock Mech Rock Eng 50:781–806. https://​doi.​org/​10.​1007/​
s00603-​016-​1131-9

Sanchidrián JA, Ouchterlony F, Moser P, Segarra P, López LM (2012) 
Performance of some distributions to describe rock fragmentation 
data. Int J Rock Mech Min Sci 53:18–31. https://​doi.​org/​10.​1016/j.​
ijrmms.​2012.​04.​001

Sanchidrián JA, Ouchterlony F, Segarra P, Moser P (2014) Size dis-
tribution functions for rock fragments. Int J Rock Mech Min Sci 
71:381–394. https://​doi.​org/​10.​1016/j.​ijrmms.​2014.​08.​007

Sanchidrián JA, Segarra P, Ouchterlony F, Gómez S (2022) The influ-
ential role of powder factor vs. delay in full-scale blasting: a per-
spective through the fragment size-energy fan. Rock Mech Rock 
Eng 55:4209–4236. https://​doi.​org/​10.​1007/​s00603-​022-​02856-1

Sanchidrián JA, Ouchterlony F (2017b) xP-frag, a distribution-free 
model to predict blast fragmentation, Proc. 43rd Annual Confer-
ence on Explosives and Blasting Technique, Orlando, USA, Janu-
ary 29-February 1. International Society of Explosives Engineers, 
pp. 265–280.

Sanchidrián JA, Ouchterlony F (2022b) A close-up look to the effect of 
energy input on fragment size, new data and analysis of the delay 
through the fragmentation-energy fan. In: Wang Xuguang (ed.) 

Proc. 13th Int Symp Rock Fragmentation by Blasting, Hangzhou, 
China, 17–19 October 2022b. Beijing: Metallurgical Industry 
Press, pp. 107–115.

Sanchidrián JA, Ouchterlony F, Segarra P, Moser P, López LM, (2009) 
Evaluation of some distribution functions for describing rock 
fragmentation data. In: Sanchidrián JA (ed.) Proc. 9th Int Symp 
Rock Fragmentation by Blasting (FRAGBLAST 9), Granada, 
Spain,13–17 September 2009. Leiden: CRCPress/Balkema 2010, 
pp.239–248.

Sanchidrián JA, (2015) Ranges of validity of some distribution func-
tions for blast-fragmented rock. In: Proc 11th Int Symp Rock 
Fragmentation by Blasting, Carlton, Australia, pp 741–748.

Scholz CH (1990) The mechanics of earthquakes and faulting. Cam-
bridge University Press, Cambridge, UK, pp 28–29

Scott A (1996) ‘Blastability’ and blast design. In: Mohanty B (ed) Pro-
ceedings of 5th international symposium on rock fragmentation 
by blasting (Fragblast 5), Montreal, Canada, 25–29 August 1996. 
Balkema, Rotterdam, pp 27–36.

Segarra P, Sanchidrián JA, Navarro J, Castedo R (2018) The fragmen-
tation energy-fan model in quarry blasts. Rock Mech Rock Eng 
51:2175–2190. https://​doi.​org/​10.​1007/​s00603-​018-​1470-9

Weibull W (1951) A statistical distribution function of wide applicabil-
ity. J Appl Mech Trans ASME 18:293–297

Weibull W (1939) A statistical theory of the strength of materials. 
Ingeniorvetenskapsakademiens Handlingar 151: 1–45.

Zhang Z-X, Sanchidrián JA, Ouchterlony F, Luukkanen S (2022) 
Reduction of fragment size from mining to mineral process-
ing: a review. Rock Mech Rock Eng. https://​doi.​org/​10.​1007/​
s00603-​022-​03068-3

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1016/j.enggeo.2020.105970
https://doi.org/10.1007/s00603-016-1131-9
https://doi.org/10.1007/s00603-016-1131-9
https://doi.org/10.1016/j.ijrmms.2012.04.001
https://doi.org/10.1016/j.ijrmms.2012.04.001
https://doi.org/10.1016/j.ijrmms.2014.08.007
https://doi.org/10.1007/s00603-022-02856-1
https://doi.org/10.1007/s00603-018-1470-9
https://doi.org/10.1007/s00603-022-03068-3
https://doi.org/10.1007/s00603-022-03068-3

	Blast-Fragmentation Prediction Derived From the Fragment Size-Energy Fan Concept
	Abstract
	Highlights
	1 Introduction
	2 The Effect of Energy Input on Fragmentation: The Fragment Size-Energy Fan
	3 Fragmentation by Blasting: Influencing Variables Other Than The Energy Input
	3.1 The Rock Strength
	3.2 The Rock Mass Structure
	3.3 The Delay

	4 Adjusting the Model with Fragmentation by Blasting Data
	5 Results and Discussion
	6 Conclusions
	Appendix
	References




