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Abstract
The growth in the use of social media platforms such as Facebook and Twitter over the past decade has significantly facilitated 
and improved the way people communicate with each other. However, the information that is available and shared online is 
not always credible. These platforms provide a fertile ground for the rapid propagation of breaking news along with other 
misleading information. The enormous amounts of fake news present online have the potential to trigger serious problems 
at an individual level and in society at large. Detecting whether the given information is fake or not is a challenging problem 
and the traits of social media makes the task even more complicated as it eases the generation and spread of content to the 
masses leading to an enormous volume of content to analyze. The multimedia nature of fake news on online platforms has 
not been explored fully. This survey presents a comprehensive overview of the state-of-the-art techniques for combating fake 
news on online media with the prime focus on deep learning (DL) techniques keeping multimodality under consideration. 
Apart from this, various DL frameworks, pre-trained models, and transfer learning approaches are also underlined. As till 
date, there are only limited multimodal datasets that are available for this task, the paper highlights various data collection 
strategies that can be used along with a comparative analysis of available multimodal fake news datasets. The paper also 
highlights and discusses various open areas and challenges in this direction.

Keywords Fake news detection · Rumor detection · Transfer learning · Pretrained models · Text embedding · Deep 
learning · Multimodal

1 Introduction

The propagation of information on social media is a fast-
paced process, with millions of individuals participating on 
these sites. However, unlike traditional news sources, the 
trustworthiness of content on social media sites is debatable. 
In the last decade, there is an upsurge in the use of social 
media and microblogging platforms such as Facebook and 
Twitter. Billions of users on daily basis use these platforms 
to convey their opinions through messages, pictures, and 
videos all over the world. Government agencies also uti-
lize these platforms  to disseminate critical information 

using their official Twitter handles and verified Facebook 
accounts, since information circulated through these plat-
forms can reach a large population in a short amount of 
time. Many deceptive practices, including as propaganda and 
rumor, might however, deceive consumers on a daily basis. 
Fake news and rumors are quite common in these COVID 
times, and they are widely circulated, causing havoc in this 
difficult time. People unknowingly spreading false informa-
tion is a considerably more serious problem than systematic 
disinformation tactics. Previously, attempts to influence pub-
lic opinion were gradual, but now, rumors are targeted at 
naive users on social media. Once people mistakenly trans-
mit incorrect or fraudulent content, it spreads across trusted 
peer-to-peer networks in all directions and as a result, in the 
current situation, the requirement for Fake News Detection 
(FND) is unavoidable.

Despite ongoing research efforts in the field of FND, 
ranging from comprehending the problem to building a 
framework to model evaluation, there is still a need to con-
struct a reliable and efficient model. Various approaches to 
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fake news and rumor detection have been formulated ranging 
from detection methods based on content [1]–[6], propa-
gation data [7]–[11], user profile [12]–[14], event-specific 
data [15]–[17], external knowledge [16, 18, 19], temporal 
data [20]–[24], multimodal data [4, 16, 25]–[28] etc. Source 
detection [29]–[34], Bot detection [35]–[37], Stance detec-
tion [38]–[43], Credibility analysis [44]–[48] are other 
related areas.

Earlier solutions used ML based approaches [32, 49]–[53] 
but suffer from the problem of manual feature engineer-
ing. With the advancement of Deep Learning (DL) based 
approaches for computer vision and NLP (Natural Language 
Processing), recent years have seen a paradigm shift from 
ML (Machine Learning) to DL-based fake news detection 
solutions. The DL models are trained using Convolution 
Neural Network (CNN), Recurrent Neural Network (RNN), 
Recursive Neural Networks (RvNN), Multi-Layer Percep-
tron (MLP), Generative Adversarial Networks (GANs) and 
many more.

It is imperative to spot fake news at the earliest before 
it reaches the masses. The multimodal aspect of the news 

article makes the content look much more credible than its 
counterparts. Most of the existing work focuses on text-
only content or the network structure and ignores the most 
important aspect of the news content i.e., the visual con-
tent and consistency between text-image. Currently, due to 
scarcity of multimodal training datasets, transfer learning 
and various pre-trained models, like VGGNet [54], ResNet 
[55], Inception [56], Word2Vec, GloVe, BERT [57], XLNet 
[58] etc. are utilized for a more efficient DL-based solution. 
A comparative analysis of available multimodal fake news 
datasets is provided in Sect. 4. Although various techniques 
and methods have been developed in the last decade to coun-
ter fake news there are still several open research issues and 
challenges as mentioned in Sect. 5. By evaluating several 
existing strategies and identifying potential models and 
approaches that can be used in this area, this paper aims at 
contributing to the ongoing research in the field of automatic 
multi-modal fake news detection. Our survey seeks to give 
an in-depth analysis of current state-of-the-art Multimodal 
Fake News Detection (MFND) frameworks, with a particu-
lar focus on DL-based models. Table 1 compares various 

Table 1  A relative comparison of proposed work with various related surveys

Notes: 1: Overview of ML/DL-based FND; 2: Open tools and initiatives; 3: DL frameworks & tools; 4: Review of MFND frameworks; 5: Data-
sets; 6: Data collection; 7: Open issues; Notations: ✔:Considered;×: Not considered

Ref. Discussion 1 2 3 4 5 6 7

[59] Proposes various visual and statistical features of a visual content ✔ × × × × × ×
[60] Presents a comprehensive review of fake news detection techniques on social media from the data min-

ing perspective
✔ × × × ✔ × ✔

[61] Provides an overview of techniques of developing a rumor classification system consisting of detection, 
tracking, stance classification, and veracity classification modules

✔ ✔ × × ✔ ✔ ✔

[22] Examined and compared the relative strength of the user, linguistic, network and temporal features of 
rumors over time

✔ × × × × × ×

[62] provides an extensive study of automatic rumor detection on three paradigms: the hand-crafted 
feature-based approaches, the propagation structure-based approaches and the neural networks-based 
approaches

✔ × × × ✔ × ✔

[63] Survey provides a review of techniques for manipulation and detection of face images including Deep-
Fake methods. In particular, facial manipulation are reviewed based on following four types: attribute 
manipulation, face synthesis, identity swap (DeepFakes), and expression swap

✔ × × × ✔ × ✔

[64] Gives an understanding of fake news creation, source identification, propagation patters, detection and 
containment strategies

✔ ✔ × × ✔ × ✔

[65] Presents a detailed review of state-of-the-art FND methods using DL, open issues along with future 
directions are also suggested

✔ × ✔ × ✔ × ✔

[66] Reviews the methods for detecting fake news from four verticals: the false information, writing style, 
propagation patterns, and the source credibility

✔ × × × × × ✔

[67] Presents an overview of the state-of-the-art fake news detection methods utilizing users, content, and 
context features

✔ ✔ × × ✔ × ✔

[68] Provides an overview of the different forms of fabricated content on social media ranging from text-
only to multimedia content and discusses various detection techniques for the same

✔ × × × × × ✔

[69] proposed work explores the problem of rumors detection using textual content of social media on col-
lected Twitter data

✔ × × × × ✔ ✔

[70] Compares, reviews and provides insights into twenty-seven popular fake news detection datasets × × × × ✔ × ✔
Present 

Study
The prime focus is on various deep learning approaches to fake news detection on social media keeping 

the multimodal data under consideration
✔ ✔ ✔ ✔ ✔ ✔ ✔
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existing fake news detection surveys with our survey, dem-
onstrating that our survey not only uses more recent state-
of-the-art MFND methods, but also includes widely used 
DL frameworks and tools, various data collection strategies 
from online platforms, a comparison of available datasets, 
and finally open issues and future scope in this direction.

1.1  Scope of the survey

This survey is motivated by the increase in the usage of 
social networking sites for the spread of fake news where 
the multimodal nature of post/tweet increases the difficulty 
level of the detection task. The motivations of this paper 
can be summed up as follows, (1) Analyzing the text-only 
content of an article is not sufficient to model a robust and 
efficient detection system. In this era of social media, it is 
highly imperative to consider the visual content apart from 
the textual context and social context to get a complete 
understanding of overall statistics. (2) Promising DL frame-
works and transfer learning approaches are reviewed in this 
paper, which are advantageous for addressing the challenges 
and producing an improvement over the existing detection 
frameworks. (3) The studies performed for the detection of 
online fake news are diverse but these suffer from a lack of 
multimodal datasets. So, this study also gives an overview 
of some existing multimodal datasets and highlights vari-
ous data collection strategies as well. This survey presents 
a comprehensive review of the state-of-the-art multimodal 
fake news detection on online media which was absent in 
the previous surveys.

An exhaustive comparative analysis of various research 
surveys is compiled in Table 1 to provide an insight into the 
dimensions that have not been covered previously. Different 
from the previous studies, in this work, the prime focus is 
on various deep learning approaches including the transfer 
learning and pre-trained models used for fake news detection 
on social media keeping the multimodal data under consid-
eration. Apart from this, the paper also highlights the data 
collection methods and the datasets available for this task. 
Discussion on open areas and future scope is also provided 
at the end.

1.2  Contribution

The key contributions of this paper are as follows:

• The paper gives a brief introduction to fake news its 
related terms and provides a clear taxonomy that focuses 
on different methods for Fake News Detection (FND).

• The paper highlights various DL models and frameworks 
that are used in the literature and the benefits of using the 
pre-trained models and the approach of transfer learning 

are highlighted. Critical analysis of different learning 
techniques and DL frameworks has also been presented.

• The paper discusses and reviews the various state-of-the-
art Multimodal Fake News Detection (MFND) frame-
works that are presented in the literature.

• The paper discusses various data collection techniques 
using APIs and Web crawlers in addition to a compara-
tive analysis of various benchmark multimodal datasets.

• Finally, open issues and future recommendations are pro-
vided to combat the issue of fake news.

1.3  Methods and materials

This study is conducted using a suitable methodology to 
provide a complete analysis of one of the essential pillars 
in fake news detection, i.e., the multimodal dimension of 
a given article. To conduct this systematic review, various 
relevant articles, studies, and publications were examined. 
Before gathering the essential information for the conducted 
survey, quality checks are performed on the identified data 
with a focus on the most cited paper. In this work, the 
prime focus is on state-of-the-art research on multimodal 
fake news detection for assessing the authenticity of a news 
piece using deep learning algorithms. To obtain relevant 
literature, high-quality, highly cited, and reliable peer-
reviewed publications, as well as conferences proceedings, 
are preferred. Other sources that are referred to for this study 
include books, technical blogs, and tutorial papers. For the 
search criteria, keywords like fake news detection, rumor 
detection, multimodal feature extraction, deep learning, and 
pretraining have been used. We have analyzed and acknowl-
edged several works related to the reviewed theme of the 
proposed survey.

1.4  Organization

Figure 1 describes the organization of the presented survey. 
Section 1 presents the introduction as well as the overall 
scope of the paper. In Sect. 2 an introduction to fake news 
along with a taxonomy of fake news detection techniques 
has been presented. This section also disuses existing tech-
niques and solutions to curb and combat fake news in this 
era of social media. Section 3 gives an overview of various 
DL models and transfer learning approaches that are widely 
in NLP, computer vision, and related fields. This section 
further presents a review of the DL-based state-of-the-art 
frameworks for Multimodal Fake news detection (MFND). 
Various data collection techniques and the details about 
the related datasets are discussed in Sect. 4. Section 5 and 
Sect. 6 deal with the challenges, open issues, and future 
direction, and the conclusion based on the survey.
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2  Background

Social media in the past decade has become the most una-
voidable part of our society. With the shift of trend from 
Web 1.0 to Web 2.0 people have started not only to con-
sume but also to create and spread information online. But, 
is this information credible? Can these be trusted? Not 
always. Here is a popular quote by Mark Twain “A lie can 
travel halfway around the world while the truth is put-
ting  on  its  shoes”. This became quite evident in the 
COVID times when the internet was flooded with all kinds 
of information related to Government advisories, home 
remedies, etc.

The graph in Fig. 2 below shows a clear picture of how 
in the past decade the cases of fake news have increased 
exponentially. One of the major reasons is the rise in the 
use of social media and the unchecked circulation of mes-
sages on the platforms.

2.1  Introduction to fake news—definition 
and taxonomy

Fake News is defined as “false stories that are created and 
spread on the Internet to influence public opinion and 
appear to be true” The issue of spread of fake news is not 
new and has been around for centuries but with the use of 
social media the whole dynamics of the proliferation of 
information has changed and is quite different from the slow-
paced traditional media. These sites provide a platform for 
intentional propaganda and trolling. Propaganda, fake news, 
satire, hoax, misinformation, rumors, disinformation, etc., 
are some of the terms that are used interchangeably. Some 
of them are discussed below (Fig. 3).

 i. Propaganda: It is a form of news articles and stories 
created and disseminated by political parties to shape 
public opinion.
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Fig. 1  Roadmap of the proposed survey

Fig. 2  Fake news trends 
(2012–2021) [71]
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 ii. Misinformation: It is purposely crafted erroneous 
information that is broadcast intentionally or acciden-
tally, without regard for the true intent.

 iii. Disinformation: It refers to a piece of misleading or 
partial information that is circulated to distort facts 
and deceive the intended audience.

 iv. Rumors and hoaxes: These terms are often used inter-
changeably to refer to the purposeful fabrication of 
evidence that is intended to appear legitimate. They 
publish unsubstantiated and false allegations as true 
claims that are validated by established news outlets.

 v. Parody and Satire: Humor is frequently used in parody 
and satire to provide news updates, and they frequently 
imitate mainstream news sources.

 vi. Clickbait: Clickbait headlines are frequently used to 
attract readers' attention and encourage them to click, 
redirecting the reader to a different site. More adver-
tisement clicks equal more money.

With the increased usage of propaganda, hoaxes, and 
satire alongside real news and legitimate information, even 
regular users find it difficult to discriminate between true 
and fake news. However, there are a number of online tools 
and IFCN-certified fact-checkers throughout the world such 
as BSDetector, AltNews, APF Fact Check, Hoaxy, Snopes, 
and PolitiFact that evaluate, rate, and debunk false news on 
online platforms[72].

Table 2 provides some of the Fact-checking sites and 
online tools that are used for debunking false news online. 
This table also gives an overview of the methodology and 
set of actions that are taken to detect and combat fake news 
on online platforms.

2.2  Existing detection techniques

A huge amount of content today is human-generated 
and most of these get published and people spread that 

information without even bothering about the credibility 
of these contents. Many technical giants are now commit-
ted to fight against the spread of fake information. Face-
book in certain countries has started to work with third-
party fact-checker organizations to help identify, review and 
rate the accuracy of information [73]. These fact-checkers 
are certified through the non-partisan International Fact-
Checking Network (IFCN).

Figure  4 shows some of the online claims that are 
debunked by fact-checking organizations. Twitter on the 
other hand took a step forward in May 2020 to curb the mis-
information around COVID-19 by introducing new labels 
and warning messages [74] to provide the users with addi-
tional context and information about the Tweets. This has 
made it easier for the users to find facts and make informed 
decisions about the tweets. In Jan 2021, Twitter introduced 
BirdWatch [75], a pilot in the US which is a community-
based approach that allows people to identify Tweets that 
they believe are deceptive and annotate these. The pilot par-
ticipants can also rate the preciseness of the notes added by 
other contributors.

The research community is also working tirelessly and 
many papers have been published to combat rumors and fake 
news on social media platforms. The earlier approaches [51, 
76]–[81] used various ML techniques like SVM, RF, NB, 
etc. but with the ever-increasing amount of data on social 
media platforms a shift to DL approaches [11, 23, 82]–[85] 
can be seen with includes the use of CNN, RNN, LSTM, 
GAN based approaches.

Figure 5 gives a detailed taxonomy of existing fake news 
detection methods and techniques. Table 3 below provides a 
detailed classification of prominent state-of-the art ML/DL 
FND techniques based on the proposed taxonomy.

In the case of online social media, the rumors proliferate 
in a short period and hence early detection becomes very 
important. By exploiting the dissemination structure on 
social media, Liu et al. [80] offers a model for early iden-
tification of misleading news. Each news story's propaga-
tion path is treated as a multivariate time series. It employs 
a hybrid CNN-RNN that gathers global and local fluctua-
tions in user attributes along the propagation path. In just 
5 min after it starts spreading, the model detects fake news 
on Twitter and Sina Weibo with an accuracy of 85 percent 
and 92 percent respectively. The work proposed by Varol 
et al. [86] works on the early detection of promoted cam-
paigns on online platforms. It proposed a supervised com-
putational framework that leverages temporal patterns of 
the message associated with trending hashtags on Twitter 
to catch how the posts evolve over time and successfully 
classifies it as either ‘promoted’ or ‘organic’. In addition 
to this, it also used network structure, sentiment, content 
features, and user metadata and achieves 75% AUC score 
for early detection, increasing to above 95% after trending.

Fake 
News

Propag-
anda

Satire

Misinfo-
rmation

Disinfo-
rmation

ClickBait

Rumour

Fig. 3  Key terms related to Fake News
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Various approaches for early rumor detection have been 
explored. In case of the content-based approach [18, 50, 
59, 90, 103], the content (text + images) within the arti-
cle is considered, in contrast to the social context-based 
approaches [7, 13, 118]–[120] where the propagation struc-
tures, data from the user profile is considered. The content-
based approaches have performed better as compared to the 
context-based approaches because the propagation structure 
and user data become available only after the news has trave-
led masses. Monti et al. [109] proposed a geometric deep 

learning approach (a non-Euclidean deep learning approach) 
for fake news detection on Twitter that uses a GRU-based 
propagation Graph Neural Network to utilize the network 
structure. In addition to the spreading patterns, it also uses 
features from the user profile, social network structure, and 
content. Dou et al. [121] proposes a framework, UPFD, 
which simultaneously captures various signals from user 
bias along with the news content to analyze the likelihood of 
user to forward a post based on his/her existing beliefs. Wu 
et al. [11] proposes a novel method to construct the network 

Table 2  Fact-checking sites and online tools that are used for debunking false news online

Name Tool/Extension Methodology/Action

AltNews Fact-checking website Continuously monitors social media and mainstream media 
platforms for identifying incorrect information related mainly 
to Indian politics and entertainment, and evaluates the veracity 
of a claim by Manual Fact-checking

APF Fact Check Fact-checking website It uses many simple tools to verify online information. Fact-
checking is carried out by editors and a worldwide network of 
journalists

BS Detector It is an extension of Google Chrome, Mozilla Identifies and marks fake and satirical news sites, as well as 
other suspected news sources. It puts a warning label to the 
top of potentially dangerous websites, as well as identifies fake 
links on Facebook and Twitter

Emergent Fact-checking website Emergent is a real-time rumor tracker that assesses news cred-
ibility and gives a True, False, or Unverified label

Fact-Checker Fact-checking website A project of The Washington Post, grades news articles from 
zero to four "Pinocchios” based on the factual accuracy of 
their content

FakerFact A Chrome and Firefox extension Distinguishes a fake news article from the real one and cat-
egorizes it as opinion, satire, agenda-driven, journalism, and 
sensationalism

InVid Verification Plugin Use with Chrome, Firefox A plugin to debunk fake images and videos. The tool uses 
reverse-image searching to debunk fake videos and also pro-
vide the users with metadata to take informed decision

PolitiFact Fact-checking website Tests the statements made on the Internet by political analysts 
and politicians and rate them. Its journalists evaluate original 
statements and each statement receives a “Truth-O-Meter” 
rating as “True”, “Mostly True”, “Half True”, “Mostly False”, 
“False”, and “Pants on Fire”

Snopes Fact-checking website Conducts in-depth fact-checking research on hot issues, which 
are frequently picked depending on reader interest. “True”, 
“Mostly True”, “Mostly False”, “False”, “Unproven”, “Mis-
captioned”, “Misattributed” are some of the annotations used 
to classify the content

Reverse Image Search (TinEye) Browser extension Can be used to see if the image has been taken from somewhere 
online. The tool comes with a Compare feature, which can be 
helpful to see how your image differs from the original one

BOOM Fact-checking website Manually checks the posts, debunks fake news, and prevents 
further spread

SurfSafe Browser Plugin Alerts users about misinformation by scanning images and 
videos on the web pages they’re looking at. Performs reverse-
image search by looking for the same content that appears on 
trusted source sites and flagging well-known doctored images

YouTube Data Viewer A web-based video verification tool Simple tool for extracting hidden data and metadata from 
YouTube videos which is particularly valuable for locating 
original content



2397Combating multimodal fake news on social media: methods, datasets, and future perspective  

1 3

graph by taking the “who-replies-to-whom” structure on 
Twitter.

Most of the existing works are limited to using the data-
sets that cover domains such as politics, and entertainment. 
However, in a real-time scenario, a news stream typically 
covers various domains. Silva et al. [93] proposed a novel 
fake news detection framework to determine fake news from 
different domains by exploiting domain-specific and cross-
domain knowledge in news records. To maximize domain-
coverage, this research merges three datasets (PolitiFact, 
GossipCop and CoAID).

The content available in a post/ tweet in a microblog-
ging site is very limited and hence detection only based on 
the content available in that particular post i.e. Post-level 
becomes difficult in such scenarios but leveraging a com-
plete event is beneficial. [15, 16] are some state-of-the-art 
Event-level detection models. An event not only includes 
the particular post but also post-repost structure, comments, 
likes-dislikes, etc. and this auxiliary information makes the 
detection process efficient. Guo et al. [101] uses a frame-
work of Hierarchical Networks with Social Attention (HSA-
BLSTM) that aims to predict the credibility of a group of 

Fig. 4  False claims debunked by fact-checking organizations
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posts (reposts and comments) that constitute an event. The 
model uses user-based features and propagation patterns in 
addition to the post-based features.

Another popular approach to FND is Evidence-based or 
Knowledge-based Fact-Checking where the article at hand is 
verified with external sources. While manual fact checking 
is done either manually by expert journalists, editors or is 
sometimes crowdsourced on the other hand Automatic fact 
checking [18, 115] is done by employing various ML/DL 
techniques. A novel end-to-end graph neural model, Com-
pareNet [19], compares the news to the knowledge base 
(KB) through entities for automatic fact checking.

3  Deep learning for multimodal fake news 
detection

With the rapid development of social media platforms, news 
content has transformed from traditional text-only pieces to 
multimedia stories with images and videos that provide more 
information. Multimodal news items engage more readers 
than standard text-only news articles because the photos and 
videos related to these articles make them more credible. 
The majority of online users are impacted by such mate-
rial, unwittingly spreading false information, and becom-
ing a part of this entire vicious network. With the growing 
quantity of articles on the Internet that include visual infor-
mation and the widespread usage of social media networks, 

the multimodal aspect is becoming increasingly important 
in better comprehending the overall structure of the content.

Due to exceptionally promising outcomes in several 
study areas, including Computer Vision and Natural Lan-
guage Processing, Deep Learning has become one of the 
most frequently researched domains by the research com-
munity in recent years. Feature extraction, which is a labo-
rious and time-consuming process in traditional machine 
learning algorithms, is done automatically by deep learn-
ing frameworks. Furthermore, these frameworks can learn 
hidden representations from complex inputs, both in terms 
of context and content, giving them an advantage in false 
news detection tasks when identifying relevant features for 
analysis is difficult.

3.1  Deep learning models

The Deep Learning techniques can be broadly classified 
as Discriminative and Generative models among these are 
Recurrent Neural Networks (RNN) and Convolutional Neu-
ral Networks (CNN) are the most widely implemented para-
digms. As shown in Fig. 6, the DL models can be broadly 
classified as Discriminative and Generative models. The 
models are described under:

A. Discriminative Models: These models are supervised 
learning-based models and are used to solve classifica-
tion and regression problems. In recent years, several 
discriminative models (mostly CNN, RNN) have pro-

Table 3  Classification of prominent state-of-the art ML/DL FND techniques based on the proposed taxonomy

Level 1 Level 2 Level 3 Related work

Fake News Detection Methods Feature Based Content Single-Modal [17, 50, 59, 87]–[90]
Multi-Modal [4, 26, 28, 91]–[100]

Context Network [10, 11, 51, 85, 101]
User [13, 14, 53, 102]
Temporal [21]–[24, 86, 103]

Knowledge Based Automatic – [16, 19, 99]
Manual Expert Based [18, 40, 104, 105]

Crowdsourced [103, 106, 107]
Learning Based ML – [51, 76, 88, 108]

DL – [11, 26, 85, 92, 96, 
101, 109]–[111]

Detection Based Post-level – [18, 25, 106]
Event Level – [17, 112, 113]

Language Based Mono-Lingual – [22, 25, 27, 92]
Multi-Lingual – [87]

Degree of Fakeness Two-Class – [16, 25, 26, 95, 114]
Multi-Class – [106, 107]

Platform Main-Stream – [18, 106, 115]
Social Media – [60, 82, 86, 116, 117]
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vided promising results in detecting fake news on social 
media platforms.

B. Convolutional Neural Network (CNN): CNN is a type of 
neural network that has an input layer, an output layer, 
and a sequence of hidden layers, in addition to this they 
include pooling and convolution operations for apply-
ing a variety of transformations to the given input. For 
the Computer Vision tasks, CNNs have been extensively 
explored and are regarded as state-of-the-art. CNN is 
also becoming increasingly popular in NLP tasks.

C. Recurrent Neural Network (RNN): RNNs are powerful 
structures that allow modeling of sequential data using 
loops within the neural network. Deep neural networks 
(RNN) have shown promising performance for learn-
ing representations in recent research. RNN is capable 
of capturing long-term dependency but fails to hold it 
as the sequence becomes longer. LSTM and GRU, the 
two variants of RNN, are designed to have more per-
sistent memory and hence make capturing long-term 
dependencies easier. Additionally, the two networks 
also solve the issue of vanishing gradient problem that 
was encountered in traditional RNNs. LSTM includes 
memory cells for holding long-term dependencies in 
the text and includes input, output, and forget gates for 
memory orchestration. To further capture the contex-
tual information, bidirectional LSTM (Bi-LSTM) and 
bidirectional GRU (Bi-GRU) are used to model word 
sequences from both directions.

D. Recursive Neural Network (RvNN):A recursive neural 
network is a deep neural network that applies same set 
of weights recursively over a structured input, to pro-

duce a structured prediction over variable-size input 
structures, by traversing a given structure in  topo-
logical order. Ma et al. [122] proposes two recursive 
neural models based on a bottom-up and a top-down 
tree-structured neural networks for representing propa-
gation structure of tweet. A tree-structured LSTM with 
an attention mechanism is proposed in [123] learns the 
correspondence between image regions and descriptive 
words.

Fig. 7 provides a descriptive overview of the most widely 
used descriptive models, namely CNN, RNN and LSTM. 
In addition to these, several recent works have exploited 
a combination of RNNs and CNNs in their models for 
increased efficiency. Nasir et al. [124] proposed a hybrid 
CNN+RNN model that can generalize across datasets and 
tasks. This model use CNN and LSTM to extract local fea-
tures and learn long-term dependencies respectively.

B. Generative Models: These models are used in absence of 
labeled data and belong to the category of unsupervised 
learning. Among various generative models that have 
been used widely to solve a vast domain of problems, 
Generative Adversarial Network (GAN), Auto Encoder 
(AE), Transformer-based network and Boltzman 
Machine (BM) are mostly used and have also shown 
promising results in the field of FND.

 i. Auto Encoder (AE): An autoencoder is a feed-for-
ward neural network that regenerates the input and 

Fig. 6  Classification of Deep 
Learning Models
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creates a compressed latent space representation. An 
autoencoder consists of i) an encoder that creates an 
intermediate representation of the input data, and ii) 
a decoder that regenerates the input as output. It is 
a self-supervised dimensionality reduction technique 
that generates its own labels from the training data and 
creates a lossy compression. A variation of AE is used 
in [27] that uses Multimodal Variational AE to capture 
the correlation between text and visual.

 ii. Generative Adversarial Network (GAN): GAN is a 
class of unsupervised DL technique that consists of i) 
a generator that learns the generation of new sample 
data with the same statistics as training data, and ii) a 
discriminator that ties to classify the sample as true or 
fake. The discriminator is updated after every epoch to 
get better at classifying the samples, and the genera-
tor is updated to efficiently generate more believable 
samples. It is used widely for manipulating images 
and generating DeepFakes. To detect deepfake [125] 
detects and extracts a fingerprint that represents the 
Convolutional Traces (CT) left by GANs during image 
generation.

 iii. Transformer: The Transformer-based networks [127] 
have come into existence in the past few years and 
have shown tremendous results for various NLP tasks. 
It aims to solve sequence-to-sequence tasks and han-
dles long-range dependencies. To compute representa-
tions of its input and output, it relies on self-attention 
without using sequence aligned RNNs or CNNs. A 
transformer network consists of the encoder stack 
and the decoder stack that have the same number of 

units. The number of encoder and decoder units act as 
hyperparameter. In addition to the self-attention and 
feed-forward layers that are present in both encoder as 
well as decoder, the decoders also have one more layer 
of Encoder-Decoder Attention layer to focus on the 
appropriate parts of the input sequence. BERT[57], 
RoBERT, ALBERT are some of the widely used 
transformer-based network that has been applied suc-
cessfully in FND [26, 128, 129]. These networks are 
pre-trained and can be fine-tuned for various NLP 
tasks. Various transformer-based word embeddings 
are introduced in Sect. 3.2.

 iv. Boltzmann Machine: It is a type of recurrent neural 
network where the nodes make binary decisions and 
are present with certain biases. Several Boltzmann 
Machines (BM) can be stacked together to make even 
more sophisticated systems such as a Deep Boltz-
mann Machine (DBM). These networks have more 
hidden layers compared to BM and have direction-
less connections between the nodes. The task of train-
ing is to find out how these two sets of variables are 
actually connected to each other. For the large unla-
belled dataset, a DBM incorporates a Markov ran-
dom field for layer-wise pretraining and then provides 
feedback to previous layers. Restricted Boltzmann 
Machine (RBM) shares a similar idea as Encoder-
Decoder, but it uses stochastic units with particular 
distribution instead of deterministic distribution. RBM 
plays an important role in dimensionality reduction, 
classification, regression and many more which is used 
for feature selection and feature extraction. [130] pre-

Fig. 7  Discriminative Models 
(a) RNN (b) LSTM (c) CNN. 
[126]
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sents a Deep Boltzmann Machine based multimodal 
deep learning model for fake news detection.

Among various generative models (Fig. 8) that have 
been used widely to solve a vast domain of problems, 
Generative Adversarial Network (GAN), Auto Encoder 
(AE), Transformer-based network are widely used and 
have also shown promising results in the field of FND.

3.2  Transfer learning and pre‑trained models

Transfer learning is a machine learning technique that lever-
ages and applies the weights of a model that is trained on one 
task to some other related tasks with different datasets for 
improving efficiency as shown in Fig. 9. This approach can 
be applied in one of the two ways (i) using the pre-trained 
model as feature extraction, or (ii) fine-tuning a part of the 
model. The first variant is directly applied without changing 
the weights of the pre-trained model e.g., using Word2Vec in 
the NLP task. For the second variant, fine-tuning is done by 
trial-and-error experiments. For two different tasks around 
50% of fine-tuning can be considered and if the tasks are 
very similar fine-tuning of the last few layers can be done. 
The nature and amount of fine-tuning needed take time and 
effort to explore depending on the nature of the task. Using 
Transfer Learning is beneficial when the target dataset is 
significantly smaller than the source dataset, as the model 
can learn features even with less training data without over-
fitting. Also, such a model exhibits better efficiency and 

Fig. 8  Generative Models (a) 
Auto Encoder (b) Generative 
Adversarial Network (c) Trans-
former. [131]
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requires a lesser training time than a custom-made model. 
As a result, this idea finds vast usage in the field of Com-
puter Vision and Natural Language Processing.

A. Transfer learning with image data: Earlier with smaller 
datasets in the picture, the ML models were effectively 
used for computer vision tasks. But with the increase in 
the amount of data available we have seen a shift toward 
DL-based models that have proven to be very efficient 
in handling recognition tasks using these huge datasets. 
Effectively, there are many models available for Com-
puter Vision tasks, this section gives a brief overview of 
some of these models. Table 4 provides a comparison of 
pre-trained image models. Many of these models like the 
VGG, ResNet-50 Inception V3, and Xception models 
are pre-trained on the ImageNet (contains 1.28 million 
images divided among 1,000 classes) for object detec-
tion tasks.

B. AlexNET: Convolutional Neural Networks (CNNs) have 
typically been the model of choice for object recogni-
tion since they are powerful, easy to train, and control. 
AlexNET [132], a Deep convolutional network, con-
sists of eight layers (having five convolutional layers 
and three fully-connected layers), and Rectified Lin-
ear Unit (ReLU) function as it does not suffer from the 
issue of vanishing gradient. It also combats overfitting 
by employing drop-out layers, in which a link is deleted 
with a probability of p = 0.5 during training. Apart 
from this, it allows a multi-GPU training environment 
that helps to train a larger model and even reduces the 
training time. AlexNet is a sophisticated model that can 
achieve high accuracies even on huge datasets however, 
its performance is compromised if any of the convolu-
tional layers are removed.

C. VGG Model: The VGGNet (Visual Geometry Group 
Network) is a CNN model with a multilayered operation 
and is pre-trained on the ImageNet dataset. VGG [54] is 
available in two variants with 16 and 19 weight layers 
namely VGG-16 and VGG-19 respectively. These mod-
els are substantially deeper than the previous models and 
are built by stacking convolution layers but the model’s 
depth is limited because of an issue called diminish-
ing gradient which makes the training process difficult. 
To reduce the number of parameters in these very deep 
networks, a 3 × 3 convolution filter is used in all layers 

with stride set to 1. The model uses fixed 3 × 3 sized 
kernels that can reproduce all of Alexnet's variable-size 
convolutional kernels (11 × 11, 5 × 5, 3 × 3).

D. GoogLeNet: GoogLeNet (Inception V1) [56] was the 
first version of the GoogLeNet architecture, which was 
further developed as Inception V2 and Inception V3. 
While larger kernels are preferable for global features 
distributed over a vast area of the image, while smaller 
kernels detect area-specific features that are scattered 
across the image frame efficiently, and hence choos-
ing a set kernel size is a challenging task. To resolve 
the problem of recognition of a variable-sized feature, 
Inception employs kernels of varied sizes. Instead of 
increasing the number of layers in the model, it expands 
it by including several kernels of varied sizes within 
the same layer. The Xception architecture is a modifica-
tion of the Inception architecture that uses depth-wise 
separable convolutions instead of the usual Inception 
modules.

E. ResNET: To address the issue of diminishing gradient 
in VGG models, the ResNET (Residual Network) [55] 
model was developed. The primary idea is to use short-
cut connections to build residual blocks to bypass blocks 
of convolutional layers. CNN models can get deeper 
and deeper using Resnet models. There are many vari-
ations for Resnet models but Resnet50 and ResNet101 
are used mostly.

B. Transfer learning with Language data: Word Embed-
dings use vector representations of words to encode the 
relationships between them. The pre-trained word vector 
is related to the meaning of the word and is one of the 
most effective ways to represent a text since it intends 
to learn both the syntactic and semantic meaning of 
the given word. Figure 10 provides the classification of 
Word Embeddings that is broadly divided into four cat-
egories depending upon (i) whether these can preserve 
the context or not as Context-independent and Context-
dependent word embeddings, (ii) whether the underlying 
architecture of the model is RNN-based or Transformer 
based, (iii) the level at which the encoding is produced 
and (iv) whether the underlying task is supervised or 
unsupervised. An overview and comparative analysis of 

Table 4  Pretrained Image 
Models

Network Author(s), Year Salient Features Parameters FLOP Top 5 Accuracy

AlexNET Krizhevsky et al. (2012) Deeper 62 M 1.5B 84.70%
VGGNet Simonyan et al. (2014) Fixed-size kernel 138 M 19.6B 92.30%
Inception Szegedy et al. (2014) Wider parallel kernel 6.4 M 2B 93.30%
ResNET He et al. (2015) Shortcut connections 60.3 M 11B 95.51%
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the different types of word embedding techniques cat-
egorized under Traditional, Static, and Contextualized 
word embeddings is provided in [133]. Pretrained Word 
Embedding is a type of Transfer Learning approach 
where embeddings learned in one task on a larger data-
set are utilized to solve another similar job. These are 
highly useful in NLP tasks in a scenario where the train-
ing data is sparse and number of trainable parameters are 
quite large. [134] studies the utility of employing pre-
trained word embeddings in Neural Machine Translation 
(NMT) from a number of perspectives.

Some of the widely used text embeddings are discussed 
below (Fig. 10):

 i. One-hot vector representation: It is one of the first and 
simplest word embeddings. It represents every word 
as an R |V| x 1 vector with all 0 s and only a single 1 at 
the index of that particular word in the sorted English 
language, where |V| represents the vocabulary. Though 
one-hot vectors are easy to construct, but these are not 
a good choice to represent a large corpus of words as 
it does not capture the similarity between the words 
in the corpus.

 ii. Word2Vec: Word2Vec is developed by Google and 
is trained on Google News Dataset. It is one of the 
widely used pre-trained word embeddings, takes text 
corpus as input, and generates word vectors as out-
put. It is a Shallow Neural Network architecture that 

uses only one hidden layer in its feed-forward net-
work. It learns vector representations of words after 
first constructing a vocabulary from the training text 
input. Distance tools like cosine similarity are used 
for finding the nearest words for a user-specified 
term. Depending on how the embeddings are learned, 
the Word2Vec model can be categorized into one of 
two approaches: Continuous Bag-of-Words (CBOW) 
model that learns the target word from the surround-
ing words, and the Skip-gram model that learns the 
surrounding words given the target word.

 iii. GloVe is an unsupervised learning technique that gen-
erates word vector representations by leveraging the 
relationship between the words from Global Statistics. 
The training produces linear substructures of the word 
vector space, which are based on aggregated global 
word-word co-occurrence statistics from a corpus. The 
basic premise of the model is that ratios of word-word 
co-occurrence probabilities can contain some form of 
meaning. A co-occurrence matrix shows the frequency 
of occurrence of a pair of words together.

 iv. BERT (Bidirectional Encoder Representations from 
Transformer) [57] has an advancement over Word-
2Vec and generates dynamic word representations 
based on the context in which the word is being used 
rather than generating fixed representation like Word-
2Vec. A polysemy word e.g., bank, can have multiple 
embeddings depending on the context in which the 
word is being used. This has brought context-depend-

Fig. 10  Taxonomy of Word 
Embeddings
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ent embeddings into the mainstream in present times. 
BERT is a pre-trained bidirectional transformer-based 
contextualized word embedding that can be fine-tuned 
as per the need. Since its introduction, many variants 
like RoBERTa (Robustly Optimized BERT Approach) 
[135] and Albert (A Lite BERT) [136] have been 
introduced to further enhance the state-of-the-art in 
language representations.

 v. ELMo: Unlike traditional word-level embeddings like 
Word2Vec and GLoVe that have the same vector for 
a given word in the vocabulary, the same word can 
have distinct word vectors under varied contexts in 
the case of ELMo representation like the representa-
tion of BERT. The ELMo vector assigned to a word is 
a function of the complete input sentence containing 
that word.

 vi. XLNet learns unsupervised language representations 
based on a novel generalized permutation language 
modeling aim. It fuses the bidirectional facility of 
BERT with the autoregressive technology of Trans-
former-XL.

Table 5 provides a comparison between various embed-
dings and highlights the advantages and disadvantages of 
each one of them.

3.3  Deep learning frameworks and libraries

Over the past few years, various detection methods have 
been proposed for solving the issue of fake news and rumors 
on online social media. Researchers are constantly working 
in these domains to find effective solutions and techniques. 
Deep learning is one of the several techniques that has 
become increasingly popular in solving problems in various 

domains. Neural networks such as CNN, RNN, LSTM are 
becoming increasingly popular. Although, using deep learn-
ing techniques complex tasks are performed easily compared 
to the machine learning counterparts but, successfully build-
ing and deploying them is a challenging task. Training a 
deep learning model takes a little longer when compared 
with traditional models but testing can be done rapidly. The 
deep learning frameworks are developed with an intention to 
accelerate and simplify the processing of the model. These 
frameworks combine the implementation of contemporary 
DL algorithms, optimization techniques, with infrastructure 
support. Figure 11 gives an overview of various DL/ML 
tools that are widely used to simplify the research problems.

Some of the ML/DL frameworks and libraries are dis-
cussed below:

Table 5  Comparison of various Text Embeddings

Embedding Advantage Weakness

Word2Vec Consume much less space than one-hot encoded vectors
Maintain semantic representation of word
Capable of capturing multiple degrees of similarity between 

words using simple vector arithmetic

Can’t handle OOV words
No shared representation is used at subword level
Scaling to new languages requires separate embedding matrices

GloVe Can handle Out-Of-Vocabulary words Gives random vectors to OOV words which confuses the model 
in long run

BERT Creates contextualized vectors
Learns representations at a “subword” (also called WordPieces) 

level

Computationally intensive
Neglects dependency present between the masked positions
Suffers from the pretrain-finetune inconsistency

ELMo Generates contextualized word embeddings
Can handle Out-Of-Vocabulary words

Complex Bi-LSTM structure makes train and embedding gen-
eration very slow

Representing long-term context dependencies becomes difficult
XLNet Provides autoregressive pretraining

Enables bidirectional learning by maximizing the expected like-
lihood over all permutations of the factorization order

XLNet is pre-trained to capture long-term dependencies but can 
underperform on short sequences

XLNet is generally more resource-intensive and takes longer to 
train and to infer compared to BERT
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i. TensorFlow: TensorFlow is an open-source, end-to-
end framework for deep learning published under the 
Apache 2.0 license. It is designed for large-scale distrib-
uted training and testing that can run on a single CPU 
system, GPUs, mobile devices as well as on distributed 
systems. It provides a large and flexible ecosystem of 
tools and libraries that allows developers to quickly 
construct and deploy ML applications. It uses data 
flow graphs to perform numerical computations. Model 
building and training with TensorFlow employs high-
level Keras API and is quite simple as it offers multiple 
levels of abstraction, allowing researchers to choose the 
level of abstraction that best suits their needs.

ii. Torch and PyTorch: Torch is one of the oldest frame-
works which provides a wide range of algorithms for 
deep machine learning. It provides a multi-GPU envi-
ronment. Torch is used for signal processing, parallel 
processing, computer vision, NLP etc. Pytorch is an 
open-source Python version of Torch, which was devel-
oped by Facebook in 2017 and is released under the 
Modified BSD license. PyTorch is a library for pro-
cessing tensors. It is an alternative to NumPy to use the 
power of GPUs and other accelerators. It contains many 
pre-trained models and supports data parallelism. It is 
one of the widely used Machine learning libraries, along 
with TensorFlow and Keras. It is particularly useful for 
small projects and prototyping.

iii. Caffe and Caffe2: Caffe is a general deep learning frame-
work that is based on C +  + launched with speed, and 
modularity in mind. It was developed by Berkeley AI 
Research (BAIR). Caffe is designed primarily for speed 
and includes support for GPU as well as Nvidia’s Com-
pute Unified Device Architecture (CUDA). It performs 
efficiently on image datasets but doesn’t produce similar 
results with sequence modeling. Caffe2, open-sourced 
by Facebook since April 2017, is lightweight and is 
aimed towards working on (relatively) computationally 
constrained platforms like mobile phones. Caffe2 is now 
a part of PyTorch.

iv. MXNet: Apache MXNet is a flexible and efficient deep 
learning library suited for research prototyping and pro-
duction. It works on multiple GPUs with fast context 
switching. MXNet contains various tools and libraries 
that enable tasks involving computer vision, NLP, time 
series etc. GluonCV and GlutonNLP are libraries for 
computer vision and NLP modeling, respectively. The 
Parameter Server and Horovod support enable scalable 
distributed training and performance optimization in 
research and production.

v. Theano: Theano is a python-based deep learning library 
developed by Yoshua Bengio at Université de Montréal 
in 2007. The latest version of Theano, 1.0.5, is Python 
3.9 compatible. Theano is built on top of NumPy and 

helps to easily define, evaluate, and optimize mathemati-
cal operations involving multi-dimensional arrays. It can 
be run on the CPU or GPU, providing smooth and effi-
cient operation. It offers its users with extensive unit-
testing which aids in code debugging. Keras, Lasagne, 
and Blocks are open-source deep libraries built on top 
of Theano.

vi. Chainer: Chainer is a robust and flexible deep learning 
framework that supports a wide range of deep networks 
(RNN, CNN, RvNN etc.). It supports CUDA computa-
tion and uses CuPy to leverage a GPU computation. Par-
allelization with multiple GPUs is also possible. Code 
debugging with Chainer is quite easy. It provides two DL 
libraries i) ChainerRL that implements a variety of deep 
reinforcement algorithms, and ii) ChainerCV which is a 
Library for Deep Learning in Computer Vision.

vii. Computational Network Toolkit (CNTK): The Microsoft 
Cognitive Toolkit (CNTK) is an open-source toolkit, 
since April 2015, for providing commercial-grade dis-
tributed deep learning services. It is one of the first 
DL toolkits that supports the Open Neural Network 
Exchange (ONNX) format for shared optimization and 
interoperability. The newest release of CNTK, 2.7., 
supports ONNX v1.0. With CNTK neural networks are 
represented as a series of computational steps using a 
directed graph. It allows the user to easily develop and 
deploy various NN models such as DNN, CNN, RNN 
etc. CNTK can either be included as a library in Python, 
and C +  + code, or can be used as a standalone ML/
DL tool through BrainScript (its own model description 
language).

viii. Keras: Keras is Python wrapper library for DL 
written in Python, and runs on top of the ML/DL plat-
forms like TensorFlow, CNTK, Theano, MXNet and 
Deeplearning4j. Given the underlying frameworks, it 
runs on Python 2.7 to 3.6 on both GPU as well as on 
CPU. It was launched with a prime focus on facilitat-
ing fast experimentation and is available under the MIT 
license.

ix. TFLearn: TFlearn is a modular and transparent deep 
learning library built on top of Tensorflow and facilitates 
and speed-up experimentations using multiple CPU/
GPU environment. All functions are built over tensors 
and can be used independently of TFLearn.

x. TensorLayer: TensorLayer is a deep learning and rein-
forcement learning library built on top of TensorFlow 
framework. Other TensorFlow libraries including Keras 
and TFLearn hide many powerful features of Tensor-
Flow and provide only limited support for building and 
training customized models.

Table 6 shows some popular DL frameworks (such as 
Keras, Caffe, PyTorch, TensorFlow, etc.) along with their 
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comparative analysis. These frameworks and libraries are 
implemented in Python, are task-specific and allow research-
ers to develop tools by offering a better level of abstraction

Several machine learning and deep learning frameworks 
have emerged in the last decade, but their open-source 
implementations appear to be the most promising for sev-
eral reasons: (i) openly available source codes, (ii) a large 
community of developers, and, as a result, a vast number of 
applications that demonstrate and validate the maturity of 
these frameworks.

3.4  Review of state‑of‑the‑art multimodal 
frameworks

With the rapid expansion of social media platforms, news 
content has evolved from traditional text-only articles to 
multimedia articles involving images and videos that carry 
richer information. Multimodal articles have the power to 
engage more readers as compared to the traditional text-only 
articles as the images and videos attached to these articles 
make them more believable. Most of the online users get 
affected by such information, unknowingly spread the misin-
formation, and become a part of this whole vicious network.

Traditionally, the great majority of methods for identify-
ing false news have focused solely on textual content analy-
sis and have relied on hand-crafted textual features to do so. 
However, with the growing quantity of articles on the Inter-
net that include visual information and the widespread usage 
of social media networks, multimodal aspects are becoming 
increasingly important in understanding the overall intent of 
the content in a better way.

Given the contents of a news claim ℂ with its text set T 
and image set I, the task of multimodal fake news detector is 
to determine whether the given claim can be considered as 
true or fake, i.e., to learn a prediction function F(ℂ) → 0, 1 
satisfying:

The following figure, Fig. 12, presents a general frame-
work that depicts various channels present in a multimodal 
fake news detection (MFND) framework. The framework 
illustrates how the features are extracted individually and 
then merged to detect the credibility of the claim.

Some multimodal FND frameworks, apart from fusing 
textual and image data, also evaluate the similarity between 

F(ℂ) =

{

1, if ℂ is confirmed to be fake

0, otherwise

Table 6  Comparison of popular Deep Learning Frameworks

Software Platform Written in Interface Open 
MP sup-
port

Open CL support CUDA 
support

RNN CNN Has pre-
trained 
Models

TensorFlow Windows, Linux, 
macOS, Android

Python,
C +  + ,
CUDA

C/C +  + , R, Python
(Keras),
Java, JavaScript

× via SYCL support ✔ ✔ ✔ ✔

PyTorch Windows,
Linux,
macOS,
Android

C/C +  + ,
Python,
CUDA

Python,
C +  + 

✔ Via separately 
maintained pack-
age

✔ ✔ ✔ ✔

Caffee Linux,
macOS,
Windows

C +  + Python,
C +  + 
MATLAB,

✔ Under development ✔ ✔ ✔ ✔

Theano Cross-platform Python Python
(Keras)

✔ Under development ✔ ✔ ✔ Through 
Lasa-
gne's 
model 
zoo

Chainer Linux,
macOS

Python Python × × ✔ ✔ ✔ ✔

MXNet Linux,
AWS macOS,
iOS, Windows,
Android,
JavaScript

Small
C +  + 
core library

C +  + ,
Python, MATLAB, 

JavaScript, Scala,
Perl, R

✔ On roadmap ✔ ✔ ✔ ✔

Microsoft 
Cognitive 
Toolkit

(CNTK)

Linux, Windows,
macOS (via Docker on 

roadmap)

C +  + Python
(Keras),
C +  + 
Command Line

✔ × ✔ ✔ ✔ ✔
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the two [97], or have used external knowledge and event-
specific information to check the credibility of a given news 
article. Others have also used social context including user 
data[25], propagation structure, sentiments[98], and other 
auxiliary information to effectively combat and detect fake 
news.

Figure 13 depicts the taxonomy of a MFND framework 
by focusing on the various techniques used in processing the 
individual channels.

A. Multimodal Features: With the increasing use of social 
media, a shift from all text to a multimodal news article 
can be seen. Now, the news articles comprise images and 
videos along with the text. The models for MFND have 
used two different channels for handling the text and 

image data. The section below summarizes how different 
models have exploited various techniques for the same.

 i. Text channel: To capture the context from textual 
data, the researchers have used various word embed-
dings and pre-trained model, as discussed in Sect. 3.2. 
Word2Vec is one of the popular word embedding 
that is used by [4, 25, 27, 91]. But as word2vec can’t 
handle out-of-vocabulary words, researchers have 
exploited Glove, BERT, XLNet and other embeddings 
instead [26, 28, 92, 95, 96, 98, 110, 129]. FND-SCTI 
[4] considers the hierarchical document structure and 
uses Bi-LSTM at both word-level (from word to sen-
tence) and sentence-level (from sentence to document) 
to capture the long-term dependencies in the text. 
Ying et al. [92] proposed a multi-level encoding net-
work to capture the multi-level semantics in the text. 
The model KMAGCN [99] proposed by Qian et al. 
captures the non-consecutive and long-range semantic 
relations of the post by modeling it as a graph rather 
than a word sequence and proposes a novel adaptive 
graph convolutional network handle the variability in 
the graph data.

 ii. Visual channel: The Visual sub-network uses the 
article's visual information as input to generate the 
post's weighted visual features. The image is initially 
resized (usually to 224 × 224 pixel size), after which it 
is placed into a pre-trained model to extract the image 
features. The visual channel in the framework cap-
tures the manipulation in image data using pre-trained 
models. VGG-19 is the most widely used model, apart 
from this VGG-16, ResNet50 are also utilized. [97] 
uses image2sentence to represent news images by 

Input claim

Output (Fake/ Real)

Image

Text

Visual feature 
representa�on 

Textual feature 
representa�on 

Mul�modal feature
representa�on

Fa
ke

 N
ew

s P
re

di
ct

or

Fig. 12  A general framework for Multimodal Fake News Detection

M
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N
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Multimodal Features

Textual

Visual

Others

Multimodal Feature 
Fusion

Early Fusion

Late Fusion

Intermedite FusionCapturing External 
Knowledge

Event Level Features

Fig. 13  Various components of Multimodal Fake News Detection
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generating image captions. [110] uses Image foren-
sic techniques—Noise Variance Inconsistency (NVI) 
and Error Level Analysis (ELA) for the identification 
of manipulated images. [26, 96] uses the bottom-up 
attention pre-trained ResNet50 model to extract region 
features for every image attached with the article. As 
an article sometimes comes with multiple images, 
Giachanou et al. in [94] propose visual features that 
are extracted from multiple images.

 iii. Apart from the visual and textual channels some of 
the researchers have also focused on other aspects of 
a social media post that might be helpful in detecting 
fake news. Cui et al. [98] proposed an end-to-end deep 
framework, named SAME that incorporates user senti-
ment extracted from users’ comments (with VADER 
-sentiment prediction tool) with the multimodal data. 
Experiments on PolitiFact and GossipCop shows F1 
score of 77% (approx.) and 80%(approx.) which is bet-
ter than the baseline methods. User profile, network, 
and propagation features are another set of vectors that 
are highly exploited [25].

B. Multimodal Feature Fusion: Dealing with multimedia 
data comes with an intrinsic challenge of handling the 
data of varied modalities while keeping intact the cor-
relation between them. In a multimodal social media 
post, finding the correlation between text and image is 
an important step in identifying a fake post. There are 
three techniques (Fig. 14) that are widely used for mul-
timodal data fusion.

 i. Early fusion/ Data-level Fusion first fuses the multi-
modal features and then applies the classifier on the 
combined representation; The data-level fusion of 
multimodal features starts with feature extraction of 
unimodal features and after analysis of the different 
unimodal feature vectors these features are combined 
into a single representation. With early fusion as the 
features are integrated from the start, a true multi-
media feature representation is extracted. There are 
various methods like principal component analysis 
(PCA), canonical correlation analysis (CCA), inde-
pendent vector analysis (IVA) and independent com-
ponent analysis (ICA) which are used to accomplish 
this task [137]. One of the main disadvantages of this 
approach is the complexity to fuse the features into a 
common joint representation. Also, rigorous filtering 
of data is needed to make a common ground before 
fusion which poses a challenge if the dataset available 
is already limited in number.

 ii. Late fusion/ Decision-level Fusion combines the 
results obtained from different classifiers trained 
on different modalities; Late fusion also starts with 
extracting the unimodal features. But in contrast to 
early fusion, the late fusion approach learns semantic 
concepts separately from each unimodal channel and 
different models are available to determine the opti-
mal approach to combine each of the independently 
trained models. It is based on the ensemble classifier 
technique. This method gives the flexibility to concat-
enate the input data streams that significantly varied 
in terms of the number of dimensionality and sam-
pling rate. Fusing the features at the decision-level is 
expensiveness in terms of the learning effort as sepa-
rate models are employed for each modality. Further-
more, the fused representation requires an additional 
layer of the learning stage. Another disadvantage is 
the potential loss of correlation in fused feature space.

 iii. Intermediate Fusion allows the model to learn a 
joint representation of modalities by fusing different 
modalities representations into a single hidden layer. 
Intermediate fusion changes input data into a higher 
level of representation (features) through multiple lay-
ers and allows data fusion at different stages of model 
training. Each individual layer uses various linear and 
non-linear functions to learn specific features and gen-
erates a new representation of the original input data.

Several research works in the literature have come up 
with various techniques, [24] presents a neuron-level atten-
tion mechanism for aligning visual features with a joint rep-
resentation of text and social context, and as a result, greater 
weights are assigned to visual neurons with semantic mean-
ings related to the word. FND-SCTI proposed in [4] uses a 
hierarchical attention mechanism to put an emphasis on the 
important parts of the news article. Giachanou et al. in [94] 
propose the use of cosine similarity to find the image-text 
similarity between the title and image tags embeddings. To 
preserve semantic relevance and representation consistency 
across different modalities [98] uses an adversarial mecha-
nism. To filter out the noise and highlight the image regions 
that are strongly related to the target word, [16] uses a word-
guided visual attention module. To learn complementary 
inter-dependencies among textual and visual features [26, 
92, 96, 99, 129] uses multiple co-attention layers, hierarchi-
cal multi-modal contextual attention network, feature-level 
attention mechanism, blended attention module and multi-
modal cross-attention network respectively. The proposed 
the Crossmodal Attention Residual Network (CARN) in 
[111] can selectively extract information pertaining to a tar-
get modality from another source modality while preserv-
ing the target modality's unique information. Another model 
SAFE [97], jointly learns the text and image features and 
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also learns the similarity between them to evaluate whether 
the news is credible or not (Fig. 14).

 III. Capturing External Knowledge channel: The Knowl-
edge module tries to capture background knowledge 
from a real-world knowledge graph to supplement 

Fig. 14  General schemes for 
multimodal fusion (a) Early 
Fusion, (b) Late Fusion, (c) 
Intermediate Fusion
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edge Distillation process [16] WHO demands ramped-up COVID-19 vaccination, declared Omicron as virus variant

WHO: The WHO is a specialized agency of the UN responsible for international public health .
COVID-19: is a contagious disease caused by (SARS-CoV-2). The first known case was …. 
Vaccine: It is a biological preparation that helps the immune system develop protection …
Omicron: It is a variant of SARS-CoV-2 that was first reported to the WHO from South ... 
Virus: A virus is a sub-microscopic infectious agent that replicates only inside the living cells …
Variant: a form or version of something that differs in some respect from other forms of the …

WHO: UN, International public health;     
COVID-19: contagious disease, 
SARS-CoV-2;
Vaccine: dose, shot, injection, jab, 
booster; 
Omicron: COVID variant,           
SARS-CoV-2 variant
Virus: infection, pathogen;  
Variant: variation, alteration, 
modification;
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the semantic representation of short text posts. An 
illustration of the knowledge distillation process is 
presented in Fig. 15. Given a post, [16, 99] utilize 
the entity linking technique to associate the entity 
mentions in the text with pre-defined entities in a 
knowledge graph. Rel-Norm [138], Link Detector 
[139], and STEL [140] are widely used entity link-
ing techniques. To gain the conceptual data of each 
distinguished entity from an existing knowledge 
graph, YAGO [141, 142], and Probase [143] can be 
exploited.

 IV. Event-level Features: Individual microblog posts 
are short and have very limited content. An event 
generally contains various related posts relevant to 
the given claim. Detecting fake news at the event 
level comprises of predicting the veracity of the 
whole event instead of an individual post. Most of 
the existing MFND frameworks work at post level 
[4, 27, 28, 92, 95], and learn event-specific features 
that are not useful in predicting the unseen future 
events and suffer from generalization. But [15, 16] 
intends to accurately categorize the post into one of 
the K events based on the multimodal feature rep-
resentations. [96] incorporates topic memory mod-
ule that captures topic-wise global feature and also 
learns post representation shared across topics. The 
Event Adversarial Neural Network (EANN) model 
proposed in [15] captures the dissimilarities between 
different events using an event discriminator. The role 
of the event discriminator is to eliminate the event-
specific features and learn shared transferable fea-
tures across various events. This model is evaluated 
on two multimedia datasets extracted from Twitter 
and Weibo and shows an accuracy of 71% and 82% 
respectively which is better than the baseline models. 
Ying et al. offers a unique end-to-end Multi-modal 
Topic Memory Network (MTMN) [115] that captures 
event-invariant information by merging post repre-
sentations shared across global latent topics features 
to address real-world scenarios of fake news in newly 
emerging posts.

Table 7 gives the comparative analysis of various exist-
ing state-of-the-art deep learning-based multimodal fake 
news detection models focusing on the techniques used for 
processing individual channels and the methods used for 
concatenating the features for presenting a combined feature 
space. The table also discusses about the future perspective. 
In addition to this, Table 8 provides a detailed analysis of 
the experimental setup of the DL-based MFND frameworks. 
These tables provide some ideas about how one can practi-
cally approach the problem of fake news.

4  Data collection

Before starting the data collection process, the developers 
must decide upon the size of the dataset, news domain (e.g., 
entertainment, politics etc.), media (e.g., texts, images, vid-
eos, etc.), type of disinformation (e.g., fake news, propa-
ganda, rumors, hoaxes, etc.) in advance. Various datasets 
for the task of FND have been developed by various studies 
and these vary in terms of the news domain, size, type of 
misinformation, content type, rating scale, language, and 
media platform.

[44] has laid down the requirements for fake news detec-
tion Corpus (Fig. 16). The study in [70] has introduced 
and divided the requirements of FND dataset into four cat-
egories, namely Homogeneity requirements, Availability 
requirements, Verifiability requirements, Temporal require-
ments (Fig. 17).

This section describes various data collection and annota-
tion strategies apart from the datasets that are available for 
the given task.

4.1  Existing datasets

Several datasets are available for FND and related tasks like 
LIAR, CREDBANK, FEVER but most of these are text-only 
data. There are only a few datasets that have text along with 
visual data. The authors in [70] have systematically reviewed 
and done a comparative analysis of twenty-seven popular 
FND datasets by providing insights into existing dataset. 
Table 9 gives an overview of the multimodal datasets that 
are available and are widely used in the study.

Despite the fact that multimodal fake news datasets are 
available, but these datasets still have some shortcomings. 
The above table clearly shows that the multimodal datasets 
that are available are coarse-grained (have 2 or 3 labels 
only). These datasets fail to acknowledge fine-grained labe-
ling that may be found in datasets like, LIAR [106], but 
these datasets are unimodal and can’t be used in a multi-
modal setting.

Even though FakeNewsNet [120] dataset is one of the 
newest benchmark datasets that contains content, social 
context as well as socio-temporal data, but is not available 
as whole and only subsets of dataset can be retrieved using 
APIs provided. This is due to the fact that the dataset uses 
Twitter data for capturing user engagement, and so is not 
entirely publicly accessible according to license regulations.

While some datasets incorporate data from various 
domains, the existing multimodal datasets focus on lim-
ited domains. One of the main reasons that contribute to 
the compromised performance is due to the fact that the 
existing datasets only focus on specific topics like politics, 
entertainment etc. and hence have domain-specific word 
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usage, whereas a real news stream typically covers a wide 
range of domains.

4.2  Dataset collection and annotation

Social media platforms are one of the best ways to reach 
the masses. Everyday a huge volume of data is circulated, 
but as most of the data goes unchecked and so the prolifera-
tion of fake news on these platforms becomes easy. Many 
researchers have used these platforms to collect data and 
create their datasets. But as only a few datasets are avail-
able which are suited to our requirement, this section gives 
a clear understanding of the collection of data from online 
platforms. Broadly speaking there are two ways of data col-
lection and sampling from online platforms, namely (i) top-
down approach, and (ii) bottom-up approach.

The top-down approach involves a collection of infor-
mation and posts keeping some keywords under considera-
tion. This approach is useful for debunking long-standing 
rumors that are already known, the data is crawled from 
fact-checking websites like Snopes, PolitiFact etc. [59] uses 
this approach for data collection. But, on the contrary, if 

emerging news articles are to be collected the bottom-up 
approach comes in handy and it collects all the relevant posts 
and articles in a given time frame. [12, 145] have used the 
bottom-up approach.

Collecting reliable datasets for FND is not a trivial task 
and requires the fact checking of news to label and rate the 
news items (as binary or multiclass rating scale). As the 
ground truth is already known if data is collected using the 
top-down approach, no further annotation is needed. But, in 
the case of the bottom-up approach annotation is necessary 
and can be performed in one of the three ways (1) manual 
expert-oriented fact checking; (2) automated fact checking 
via knowledge graphs and other web sources; or (3) crowd-
sourced fact checking.

Web APIs are one of the simplest ways to access, collect, 
and store data from social networking networks, and they 
usually come with documentation that explains how to get 
the required data. An application can use the APIs to request 
data using a set of well-defined methods. For example, 
retrieving all the data posted by some particular user or all 
the posts containing a specific keyword from a social media 
platform APIs are used. Twitter and Sina Weibo are two key 

Table 8   Experimental Setup of Multimodal Fake News Detection Models

Model Ref. Dataset Batch size Learning rate Dropout Epochs Optimizer Loss function Performance Evalu-
ation

Att-RNN [25] Twitter16, Weibo 128 – – 100 Stochastic 
gradient 
descent

Cross Entropy Acc- ~78%, ~68% 

EANN [15] Twitter15, Weibo 100 – – 100 – Cross Entropy Acc- ~71%, ~82% 
SAME [98] FakeNewsNet 128 0.001 0.5 – RMSprop Adversarial, 

Hybrid 
similarity, Cross 
entropy

Acc- ~77%, ~80%

MKEMN [16] Twitter15, 
PHEME

128 – – – – Cross Entropy Acc-    ~86%, ~81%

MVAE [27] Twitter15, Weibo 128 0.00001 – 300 Adam VAE Loss Acc-   ~74%, ~82%
SpotFake [28] Twitter15, Weibo 256 0.0005, 0.001 0.4 – Adam – Acc- ~72%, ~80%
SpotFake+ [95] FakeNewsNet – – 0.4 – – – Acc- ~84%, ~85% 
SAFE [97] FakeNewsNet – – – – – Cross Entropy Acc-   ~87%,  ~83%
– [94] FakeNewsNet 32 0.00005 0.2 60 Adam – F1 score- ~76%
MCAN [129] Twitter16, Weibo – – – 100 Adam Cross Entropy Acc- ~80%, ~89%
HMCAN [26] Weibo, Twitter15, 

PHEME
256 0.001 – 150 Adam Cross Entropy Acc- ~85%, ~89%, 

~88%
KMAGCN [99] Weibo, Twitter15, 

PHEME
128 0.01 – 300 Adam Cross Entropy Acc-  ~84%, ~78%, 

~86%
CARMN [91] Twitter16, Weibo 150 – – 150 Adam Cross Entropy Acc-   ~74%, ~85%
FND-SCTI [4] Twitter15, Weibo 128 0.00001 – 300 Adam VAE Loss Acc-   ~75%, ~83%
– [110] AllData, Kaggle 

datasets
32 – – 40 Adam Cross Entropy Acc- ~95%, ~95%, 

~95%
MMCN [92] Weibo,  PHEME 64, 

256
0.001 – 150 Adam Cross Entropy Acc- ~87%, ~87%

MTMN [96] Weibo,  PHEME 256 0.001 – 200 Adam Cross Entropy Acc- ~88%, ~88%



2415Combating multimodal fake news on social media: methods, datasets, and future perspective  

1 3

platforms that have been widely explored for studying fake 
news. [61, 146] have provided and given an overview of 
several ways of data collection from social media sites. Twit-
ter provides REST APIs to allow users to interact with their 
service but the user should have a developer account. Tweets 
based on particular topics can be extracted in real-time from 
Twitter API using the Tweepy library. Similarly, Sina Weibo 
provides an API to help users access their data. Apart from 
this, the data can be also scaped from any website using web 
crawlers. Beautiful Soup is one of the Python libraries for 
pulling data out of HTML and XML files.

5  Open issues and future direction—
discussion

In this section, we discuss several challenging problems of 
fake news detection (Fig. 18). To avoid any further spread 
of fake news on social media, it is particularly important 

Table 9  Multimodal Fake News datasets

Note: I—Total Number of Images, F—Number of Fake claims, R—Number of Real claims

Dataset Year of release Statistics Domain Contents Labels Collected from Used in

Twitter 15 [144] 2015 361 (I)
7032 (F)
5008 (R)

Posts related
to 11 events

Text, visual 2 Twitter [4, 15, 26–28, 99]

Twitter 16 [89] 2016 413 (I)
9596 (F)
6225 (R)

Posts related
to 17 events

Text, visual 2 Twitter [25, 91, 111, 129]

Weibo [25] 2016 9528 (I)
4749 (F)
4779 (R)

Crawl the verfi
ed false rumor 

posts from May, 
2012 to

Jan, 2016

Text, visual 2 Weibo (Non-rumor 
tweets are verifi

ed by Xinhua News
Agency, an authori-

tative news 
agency in China)

[4, 15, 25–28, 91, 
91, 99]

PHEME [12] 2016 2672 (I)
1972 (F)
3830 (R)

9 different events,
which include 5 

cases of breaking 
news

Tweet, conversa-
tional threads

3 Twitter [16, 92, 96, 99]

ALLData [100] 2018 20,015 (I)
11,941 (F)
8074 (R)

2016 US Presiden-
tial elections

The title, text, 
image,

author and website

2 Fake and real
news scraped from 

240 websites 
and authoritative 
news websites, 
i.e., the New 
York Times, 
Washington Post, 
etc. respectively

[100, 110, 111]

FakeNewsNet [120] 2019 19,200 (I)
5367 (F)
17,222 (R)

Politics, Entertain-
ment

Text, image url, 
conversational 
threads, location, 
and timestamp of 
engagement

2 Content is crawled 
from PolitiFact, 
GossipCop, E! 
online;

For user engage-
ments Twitter 
API is used

[94, 95, 97, 98]
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Fig. 16  Requirements for fake news detection datasets defined by [44]
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to identify fake news at an early stage. Because getting the 
ground truth and labeling the false news dataset is time-
consuming and labor-intensive, investigating the problem 
in a weakly supervised scenario, i.e. with few or no labels 
for training, becomes essential. In addition, there has been 
relatively little research into the multimodal nature of fake 
news on social media. It's also important to understand why 
a piece of news is labeled as fake by machine learning mod-
els because the resulting explanation can provide fresh data 
and insights that remain hidden when using content-based 
models.

There are several challenges associated with the FND 
problem. After extensive study and evaluation of the litera-
ture that is available and has been discussed in Sect. 2 and 
Sect. 3, the following research gaps have been identified.

 i. Multimodality: With the rise of social media, there 
has been a change from all text to multimodal news 
articles. Images and videos are now included in 
news pieces, to complement the textual content. As 

a result, a model that can work with a multi-modal 
dataset must be built. Although several models have 
been established to combat such a problem, there has 
been very little research on the multimodal nature of 
fake news on social media, as working in a multimodal 
setting is difficult in and of itself. While some of the 
offered approaches have been successful in detecting 
fake news, they still face the challenge of determining 
the relationships between multiple modalities.

 ii. Multi-linguality: Most of the existing works in this 
domain focus on detecting fake news in the English 
language, very limited work is done on multi-lingual 
and cross-lingual fake news detection models. Social 
media platforms are used by a huge population all over 
the world and hence are not limited to the usage of one 
language. Also, collecting and annotating fake articles 
in foreign languages is difficult and time-consuming.

 iii. Varying levels of fakeness: The majority of existing 
fake news detection methods tackle the problem from 
a binary standpoint. However, in practice, a piece of 
news might be a mixture of factual and false state-
ments. As a result, it's critical to divide fake news into 
several categories based on the degree of deception. 
Nevertheless, for multiclass fake news detection, the 
classifier needs to offer better discriminative power 
and be more robust as the boundary between classes 
becomes more intricate as the number of classes 
increases.

 iv. Early detection: Fake news or rumor has a very nega-
tive impact on the people and society at large. This 
kind of propaganda can even tarnish the image of a 
person or organization, so it becomes very crucial to 
track down a piece of fake news or rumor at an early 
stage. Fake news early detection aims to curb fake sto-

Fig. 17  Requirements for fake 
news detection datasets as 
defined by [70]
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• homogeneity of news length: news artiles in the dataset should be of comparable lengths;
• homogeneity in news domain: the text corpus should be aligned with the news domains;
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ries at an early stage by giving prompt signals of fake 
news during the diffusion process.

 v. Lack of available datasets: The data source is also a 
challenge. Unstructured data contains a lot of unneces-
sary data and junk values that can degrade the algo-
rithm's performance. The number of datasets in the 
subject of fake news is quite restricted, and only a few 
are available online. The multi-modal dataset present 
in this problem domain is scarce. A comparison of 
major benchmark multimodal fake news datasets is 
shown in the Table 9 in the above section.

 vi. Weakly supervised fake news detection: Labels are 
predicted with low or no supervision labels in a 
weakly supervised environment. Because getting the 
ground truth of false news is time-consuming and 
labor-intensive, it's crucial to investigate fake news 
detection in a weakly supervised scenario, that is, with 
few or no labels for training.

 vii. Explainable fake news detection: The problem of 
detecting fake news has yielded promising break-
throughs in recent years. However, manually classi-
fying fake news is quite subjective, and there is a vital 
missing aspect of the study that should explain why 
a specific item of news is considered to be fake by 
providing the reader web-based proof. Traditionally, 
it used manual methods to verify the news content's 
validity with a variety of sources.

6  Conclusion

In this paper, we have presented an overview of contempo-
rary state-of-the-art techniques and approaches to resolve 
the issue of detecting fake news on social media platforms 
with a focus on multimodal context. Our review is primarily 
concentrated on five key aspects. First, the paper provides a 
clear definition of Fake News and distinctions between vari-
ous related terms with an appropriately defined taxonomy 
of the fake news detection techniques. While surveying we 
found out that limited work has been done on the multimodal 
aspect of the news content. Secondly, various DL models, 
frameworks, libraries, and transfer learning approaches that 
are widely used in the literature have also been emphasized 
with TensorFlow being the one that is widely used. Third, 
we have provided an impression of various state-of-the-art 
techniques to perform fake news detection on social media 
platforms using deep learning approaches considering the 
multimodal data. The review shows that CNN-based models 
are widely used for handling the image data and the RNN-
based models are used for preserving the sequential informa-
tion present in the text. Additionally, various modifications 
of the attention network are used to preserve the correlation 

between text and image. These models take English as their 
primary language for detection and lack in processing the 
multi-lingual data which is prevalent with the use of social 
media. Fourth, the review sheds light on various data collec-
tion sources and data extraction techniques. Since this field 
of research is quite novel, there are only a few multimodal 
datasets that are available for this particular task. Finally, 
we have provided some insights to open issues and possible 
future directions in this area of research and found out that 
handling the multimodal data while maintaining the correla-
tion becomes a challenge.
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