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Abstract
Online learning has become one of the most important learning styles, yet with the need of supervisors to consistently keep 
the learners motivated and on-task. Some learners could be supervised by outer factors, and distance learners have to be 
motivated by themselves. However, online learning engagement is hardly to be assessed by supervisors in real time. With 
the rapid development of information technology, it is able to remedy the above problem by using intelligent video surveil-
lance techniques. In this paper, we propose a novel framework of learning engagement assessment which introduces facial 
expression recognition to timely acquire the emotional changes of the learners. Moreover, a new facial expression recognition 
method is proposed based on domain adaptation, which is suitable for the MOOC scenario. The experiments show the effec-
tiveness of our proposed framework on assessing learners’ learning engagement. The comparisons with the state-of-the-art 
methods also demonstrate the superiority of our proposed facial emotion recognition method.
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1 Introduction

With the development of the Internet and communication 
technology, the MOOCs education has become a mature 
plan which enable learners to learn anytime and anywhere. 
Especially, since the outbreak of novel coronavirus pneumo-
nia in Wuhan in December 2019, this disaster enforces peo-
ple to stay at home and students to study online. However, 
in the case of MOOCs, there is no teacher to keep learners 
motivated, whereas it is required to track the studying levels 
that how well the learners have mastered the courses. Con-
sequently, it is expected to assess the learning engagement 
of MOOC learns automatically instead of relying on human 
supervisors.

There have been many methods proposed to assess the 
learning engagement [1], and those methods can be mainly 
divided into two categories. The first one is to use the 

physiological signals of human to achieve, including brain-
wave [2], muscle electricity [3], blood pressure [4], and so 
on. These methods are limited in real applications because 
of the dependence on the wearable collection equipment. 
The other one relies on human behaviors, such as action 
recognition [5–7], gesture recognition [8–10], facial expres-
sion recognition [11]. The perception of human behavior is 
spontaneous, so that it is more suitable to perceive learn-
ing engagement in real MOOC scenario by computer vision 
techniques.

The web-camera is a typical device for perceptual signal 
collection to assess learning engagement. In this scenario, 
the postures of learners cannot be completely photographed 
by the web-camera, and the learners may adopt any com-
fortable posture in any scene, which is different from the 
classroom scenario that has certain constraints for learners’ 
sitting postures [12, 13]. Instead, the most relevant factor to 
learn engagement is the facial expression which could be 
consistently and easily captured by the web-camera during 
online learning. This inspires us to develop a novel frame-
work for learning engagement assessment spontaneously via 
facial expression recognition in the MOOC scenario.

In this paper, we treat the learning engagement assess-
ment as a classification problem to recognize basic facial 
expressions [14, 15]. It only needs to detect the facial images 
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of learners returned by the camera, so as to perceive the 
learners’ learning engagement in real time. Specifically, 
four types of facial expressions related to learning engage-
ment are adopted, including neutral, understand, disgust, 
and doubt. The precision of facial expression recognition is 
determined by the representation of facial expression. The 
traditional hand-crafted feature extraction methods cannot 
extract appropriate features adaptively. Instead, deep learn-
ing provides a powerful tool to extract high-level features 
by using deep convolutional neural networks (CNNs) [16, 
17], which becomes the main-stream framework for facial 
expression. To improve the performance of facial expres-
sion recognition, the architecture of the convolutional neural 
network is becoming more and more complicated, resulting 
in the increasing number of model parameters, the require-
ment of huge hardware computing power, and the risk of 
overfitting. However, In the MOOC scenario, it is necessary 
to understand the learners’ class situation in real-time, and 
to recognize micro-expressions [18, 19]. Meanwhile, in the 
field of facial expression recognition, the datasets are gen-
erally small and insufficient for training complex network 
models. Therefore, it is crucial to a lightweight convolu-
tional neural network is expected.

Notice that web-cameras produce the images with com-
plicated backgrounds, different illuminations, and various 
resolutions. Hence, to develop a reliable facial expression 
recognition model, it is important to selectively amplify the 
influence of valuable features. This inspires us to employ 
an attention mechanism [20, 21], named the squeeze-and-
excitation (SE) blocks [22], to the proposed facial expression 
recognition algorithm. In this way, we cannot only magnify 
the effects of valuable features from global information, but 
also inhibit the useless ones.

Considering that a large amount of labeled data are 
required for training the deep convolutional neural network 
whereas the accessible online data are limited, we propose to 
use the public labeled data as auxiliary data. This brings us 
the problem that different datasets of facial images have dif-
ferent distributions caused by the variant background, illu-
mination, and resolution [23]. Hence, the auxiliary dataset 
cannot be directly used in training the recognition model. 
Targeting at this problem, in the absence of labeled online 
data, we adopt the domain adaptation technique [24–26] to 
solve the problem of distribution difference, such that the 
labeled data can be used to assist the identification of online 
facial expressions. Specifically, to improve the generaliza-
tion ability of the model in the case of complex background, 
illumination, and varied expressions, we adopt the large face 
expression database with labels as the auxiliary domain, 
and transfer the common expression features to the target 
domain.

In summary, we develop a novel framework to access 
learning engagement based on facial expression recognition 

in the MOOC scenario. The facial images of learners are 
obtained based on web-cameras, and an SE-CNN based on 
domain adaptation is designed to detect facial expression to 
access learning engagement. The analysis results can be used 
to improve the effects of MOOC learning.

The main contributions of our paper are summarized as 
following: 

1. We propose a novel framework to assess the learning 
engagement of online learners in the MOOC scenario. 
Our system can effectively perceive learners’ learning 
status by timely recognizing their facial expressions.

2. To fulfill the real-time requirement in the scenario of 
complicated background, different illuminations and 
resolutions, we design a CNN model based on domain 
adaptation for facial expression recognition, which can 
exploit the auxiliary data to alleviate the lack of labeled 
data.

3. To evaluate the engagement of the learning behavior, a 
strategy is proposed to calculate students’ learning status 
and the experiments are conducted to show the effective-
ness of our proposed framework.

The reminder of this paper is organized as follows. In 
Sect. 2, the framework of spontaneous assisted learning in 
MOOC scenario is introduced, and the proposed method 
is described in detail. Section 3 presents the details of our 
experiments and results. Finally, conclusions are drawn in 
Sect. 4.

2  Learning engagement assessment via face 
expression recognition

Before describing our proposed framework, we would like to 
brief the assisted learning in the MOOC education. Specifi-
cally, a learner watches the MOOC instructional videos to 
learn knowledge without teachers’ monitoring, so assessing 
learning engagement [27] is required to evaluate the engage-
ment level of learners. The engagement is a bridge between 
the learner and the learning resource, where emotion could 
be employed to evaluate the engagement.

Formally, let l be a learner and V be the instructional 
video when studying.

The learning engagement assessment system composed 
of face acquisition, facial expression recognition, and learn-
ing engagement assessment in Fig. 1. This system collects 
the student expressions when they are learning MOOC and 
are supervised by the front camera. In this process, the cap-
tured student facial images are preserved by the front cam-
era, which are represented as I = {i1, i2,… , in} . For each 
facial image ik , there would be a corresponding emotion ek.
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The emotion is recognized by the proposed lightweight 
classifier based on the domain adaptation strategy, which 
can recognize the students facial expressions in real time. To 
reduce the influence by the variations of resolution, defini-
tion, and complex backgrounds in the captured images, we 
introduce the attention mechanism SE module.

The recognized emotions are then used to judge the 
student’s real-time concentration and to evaluate the cor-
responding learning effect level. When the student’s concen-
tration is judged to be low based on facial expression rec-
ognition, real-time reminding can be conducted to improve 
the student situation.

At the same time, with this captured emotions, teach-
ers can also master the real-time concentration report and 
the input analysis report of each student, which can help 
students understand the classroom knowledge better and 
pertinently.

In the facial expression recognition model, we recognize 
four most common expressions in the MOOC scenario, 
which are understanding, neutral, disgust, and doubt, based 
on the images captured by the camera in the learning pro-
cess. Based on the four expressions, we propose an evalu-
ation system of the student learning effect. Psychological 
research shows that positive emotions in the learning process 
can improve the learning effect, while negative emotions 
can reduce the learning efficiency. Combined with MOOC’s 
learning environment and learners’ psychological analysis, 
we quantify four kinds of expressions, i.e., assigning under-
standing with 1 point, doubt with 0.7 point, neutral with 0.5 
point, and disgust with 0.1 point. The final score is calcu-
lated as

score =
1 × e1 + 0.7 × e2 + 0.5 × e3 + 0.1 × e4

(e1 + e2 + e3 + e4)
.

where e1 , e2 , e3 and e4 denote the times of occurring under-
standing, neutral, disgust, and doubt, respectively. Finally, 
according to the score calculation, the learning engagement 
is evaluated by Table 1.

3  Face expression recognition based 
on domain‑adaptive CNN

In this section, we present the proposed a lightweight atten-
tional convolutional network for face expression recognition. 
To address the issue of insufficient training data, we extend 
the proposed model using a domain adaption technique to 
explore the additional facial images, which facilitates the 
training process in the case of limited data.

In the MOOC scenario, the photo captured by the web-
cam is often under a complex background. Since we only 
need to focus on the facial region to interpret the expression, 
we need to reduce the impact of the complex background. To 
achieve the goal, a soft attention module is adopted in our 
network. The whole architecture of the proposed network 
is illustrated in Fig. 2, which consists of two parts: feature 
extraction and classification.

Figure 2 indicates that the proposed model accepts two 
inputs, where the first input is the source data sampled from 
the auxiliary training dataset with labels, and the second 
input is the target data sampled from the application data 
without labels. The objective is to explore the features of the 

Fig. 1  The framework of 
spontaneous learning assess-
ment based on facial emotion 
recognition

Table 1  Evaluation of learning

Rank Score Evaluation and explanation

Level 1 0.7–1 Great: high-level concentration
Level 2 0.5–0.7 Not bad: middle-level concentration
Level 3 0–0.5 Not so well: low-level concentration
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source data which are used to assist the identification of the 
target data. We setup a parameter-sharing strategy, that is, 
the feature extraction network of source domain shares all 
the weight parameters with the target domain. The param-
eters are trained using a domain adaptation constraint, as 
discussed in Sect. 3.2.

We employ the same network for the data of both source 
and target domains. In training process, the feature vectors 
A and B of XS and XT are extracted from the source domain 
data Xs and the target domain data XT  , respectively, which 
are input to the network in the domain adaptation layer. 
Because of the parameter sharing strategy, the distribution 
difference of the feature vectors in the adaptation layer could 
reflect the difference between original source data and target 
data. That is, the feature vectors A and B can characterize the 
relations between the input data. Based on this, the Multi-
Kernel Maximum Mean Discrepancies (MK-MMD) [28, 
29] is used to calculate the distribution distance between 
the extracted features, where the distance is regarded as the 
distribution difference between the two domains. When the 
parameter-sharing convolutional neural network is updated, 
the loss generated by XS and y can be propagated to the tar-
get domain through MK-MMD. Hence, the label of XT can 
be inferred, yielding the category prediction of the facial 
expression of the target domain input.

The details of all layer settings are presented in Table 2. 
Specifically, since the webcams used by different learners 
have different resolutions, we set the size of the network 
input to 56 × 56 . After two convolution stages and a max 
pooling stage with the stride of 2 for the dimensional-
ity reduction, we build up deeper stages using the convo-
lution layers with 256 filters and the convolution layers 
with 128 filters, which could hierarchically extract the 
features, producing high-level semantics. All the 6 con-
volutional blocks consist of the feature extraction part, 

and each one composed of a convolutional layer, a batch 
normalization (BN) layer [30], and rectified linear unit 
(ReLU) layer [31]. BN adopts a learnable transformation 
and reconstruction method, so that the data distribution 
of the middle layer does not change in the training pro-
cess, which not only speeds up the convergence speed of 
the network but also yields a higher initial learning rate. 
We apply the ReLU function as the activation function, 
which helps the network converge more rapidly and avoids 
the gradient disappearance problem caused by other acti-
vation functions. The 7 × 7 × 128 feature map generated 
by the last convolutional stage is then input to the fully 

Fig. 2  The algorithm of facial 
expression recognition based 
on attentional convolutional 
network

Table 2  Network structure and parameter information

Type Filters Size Output Parameters

Convolution 64 3 × 3 56 × 56 × 64 2048
SE module – – 56 × 56 × 64 580
Convolution 64 3 × 3 56 × 56 × 64 37,184
SE module – – 56 × 56 × 64 580
Max pooling – 3 × 3/2 28 × 28 × 64 0
Convolution 256 3 × 3 28 × 28 × 256 148,736
SE module – – 28 × 28 × 256 8464
Max pooling – 3 × 3/2 14 × 14 × 256 0
Convolution 256 3 × 3 14 × 14 × 256 591,104
SE module – – 14 × 14 × 256 8464
Convolution 128 3 × 3 14 × 14 × 128 295,552
SE module – – 14 × 14 × 128 2184
Convolution 128 3 × 3 14 × 14 × 128 148,096
SE module – – 14 × 14 × 128 2184
Max pooling – 3 × 3/2 7 × 7 × 128 0
Full connection – – 1 × 1 × 2048 12,855,296
Full connection – – 1 × 1 × 256 525,568
Full connection – – 1 × 1 × 7 1799
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connected layer with 2048 and 256 neurons which is called 
the domain adaptation layer.

Clearly, the domain adaption layer contains highly 
abstracted features with a high dimension, and the fully con-
nected layer can reflect the difference of feature distribution 
extracted for different datasets. As such, the domain adap-
tation strategy can be implemented in this fully connection 
layer to compute the correlations between different inputs. 
Besides, we add a fully connected layer with 256 neurons to 
characterize the nonlinear property of the features, and the 
third fully connected layer with 7 neurons corresponding to 
the 7 expression categories. The SoftMax function is used to 
classify the expression vector, which converts the expression 
vector into the category probabilities.

3.1  Attention‑based feature extraction

To reduce the influence of complex background on expres-
sion recognition in MOOC scene. The convolutional lay-
ers with squeeze and excitation (SE) [22] are employed to 
extract features in consideration of the attentional mecha-
nism. The interdependence of the features between different 
channels can be established by the SE module without intro-
ducing new spatial dimensions for feature fusion. During the 
network training process, the importance of different feature 
channels can be automatically judged by learning, which can 
choose the most effective features from the maps.

Formally, it is assumed that the output of a convolu-
tion stage is Z ∈ R (H ×W × C) with the spatial dimension 
(H ×W) and the channel dimension C. The SE module 
produces a C-dimensional weight vector which is channel-
wisely multiplicated with Z, resulting in a stronger feature 
representation Z̃ ∈ R(H ×W × C).

The detailed architecture of the SE module is illustrated 
in Fig. 3 As seen, the feature compression is performed in 
the spatial dimension, where the W × H × C dimensional 
feature map Z is compressed into 1 × 1 × C dimensional vec-
tor through global average pooling. The compressed vector 

has a global receptive field, and the value C represents the 
amount of information of the original feature map Z.

After compression, we get the global description of the 
feature map, and then excite it using two fully connection 
layers. The size of the first fully connected layer is C/r, 
which is mainly to reduce the complexity of the model and 
improve the generalization ability. It reduces the channel 
dimension to 1/r of the input and recompact the feature 
information. The second fully connected layer promotes the 
(1 × 1 × C)∕r dimension back to 1 × 1 × C dimension, which 
learns the importance levels of different channels through 
nonlinear mapping. Between two FC layers, we use the 
ReLU function to reduce the calculation and prevent the gra-
dient disappearance problem. Through a Sigmoid function, 
the SE module outputs a weight vector which is normalized 
to 0 ∼ 1 . The normalized weight vector is multiplicated with 
the input features in a channel-wise manner. In this way, the 
features of different channels have different contributions 
on facial expression, resulting in efficient feature extraction 
abilities with less network parameters.

In the MOOC scenario, the SE module can help the 
model focus on the important facial features even in com-
plex backgrounds. The network will automatically enhance 
the features which are more useful for the final objective. 
Although it increases the parameter number of the model 
and calculation to a certain extent, the cost is within an 
acceptable range.

3.2  Classification based on domain adaptation

Domain adaptation is a transfer learning method based on 
feature mapping, which projects the data features from the 
source feature space to the target feature space and tries 
to minimize the distribution difference between domains. 
Using this, the target domain data can be classified using 
the knowledge of the source domain.

In the MOOC scenario, the available data of the online 
users are very rare, and the label information is generally 
absent. Hence, we propose to use the existing large number 

Fig. 3  The SE module
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of labeled public data as the source domain datasets, and 
adapt the source information to the target domain, i.e., the 
data of online learners. Targeting at this, we next introduce 
the MK-MMD method in detail.

MK-MMD is a multiple kernel variant of the maximum 
mean discrepancies, which minimizes the distribution dif-
ference of the source and target domains in the reproducing 
kernel Hilbert space (RKHS). This method constructs a total 
kernel function by introducing multiple kernel functions, 
yielding improved feature characterization capabilities. The 
formulation of MK-MMD is written as

where Ep is the expectation with respect to the distribution p 
of the source data, and Eq is the expectation with respect to 
the distribution q of the target data. H is the assemblage of 
the space feature mapping functions, which is characterized 
by the kernel function k(Xs,Xt) = Φ(Xs),Φ(Xt) . By involv-
ing multiple kernels, we have a combined kernel expression 
via the convex combination, which is

where d is the number of kernels, �u represents the weights 
of different kernels. The kernel k can be chosen by the opti-
mal kernel selection strategy. For example, the Gaussian 
kernel function is denoted as

where � is the bandwidth of the Gaussian kernel obtained by 
the median algorithm.

While the source domain and the target domain share 
the same parameters for feature extraction, the features gen-
erated in the source domain cannot be directly adapted to 
the target domain based on fine-tuning only with limited 
supervision of the source data. Instead, the distribution dif-
ference between the source and target features is minimized 
by multi-kernel-based MMD on the fully connected layers 
fc7–fc8. The MK-MMD-based multi-layer adaptation regu-
larizer is added to the loss function, which can be repre-
sented as

where Lc(yp, y) is the classification loss function, yp is the 
label predicted by the network, y is the ground-truth label, � 
is a penalty parameters. Note that the multi-layer adaptation 
regularizer is imposed on both the fc7 layer and the fc8 layer. 
Using MK-MMD in the learning process, the distributions 
of the source domain and the target domain can be similar 
in the resultant feature space.

MMDMK
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]
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‖
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3.3  Training

The training procedure is briefly discussed. We trained 
source and target data on the Intel(R) Core(TM)i9 CPU and 
two Nvidia Tesla 2080Ti GPUs. We use the SGD optimizer 
and the momentum is 0.9. The learning rates should be tuned 
to further optimize the network. The initial optimizer of the 
learning rate is 0.008, and the learning rate decreases by 
0.0001 every one iteration. Each model is trained for 500 
epochs from scratch. Data augmentation is used for the 
images in the training sets to train the model on a larger 
number of images, and make the trained model for invariant 
on small transformations.

4  Experimental results

In this section, we present the experimental details including 
the datasets, the evaluation metrics, and the results.

4.1  Dataset and data preprocessing

We use three datasets to train the network: JAFFE, ck+, and 
RAF-DB, which include seven kinds of expressions: Anger, 
Disgust, Fear, Happy, Sad, Surprise, and Neutral.

The RAF-DB dataset contains 15,339 images, which is 
used as the source domain training data. Due to the sample 
imbalance of different categories in RAD-DB, the number 
of samples of the happy and normal expressions is reduced 
by undersampling method, and the number of samples of the 
angry, disgusted, and afraid expressions is increased by data 
enhancement methods such as random rotation and hori-
zontal flip. The balanced data set contains 14,535 images. 
We use the JAFFE and ck+ datasets as the target domain 
datasets.

JAFFE contains the expression samples of 10 Japanese 
women collected in the laboratory environment, with a total 
of 213 images. Each person has 3 to 4 images, and the distri-
bution of categories is relatively balanced. ck+ is acquired 
by Patrick Lucey of Carnegie Mellon University on the basis 
of CK (Cohn-Kanade dataset). ck+ includes 593 expression 
sequences of 123 subjects, of which 1191 are selected.

To evaluate our proposed system, the dataset consists of 
videos of multiple learners watching MOOC materials. The 
average duration of each video is 10 min. After preliminary 
screening, 162 images are selected as the target domain for 
testing. The videos of learners are assessed in diverse sce-
narios, such as in the room, on the playground, and in the 
lab. The tools, such as webcam, computer camera, mobile 
phone camera, are employed to capture data at any time of 
a day, which may result in different resolutions and illumi-
nation. The resultant dataset contains 98 videos, which are 
considered as the target data. The facial images are extracted 
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from the videos automatically every 2 s. Four kinds of emo-
tions are considered for recognition, including “understand-
ing”, “doubt”, “neutral”, and “disgust”.

4.2  Evaluation metric

Since facial expression recognition in the MOOC scenario is 
considered as a classification problem, confusion matrix and 
accuracy are utilized for evaluating the performance of our 
method. Here are a few concepts to explain first: TP (True 
Positive) is the case of the ground-truth is 1 and the predic-
tion is 1; FN (False Negative) is the case of the ground-truth 
is 0 and the prediction is 0; FP (False Positive) is the case 
of the ground-truth is 0 and the prediction is 1; TN (True 
Negative) is the case of the ground-truth is 1 and the predic-
tion is 0. Classification accuracy is adopted as the evaluation 
metric, which is defined as

Classification error is defined as

Confusion matrix indicates which two categories are easily 
confused to the model. In a multi-class case, the accuracy 
rate is computed as

where i is the i − th category, Ni is the number of the cor-
rectly classified samples in i − th category, and N is the total 
number of the target images.

4.3  Results and analysis

4.3.1  Performance of the model for facial expression 
recognition

Before reporting the performance of our learning-assisted 
system, we first show the performance of the proposed 
face expression recognition algorithm. The intuition of our 
proposed network (named as SE-DAN) is to tackle with 
the issue of insufficient labeled samples in target domain. 
To evaluate the performance of our algorithm, we use the 
source data with labels and the target data without labels to 
train the model, where public datasets are employed, such 
as JAFFE [32], ck+ [33] and RAF-DB [34]. Since the RAF-
DB dataset contains more than ten thousand images, it is 
selected as the source dataset. The JAFFE and ck+ datasets 
are utilized as the target datasets. We compare our algorithm 
with three competitive baselines, including (1) Alexnet [17], 

Accuracy =
TP + FN

TP + FN + FP + TN
.

Error =
TN + FP

TP + FN + FP + TN
.

Accuracy =

7∑

i=1

Ni∕N,

(2) VGG-16 [35], (3) SE-CNN [22], (4) DAN [24]. From 
Table 3, we observe that our algorithm not only has better 
generalization ability compared with the competitors, but 
also can extract the facial expression features more effec-
tively. The accuracy of our algorithm is higher than the oth-
ers, validating that our designed network is more suitable 

Fig. 4  The confusion matrixes of different target datasets

Table 3  The accuracy of different methods

Method Accuracy (JAFFE) Accuracy (ck+)

Alexnet [17] 0.44 0.45
VGG-16 [35] 0.46 0.46
SE-CNN [22] 0.48 0.53
DAN [24] 0.49 0.53
Ours 0.51 0.54
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for facial expression recognition. The confusion matrixes 
are shown in Fig. 4, where the JAFFE dataset is the target 
domain in Fig. 4a, and ck+ is the target domain in Fig. 4b. 
The data distributions of “angry” and “fear” in the target 
domain are significantly different from that of the source 
domain, so the recognition accuracy is rather low. “Disgust”, 
“happy”, and “surprise”, which have similar distributions 
between the source and target domains, yield high recogni-
tion accuracy.

4.3.2  Ablation experiments

Hyper-parameter r in SE block The hyper-parameter r 
denotes the reduction ratio, which not only determines the 
capacity of feature representation in the SE block, but also 
influences the computational cost. Thus, the experiments 
are conducted to investigate the appropriate value of r with 
the leverage of capacity and computational cost. Tables 4 
and 5 show the performance of SE-CNN without involving 
the domain adaptation strategy in the datasets of JAFFE and 
ck+, respectively. The selected values of r include 2, 4, 6, 
8, 16, and 32. From the comparison, the accuracy of facial 
expression recognition increases firstly and then decreases 
with the increase of r. As a result, we could achieve the best 
performance when r is set to 16. Consequently, r = 16 is 
utilized for all experiments.

Fine-tuning with domain adaptation regularization The 
regularization hyper-parameter � affects the loss of the 
domain adaptation regularizer. If � is set too low, it will 
cause minimal impact on the MMD regularizer. On the 
contrary, if � is chosen with a high value, it would regu-
larize heavily with a degenerate representation. Tables 6 
and 7 show the accuracy of facial expression recognition 
with different � , where � is set as 0.2, 0.4, 0.6, 0.8, and 1. 
Tables 6 and 7 correspond to the results on JAFFE and ck+, 

respectively. These results indicate that when � = 0.6, the 
source domain and target domain can be leveraged.

4.3.3  Evaluation on spontaneous learning‑assisted system

For source domain dataset, 12,916 images from the RAF-DB 
dataset are used for training. 162 images from our dataset are 
selected as the target data in training and are also used to test 
different methods. The comparison between the proposed 
learning-assisted system in MOOC scenario with the previ-
ous works are provided in Table 8. As shown, we achieve 
the highest accuracy which is much better than the others. 
Visual examples are shown in Fig. 5, which indicates that the 
learner’s expression can be detected at a fine level. Figure 6 
gives the confusion matrix of our algorithm.

5  Conclusions

In this paper, we present a novel system for assessing learn-
ing engagement based on face expression recognition. To 
tackle the problem of the images obtained by web-camera 
with complicated background, illumination and resolutions, 
an attentional mechanism is embedded in the network for 
feature extraction. A lightweight architecture is designed 
for real-time application, resulting in the SE-CNN for clas-
sification. Moreover, domain adaptation is also employed 
to address the issue caused by the lack of labeled data and 
finally, SE-DAN is proposed for face expression recognition 
to assess the learning status in the MOOC scenario. Experi-
ments show that our proposed method can recognize the 
emotions with high accuracy and with limited labeled data.

The following directions for future research are listed 
below: (1) the facial expression data involved in this 
paper are all static images, but dynamic video sequences 

Table 4  The discussion of 
hyper-parameter r in SE block 
(JAFFE dataset)

r Accuracy

2 0.4513
4 0.4618
8 0.4635
16 0.4772
32 0.4543

Table 5  The discussion of 
hyper-parameter r in SE block 
(ck+ dataset)

r Accuracy

2 0.5102
4 0.5172
8 0.5200
16 0.5330
32 0.5156

Table 6  The accuracy of facial 
expression recognition with 
varies of � in JAFFE dataset

� Accuracy

0.2 0.4818
0.4 0.48987
0.6 0.50881
0.8 0.49539
1 0.46395

Table 7  The accuracy of facial 
expression recognition with 
varies of � in ck+ dataset

� Accuracy

0.2 0.5096
0.4 0.5205
0.6 0.5467
0.8 0.5305
1 0.5263



477Assessing learning engagement based on facial expression recognition in MOOC’s scenario  

1 3

can contain more subtle information about the changes in 
facial expressions. Therefore, in future, the study of video 
sequences can evaluate the learning effect better. (2) The 
lightweight network needs to be designed for real-time 
detection in different hardware devices.
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