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#### Abstract

We study global regularity of nonlinear systems of partial differential equations depending on the symmetric part of the gradient with Dirichlet boundary conditions. These systems arise from variational problems in plasticity with power growth. We cover the full range of exponents $p \in(1, \infty)$. As a novelty the degenerate case for $p>2$ is included. We present a unified approach for all exponents by showing the regularity for general systems of Orlicz growth.


Mathematics Subject Classification 35J57 • 35B65 • 74C05 • 35J60 • 35B65

## 1 Introduction

In this paper we investigate the global regularity of solutions of nonlinear elliptic systems arising from problems in plasticity, see e.g. [25]. In particular, we are interested in systems of the form

$$
\begin{align*}
-\operatorname{div}\left((\delta+|\varepsilon u|)^{p-2} \varepsilon u\right) & =f & & \text { in } \Omega  \tag{1.1}\\
u & =0 & & \text { on } \partial \Omega .
\end{align*}
$$

Here, $\Omega \subset \mathbb{R}^{n}$ is a bounded domain, $p \in(1, \infty), \delta \geq 0, u: \Omega \rightarrow \mathbb{R}^{n}$ is a vector field and $\varepsilon u:=\frac{1}{2}\left(\nabla u+(\nabla u)^{T}\right)$ is the symmetric part of $\nabla u$, also denoted as symmetric gradient.

[^0]Similar systems arise in the context of non-Newtonian fluids (power-law fluids), where additionally a pressure and a incompressibility constraint appears, see e.g. [31]. These are then called $p$-Stokes systems.

For $\delta=0$ our system is also known as the symmetric $p$-Laplace system. Sometimes in the literature the case $\delta=0$ and $1<p<2$ is called singular and the case $\delta=0$ and $p>2$ is called degenerate.

The system (1.1) arises as the Euler-Lagrange equation of the functional

$$
\begin{equation*}
J_{\varphi}(u):=\int_{\Omega} \varphi(|\varepsilon u|) d x-\int_{\Omega} f u d x, \tag{1.2}
\end{equation*}
$$

where $\varphi$ is the Young function

$$
\varphi(t)=\int_{0}^{t}(\delta+s)^{p-2} s d s
$$

For $\delta=0$ we obtain $\varphi(t)=\frac{1}{p} t^{p}$. In fact, although the system (1.1) is our main interest, we also consider systems arising from more general Young functions $\varphi$. Our technique has the advantage that we do not have to distinguish in our proofs the cases $p<2$ and $p>2$ as is often the case in the literature.

In the study of our system (1.1) two quantities are of special interest

$$
\begin{aligned}
& A(\varepsilon u):=(\delta+|\varepsilon u|)^{p-2} \varepsilon u, \\
& V(\varepsilon u):=(\delta+|\varepsilon u|)^{\frac{p-2}{2}} \varepsilon u .
\end{aligned}
$$

The former $A(\varepsilon u)$ is sometimes called the stress tensor. The latter $V(\varepsilon u)$ appears naturally in the study of regularity of nonlinear systems with power growth. Note that $A$ and $V$ fulfill the relation $A(\varepsilon u): \varepsilon u=|V(\varepsilon u)|^{2}$. Our goal is to establish global regularity properties for solutions $u$ of (1.1). This is best expressed in terms of $V(\varepsilon u)$. In particular, we will show that $V(\varepsilon u) \in W^{1,2}(\Omega)$ up to the boundary. This is the natural regularity when applying the technique of difference quotients which formally corresponds to testing the equation with $\Delta u$.

We start by giving an overview of already existing results. Let us begin with the simpler case of the standard $p$-Laplace system, which depends on the gradient $\nabla u$ rather than the symmetric gradient $\varepsilon u$. There the proof of $V(\nabla u) \in W_{\mathrm{loc}}^{1,2}(\Omega)$ is rather classical and can be found e.g. in [32, Theorem 1.11.1], [37, Lemma 3.1] and [1, Proposition 2.4] or in [17, Theorem 11] for Orlicz growth. Global regularity $V(\nabla u) \in W^{1,2}(\Omega)$ has been established in [14] for parabolic systems. The elliptic case is a direct consequence of this by considering the limit $t \rightarrow \infty$.

Let us now discuss the known results on regularity for our system (1.1) with symmetric gradients. Interior regularity $V(\varepsilon u) \in W_{\mathrm{loc}}^{1,2}(\Omega)$ for $A(\varepsilon u)$ roughly of the form $A(\varepsilon u)=$ $(1+|\varepsilon u|)^{p-2} \varepsilon u$ with $p \in(1,2)$ has been shown in [34]. The technique using difference quotients is similar to the one for the case of dependence on $\nabla u$. Only in the case of global regularity $V(\varepsilon u) \in W^{1,2}(\Omega)$ the question becomes significantly more difficult. The first result on global regularity is due to Seregin and Shilkin [36] who proved the global regularity $V(\varepsilon u) \in W^{1,2}(\Omega)$ for the case of a flat boundary and for operators of the form $A(\varepsilon u):=(\delta+$ $|\varepsilon u|)^{p-2} \varepsilon u$, where $1<p \leq 2$ and $\delta>0$. This result was extended by Berselli and Růžička [11] to non-flat boundaries $\partial \Omega$ of class $C^{2,1}$ with $1<p \leq 2$ and $\delta \geq 0$ (see Sect.4.1 for the precise definition of $C^{2,1}$-regular boundaries). The case $p \geq 2$ but with $\delta>0$ (nondegenerate case) has been proved in [9, 12], where also the parabolic situation is investigated. The estimates depend strongly on $\delta>0$ and deteriorate for $\delta \rightarrow 0$. In this paper we will prove $V(\varepsilon u) \in W^{1,2}(\Omega)$ for all $1<p<\infty$ and $\delta \geq 0$. To include all the possible variants
of growth conditions we work in the even more general setting of Orlicz growth. For the special case of $p$-growth our main result is the following Theorem 1.1. The general case can be found in Theorem 2.4.

Theorem 1.1 Let $\Omega$ be a bounded $C^{2,1}$-domain, $1<p<\infty, \delta \geq 0$ and $f \in W_{0}^{1, p^{\prime}}(\Omega)$. Then the system

$$
\begin{aligned}
-\operatorname{div}\left((\delta+|\varepsilon u|)^{p-2} \varepsilon u\right) & =f & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}
$$

has a unique weak solution u fulfilling $V(\varepsilon u):=(\delta+|\varepsilon u|)^{\frac{p-2}{2}} \varepsilon u \in W^{1,2}(\Omega)$ with the estimate

$$
\|V(\varepsilon u)\|_{W^{1,2}(\Omega)}^{2} \lesssim\|f\|_{W^{1, p^{\prime}}}^{p^{\prime}}
$$

If $p \leq 2$, this implies $u \in W^{2, \frac{n p}{n+p-2}}(\Omega)$, and if $p \geq 2$, it implies $u \in W^{1+\frac{2}{p}, p}(\Omega)$.
Our assumption of a $C^{2,1}$-regular boundary is the same that is made in [11]. It is a technical assumption that we need because of the way we locally flatten the boundary. In particular, we straighten the boundary locally only in one direction. A more flexible method would allow slightly less regular boundaries.

Also our assumptions on $f$ are in some cases more stringent than necessary. This is due to the fact that $\varphi$ is a general N -function and does not need to have $p$ growth for one specific $p$. If it was, e.g., of $p$ growth with $1<p \leq 2$, then $f \in L^{p^{\prime}}(\Omega)$ would suffice. However, for $p>2$ it is not sufficient to assume $f \in L^{p^{\prime}}$, see [13, Section 5]. It might be possible to reduce $f \in W^{1, p^{\prime}}$ for $p>2$ to $W^{s, p^{\prime}}$ for some $s \in\left(\frac{p-2}{p}, 1\right)$ as done in [13]. The condition that $f$ vanishes at the boundary is needed in order to perform integration by parts without getting any boundary terms and is important for $p \geq 2$.

Let us make a few additional remarks where the regularity theory of the symmetric $p$ Laplace system lacks behind the one for the $p$-Laplace system involving $\nabla u$ instead of $\varepsilon u$. Higher Hölder regularity $u \in C^{1, \alpha}$, in other words $V(\nabla u) \in C^{0, \beta}$, has been shown in $[1,37]$ for the $p$-Laplace system and in [23] for the corresponding Orlicz growth. Such regularity up to the boundary has been proved in [14] even for parabolic problems. On the other hand, $C^{1, \alpha}$-regularity results are completely open for the symmetric $p$-Laplacian for $n \geq 3$. The case $n=2$ has been solved in [21,29], where even the $p$-Stokes system is covered.

Another aspect of regularity is the one of the stress $A(\nabla u)$ in the case of the $p$-Laplace system. If $f \in L^{n, 1}(\Omega)$ (Lorentz space), then $A(\nabla u) \in L^{\infty}(\Omega)$, $\operatorname{resp} \nabla u \in L^{\infty}(\Omega)$, has been proved in [15, 28]. If $f=\operatorname{div} F$ and $F \in C^{0, \alpha}(\bar{\Omega})$, then $A(\nabla u) \in C^{0, \beta}(\bar{\Omega})$ has been proved in [4]. The maximal regularity $A(\nabla u) \in W^{1,2}(\Omega)$ for the $p$-Laplace system with $f \in L^{2}(\Omega)$ and $p>2(2-\sqrt{2})=1.171532 \ldots$ has been shown in $[3,16]$. The corresponding result $A(\varepsilon u) \in W^{1,2}(\Omega)$ or even $A(\varepsilon u) \in W_{\mathrm{loc}}^{1,2}(\Omega)$ is unsolved for the symmetric $p$-Laplace system. The only known result on regularity transfer from the data to the stress can be found in [19]. There it is shown that if $F \in L^{q}(\Omega)$ with $p \leq q<3 p$ and $n=3$, then $A(\varepsilon u) \in L_{\mathrm{loc}}^{q}(\Omega)$. This is even shown for the $p$-Stokes system.

Let us make a few final remarks on the related $p$-Stokes system, where an additional pressure and incompressibility constraint appear. Here $V(\varepsilon u) \in W^{1,2}(\Omega)$ is only known for systems with quadratic growth. In the language of N -functions this means $\varphi^{\prime \prime}(t) \approx 1$, see e.g. [25]. For $1<p \leq 2$ and $\delta>0$ one has $V(\varepsilon u) \in W^{1, q}(\Omega)$ for some $q<2$, see [10].

The rest of the paper is organized as follows. In Sect. 2 we introduce uniformly convex Nfunctions and formulate our main result in the language of Orlicz spaces. In Sect. 3 we derive

Korn's and Caccioppoli's inequalities in our setting. In Sect. 4 we prove the main result. We do this by showing it first for N -functions with quadratic growth (Sect.4.2) and then use an approximation argument to prove the general case (Sect.4.3). In the "Appendix A" we collect some elementary properties of uniformly convex N -functions that are needed throughout the proofs.

## 2 Objective and main result

Our main focus is the study of system (1.1). This fits nicely in the more general framework of systems with Orlicz growth. In this section we introduce the corresponding partial differential system and the necessary background on Orlicz spaces and N -functions.

### 2.1 Uniformly convex Orlicz spaces

We begin with a bit of standard notation. With $a \lesssim b$ we mean that there exists a constant $c>0$ independent of all important quantities such that $a \leq c b$. If $a \lesssim b$ and $b \lesssim a$, then we write $a \sim b$. We use the notation $a \vee b:=\max (a, b)$ and $a \wedge b:=\min (a, b)$. For a measurable set $U \subset \mathbb{R}^{n}$ and $f \in L^{1}\left(\mathbb{R}^{n}\right)$ we denote by $|U|$ the Lebesgue measure $\mathcal{L}^{n}(U)$ and define

$$
\langle f\rangle_{U}:=f_{U} f(x) d x:=\frac{1}{|U|} \int_{U} f(x) d x .
$$

For a ball $B \subset \mathbb{R}^{n}$ let $2 B$ denote the ball with the same center but twice the diameter. Usually, we denote the radius of a ball $B$ by $r$.

An N -function is a function $\varphi: \mathbb{R}^{\geq 0} \rightarrow \mathbb{R}^{\geq 0}$ which has a right-continuous, non-decreasing derivative $\varphi^{\prime}: \mathbb{R}^{\geq 0} \rightarrow \mathbb{R}^{\geq 0}$, such that $\varphi^{\prime}(0)=0, \varphi^{\prime}(t)>0$ for $t>0, \lim _{t \rightarrow \infty} \varphi^{\prime}(t)=\infty$ and $\varphi(t)=\int_{0}^{t} \varphi^{\prime}(s) d s$ for all $t \geq 0$.

For every N -function $\varphi$ we define its conjugate N -function $\varphi^{*}$ via

$$
\varphi^{*}(s):=\sup _{t \geq 0}(s t-\varphi(t))
$$

With this definition, $\varphi^{*}$ is again an N -function and we have $\varphi^{* *}=\varphi$. If $\varphi^{\prime}$ is increasing we also have $\left(\varphi^{*}\right)^{\prime}(s)=\left(\varphi^{\prime}\right)^{-1}(s)$ for all $s \geq 0$.

For an N -function $\varphi$ and open set $\Omega \subset \mathbb{R}^{n}$ we define the $\operatorname{Orlicz}$ space $L^{\varphi}(\Omega)$ as the set of all measurable functions $v: \Omega \rightarrow \mathbb{R}$ such that $\|v\|_{L^{\varphi}(\Omega)}<\infty$, where

$$
\|v\|_{L^{\varphi}(\Omega)}:=\inf \left\{\lambda>0: \int_{\Omega} \varphi\left(\lambda^{-1}|v(x)|\right) d x \leq 1\right\} .
$$

We define the Sobolev-Orlicz space $W^{1, \varphi}(\Omega):=\left\{v \in L^{\varphi}(\Omega):|\nabla v| \in L^{\varphi}(\Omega)\right\}$ equipped with the norm $\|v\|_{W^{1, \varphi}(\Omega)}:=\|v\|_{L^{\varphi}(\Omega)}+\|\nabla v\|_{L^{\varphi}(\Omega)}$.

The systems that we study require that $\varphi$ fulfills the following condition of uniform convexity, see [18].

Definition 2.1 (Uniform convexity) An N -function $\varphi$ is called uniformly convex, if $\varphi \in$ $C^{1}([0, \infty)) \cap C^{2}((0, \infty))$ and we have

$$
\begin{aligned}
& p^{-}:=\inf _{t>0} \frac{\varphi^{\prime \prime}(t) t}{\varphi^{\prime}(t)}+1>1 \\
& p^{+}:=\sup _{t>0} \frac{\varphi^{\prime \prime}(t) t}{\varphi^{\prime}(t)}+1<\infty .
\end{aligned}
$$

We call $p^{-}$the lower and $p^{+}$the upper index (of uniform convexity) of $\varphi$.
Example 2.2 Standard examples of uniformly convex N -functions are
(a) $\varphi(t)=\frac{1}{p} t^{p}$ with $p \in(1, \infty)$. Then $p^{-}=p^{+}=p$. This example motivates the definition of $p^{-}$and $p^{+}$.
(b) $\varphi(t)=\int_{0}^{t}(\delta+s)^{p-2} s d s \bar{\sim}(\delta+t)^{p-2} t^{2}$ with $p \in(1, \infty)$ and $\delta>0$. Then $p^{-}=p \wedge 2$ and $p^{+}=p \vee 2$.
(c) $\varphi(t)=t^{p}+t^{q}$ with $p, q \in(1, \infty)$. Then $p^{-}=p \wedge q$ and $p^{+}=p \vee q$.

Remark 2.3 An example for a non uniformly convex $\varphi$ is given by

$$
\varphi(t):=\int_{0}^{t} \int_{0}^{s}\left(1+\tau^{2}\right)^{-\mu / 2} d \tau d s
$$

where $\mu \in(1, \infty)$. In this case we have $p^{+}=2$ but $p^{-}=1$. The interior regularity of the corresponding Euler-Lagrange equation with the symmetric gradient (and $f=0$ ) is studied in [26, 27].

Uniform convexity can also be defined for slightly less regular N -functions with $\varphi^{\prime} \in$ $W_{\text {loc }}^{1, \infty}((0, \infty))$ instead of $C^{2}((0, \infty))$, see [18, Definition 28]. We collected some properties of uniformly convex N -functions in the "Appendix", Section A.

### 2.2 Main result

In this section we introduce our system and present our main result on global regularity.
We denote by $\partial_{i}$ the partial derivative and by $\nabla=\left(\partial_{1}, \ldots, \partial_{n}\right)$ the gradient of either a scalar function, a vector field or a tensor field. If $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ is a function then by $\operatorname{div} A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ we mean the row-wise divergence of $A$, i.e. $\operatorname{div} A=\sum_{k=1}^{n} \partial_{k} A_{j, k}$. For matrices $M, N \in \mathbb{R}^{n \times n}$ we define the Euclidean inner product $A: B:=\sum_{i, j=1}^{n} A_{i j} B_{i j}$ and for vectors $u, v$ we set $u \otimes v:=\left(u_{i} v_{j}\right)_{i j}$.

For a vector field $u: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ we define the symmetric gradient $\varepsilon u$ via

$$
\varepsilon u:=\frac{1}{2}\left(\nabla u+(\nabla u)^{T}\right) .
$$

In the following let $\varphi$ be a fixed uniformly convex N -function with indices of uniform convexity $p^{-}$and $p^{+}$. We define the two important quantities $A$ and $V$ as

$$
\begin{equation*}
A(P):=\varphi^{\prime}(|P|) \frac{P}{|P|} \quad \text { and } \quad V(P):=\sqrt{\varphi^{\prime}(|P|)|P|} \frac{P}{|P|} \tag{2.1}
\end{equation*}
$$

with $A(P)=V(P)=0$ for $P=0$. The quantities $A, V$ and the N -function $\varphi$ are closely related by the following formula

$$
\begin{equation*}
A(P): P=|V(P)|^{2} \approx \varphi(|P|) \tag{2.2}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
(A(P)-A(Q)):(P-Q) \bar{\sim}|V(P)-V(Q)|^{2} \approx \varphi^{\prime \prime}(|P|+|Q|)|P-Q|^{2} \tag{2.3}
\end{equation*}
$$

In (2.2) and (2.3) all implicit constants depend only on $p^{-}$and $p^{+}$. These and other useful equivalences can be found in the "Appendix", Section A.

Our main result is the following.
Theorem 2.4 Let $\Omega \subset \mathbb{R}^{n}$ be an open and bounded domain with $C^{2,1}$-regular boundary. Let $\varphi$ be a uniformly convex $N$-function and $A$ and $V$ defined as in (2.1). Then for every $f \in W_{0}^{1, \varphi^{*}}(\Omega)$ the weak solution $u \in W^{1, \varphi}(\Omega)$ to the system of equations

$$
\begin{align*}
-\operatorname{div}(A(\varepsilon u)) & =f \quad \text { in } \Omega,  \tag{2.4}\\
u & =0 \quad \text { on } \partial \Omega
\end{align*}
$$

satisfies $V(\varepsilon u) \in W^{1,2}(\Omega)$ together with the estimate

$$
\begin{equation*}
\|V(\varepsilon u)\|_{W^{1,2}(\Omega)}^{2} \leq c \int_{\Omega} \varphi^{*}(|f|)+\varphi^{*}(|\nabla f|) d x \tag{2.5}
\end{equation*}
$$

where $c>0$ is a constant depending only on $n, \Omega$ and the upper and lower indices of uniform convexity of $\varphi$.

The system (2.4) is the Euler-Lagrange system to the energy (1.2). Note that Theorem 1.1 is a special case of Theorem 2.4 with $\varphi(t)=\int_{0}^{t}(\delta+s)^{p-2} s d s, p \in(1, \infty)$ and $\delta \geq 0$.

## 3 Basic properties of weak solutions

In this section we begin with the basic properties of weak solutions from existence to Caccioppoli estimates. We also present Korn's inequalities that are needed in the context of the symmetric gradient.

### 3.1 Korn's inequality

We say that an N -function $\varphi$ fulfills the $\Delta_{2}$ condition $\left(\varphi \in \Delta_{2}\right)$ if there exists a constant $c>0$ such that for all $t \geq 0$

$$
\begin{equation*}
\varphi(2 t) \leq c \varphi(t) \tag{3.1}
\end{equation*}
$$

We denote by $\Delta_{2}(\varphi)$ the smallest constant $c$ which verifies inequality (3.1). If an $N$-function $\varphi$ is uniformly convex then we have $\varphi \in \Delta_{2}$ and $\varphi^{*} \in \Delta_{2}$.

We need the following Korn-type inequality in Orlicz spaces that can be found for example in [22, Theorem 6.13].

Proposition 3.1 (Korn inequality) Let $\varphi$ be an $N$-function with $\varphi, \varphi^{*} \in \Delta_{2}$. Then for all balls $B \subset \mathbb{R}^{n}$ and $u \in W^{1,1}\left(B ; \mathbb{R}^{n}\right)$ we have

$$
\int_{B} \varphi\left(\left|\nabla u-\langle\nabla u\rangle_{B}\right|\right) d x \leq c_{1} \int_{B} \varphi\left(\left|\varepsilon u-\langle\varepsilon u\rangle_{B}\right|\right) d x
$$

The constants $c_{1}$ depends only on $\Delta_{2}(\varphi), \Delta_{2}\left(\varphi^{*}\right)$ and $n$.

The condition $\varphi, \varphi^{*} \in \Delta_{2}$ is actually necessary, see [5, Theorem 1.1]. As a simple consequence we will obtain the following version for partial zero boundary values.

Proposition 3.2 (Korn inequality; boundary) Let $\varphi$ be an $N$-function with $\varphi, \varphi^{*} \in \Delta_{2}$. Let $\Omega$ be a bounded Lipschitz domain. Let $B \subset \mathbb{R}^{n}$ be a ball with center in $\bar{\Omega}$ such that $\Omega \cap B$ is again a Lipschitz domain. Then for all $u \in W^{1,1}\left(B \cap \Omega ; \mathbb{R}^{n}\right)$ such that $u$ vanishes on $\partial \Omega \cap \bar{B}$ we have

$$
\int_{B \cap \Omega} \varphi(|\nabla u|) d x \leq c_{2} \int_{B \cap \Omega} \varphi(|\varepsilon u|) d x .
$$

The constant $c_{2}$ depends only on $\Delta_{2}(\varphi), \Delta_{2}\left(\varphi^{*}\right)$, $n$ and on the ratio $|B \cap \Omega| /|B|$.
Proof We will reduce the claim to an application of Theorem 3.1. For this we extend $u$ by zero to a $W^{1,1}(B)$ function on the full ball $B$. Then with $B^{+}:=\Omega \cap B$

$$
\begin{equation*}
\int_{B^{+}} \varphi(|\nabla u|) d x=\int_{B} \varphi(|\nabla u|) d x \lesssim \int_{B} \varphi\left(\left|\nabla u-\langle\nabla u\rangle_{B}\right|\right) d x+|B| \varphi\left(\left|\langle\nabla u\rangle_{B}\right|\right) . \tag{3.2}
\end{equation*}
$$

We have

$$
\varphi\left(\left|\langle\nabla u\rangle_{B}\right|\right)=f_{B \backslash B^{+}} \varphi\left(\left|\nabla u-\langle\nabla u\rangle_{B}\right|\right) d x \leq \frac{|B|}{\left|B \backslash B^{+}\right|} f_{B} \varphi\left(\left|\nabla u-\langle\nabla u\rangle_{B}\right|\right) d x .
$$

Combining this with (3.2), Theorem 3.1 and Jensen's inequality we get

$$
\int_{B^{+}} \varphi(|\nabla u|) d x \lesssim \int_{B} \varphi\left(\left|\varepsilon u-\langle\varepsilon u\rangle_{B}\right|\right) d x \lesssim \int_{B} \varphi(|\varepsilon u|) d x=\int_{B^{+}} \varphi(|\varepsilon u|) d x .
$$

This proves the claim.
In similar fashion we have the following Poincaré type inequality.
Proposition 3.3 (Poincaré inequality) Let $\varphi$ be an $N$-function with $\varphi, \varphi^{*} \in \Delta_{2}$.
(a) For all balls $B \subset \mathbb{R}^{n}$ with radius $r$ and $u \in W^{1,1}\left(B ; \mathbb{R}^{n}\right)$ we have

$$
\int_{B} \varphi\left(\left|u-\langle u\rangle_{B}\right|\right) d x \leq c_{1} \int_{B} \varphi(r|\nabla u|) d x .
$$

(b) Let $B \subset \mathbb{R}^{n}$ be a ball with radius $r$ and center in $\bar{\Omega}$ such that $\Omega \cap B$ is again a Lipschitz domain. Then for all $u \in W^{1,1}\left(B \cap \Omega ; \mathbb{R}^{n}\right)$ such that $u$ vanishes on $\partial \Omega \cap \bar{B}$ we have

$$
\int_{B \cap \Omega} \varphi(|u|) d x \leq c_{2} \int_{B \cap \Omega} \varphi(r|\nabla u|) d x .
$$

The constants $c_{1}, c_{2}$ depend only on $\Delta_{2}(\varphi), \Delta_{2}\left(\varphi^{*}\right), n$ and on the ratio $|B \cap \Omega| /|B|$.
The Korn and Poincaré inequality enable us to work in spaces depending on the full gradient instead of the symmetric gradient. In case of non-uniformly convex $\varphi$ optimal embeddings for the spaces with the symmetric gradient can be found in [2].

Note that Propositions 3.1, 3.2 and 3.3 also hold for cylinders instead of balls. We will use them in this form later.

### 3.2 Weak solutions

For every $f \in L^{\varphi^{*}}(\Omega)$ there exists a unique weak solution $u \in W_{0}^{1, \varphi}(\Omega)$ of system (2.4) in the sense that for all $\psi \in W_{0}^{1, \varphi}(\Omega)$ we have

$$
\begin{equation*}
\int_{\Omega} A(\varepsilon u): \varepsilon \psi d x=\int_{\Omega} f \psi d x \tag{3.3}
\end{equation*}
$$

Moreover, testing with $\psi=u$ and using the Poincaré inequality we obtain the standard energy estimate

$$
\begin{equation*}
\int_{\Omega} \varphi(|\varepsilon u|) d x \leq c \int_{\Omega} \varphi^{*}(|f|) d x \tag{3.4}
\end{equation*}
$$

where $c>0$ depends only on $n, \Omega, p^{+}$and $p^{-}$.

### 3.3 Caccioppoli estimates

In this subsection we derive a Caccioppoli-type inequality. Before that we recall some formulas for the symmetric gradient.

If $u \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ is a vector field and $\eta \in C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is a scalar function then

$$
\varepsilon(\eta u)=\eta \varepsilon u+\nabla \eta \otimes_{\varepsilon} u \text {, }
$$

where for $u, v \in \mathbb{R}^{n}$ we set

$$
u \otimes_{\varepsilon} v:=\frac{1}{2}(u \otimes v+v \otimes u)=\frac{1}{2}\left(u_{i} v_{j}+v_{i} u_{j}\right)_{i j} .
$$

The set of smooth functions $u$ with $\varepsilon u=0$ is given by the space of infinitesimal rigid motions

$$
\mathcal{R}:=\left\{x \mapsto A x+b \text {, where } A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^{n}, A^{T}=-A\right\} .
$$

Lemma 3.4 (Caccioppoli inequality) Let u be the weak solution of system (2.4). We then have for every ball $B$ with radius $r$ and $2 B \subset \Omega$ the estimate

$$
\begin{equation*}
f_{B} \varphi(|\varepsilon u|) d x \leq c_{1} \inf _{q \in \mathcal{R}} f_{2 B} \varphi\left(\frac{|u-q|}{r}\right)+\varphi^{*}(r|f|) d x . \tag{3.5}
\end{equation*}
$$

If $B \subset \mathbb{R}^{n}$ is a ball with center in $\bar{\Omega}$ such that $\Omega \cap B$ is again a Lipschitz domain, then for all $u \in W^{1,1}\left(B \cap \Omega ; \mathbb{R}^{n}\right)$ such that $u$ vanishes on $\partial \Omega \cap \bar{B}$ we have

$$
\begin{equation*}
f_{B \cap \Omega} \varphi(|\varepsilon u|) d x \leq c_{2} f_{2 B \cap \Omega} \varphi\left(\frac{|u|}{r}\right)+\varphi^{*}(r|f|) d x . \tag{3.6}
\end{equation*}
$$

The constants $c_{1}, c_{2}>0$ depend only on $p^{-}, p^{+}, n$ and $|\Omega \cap B| /|B|$.
Proof We begin with the case $2 B \subset \Omega$. Let $\eta$ be a cut-off function with $\mathbb{1}_{B} \leq \eta \leq \mathbb{1}_{2 B}$ and $\|\nabla \eta\|_{\infty} \lesssim 1 / r$. For arbitrary $\pi \in \mathcal{R}$ we use the test function $\psi=\eta^{p^{+}}(u-\pi)$. This gives us

$$
f_{2 B} \eta^{p^{+}} A(\varepsilon u): \varepsilon u+p^{+} \eta^{p^{+}-1} A(\varepsilon u): \nabla \eta \otimes_{\varepsilon}(u-\pi) d x=f_{2 B} \eta^{p^{+}} f(u-\pi) d x .
$$

Thus, using the properties of $\eta$ we get

$$
\begin{equation*}
f_{2 B} \eta^{p^{+}} \varphi(|\varepsilon u|) d x \lesssim f_{2 B} \eta^{p^{+}-1} \varphi^{\prime}(|\varepsilon u|) \frac{|u-\pi|}{r} d x+f_{2 B} \eta^{p^{+}}|f||u-\pi| d x . \tag{3.7}
\end{equation*}
$$

The first integral on the right hand side of (3.7) can be estimated using Young's inequality (A.3) and Lemma A.2, giving us for every $\lambda>0$

$$
\begin{aligned}
\eta^{p^{+}-1} \varphi^{\prime}(|\varepsilon u|) \frac{|u|}{r} & \leq \lambda \varphi^{*}\left(\eta^{p^{+}-1} \varphi^{\prime}(|\varepsilon u|)\right)+C_{\lambda} \varphi(|u-\pi| / r) \\
& \lesssim \lambda \eta^{p^{+}} \varphi^{*}\left(\varphi^{\prime}(|\varepsilon u|)\right)+C_{\lambda} \varphi(|u-\pi| / r) \\
& \lesssim \lambda \eta^{p^{+}} \varphi(|\varepsilon u|)+C_{\lambda} \varphi(|u-\pi| / r) .
\end{aligned}
$$

Choosing $\lambda>0$ small enough, we can absorb the first term into the left hand side. The second integral on the right hand side of (3.7) can directly be estimated using Young's inequality (A.3). This shows (3.5).

The boundary estimate (3.6) follows in the same way using the test function $\psi=\eta^{p^{+}} u$. Note that $\psi=0$ on $\partial \Omega$, since $u=0$ on $\partial \Omega$.

## 4 Global regularity

In this section we prove our main result. Since the proof for interior regularity is similar but easier than the proof of boundary regularity, we focus in our presentation on the regularity at the boundary. First, we explain how we treat the boundary by flattening. Secondly, we show our main result for a subclass of Orlicz functions, which we call N -functions with quadratic growth, see Definition 4.1. Afterwards, we use an approximation argument to prove the general case.

### 4.1 Flattening of the boundary

We flatten the boundary by using local isomorphisms which change $\Omega$ only in one direction. Similar to [10] we introduce the following notation. First we fix a point $P \in \partial \Omega$ and define what it means for $\partial \Omega$ to be locally $C^{2,1}$-regular at $P$. For this we fix a local coordinate system in which $P=0$ holds. In this coordinate system we use for every $x \in \mathbb{R}^{n}$ the notation $x^{\prime}:=\left(x_{1}, \ldots, x_{n-1}\right)$. Furthermore, we denote by $B_{r}^{\prime}$ the $(n-1)$-dimensional ball with radius $r$ centered at 0 .

We now say that $\partial \Omega$ is locally $C^{2,1}$-regular at $P$ if there exists $0<r<1$ and a $C^{2,1}$ function $a: B_{r}^{\prime} \rightarrow(-r, r)$ with $a(0)=0$, such that $\partial \Omega$ is locally the graph of $a$, i.e.
(a) $\Omega_{P}:=\left\{x \in \mathbb{R}^{n}: x^{\prime} \in B_{r}^{\prime}, a\left(x^{\prime}\right)<x_{n}<a\left(x^{\prime}\right)+r\right\} \subset \Omega$,
(b) $x \in \partial \Omega \cap\left(B_{r}^{\prime} \times(-r, r)\right) \Longleftrightarrow x_{n}=a\left(x^{\prime}\right)$.

Furthermore, we assume that the local coordinate system is chosen such that $\nabla a(0)=0$ holds. This also implies that we can make $\|a\|_{C^{1}\left(B_{r}^{\prime}\right)}$ arbitrarily small by choosing $r$ small enough. Finally, we say $\partial \Omega$ is $C^{2,1}$-regular, if it is locally $C^{2,1}$-regular at every point $P \in \partial \Omega$.

For $0<\lambda \leq 1$ we define the scaled sets

$$
\lambda \Omega_{P}:=\left\{x \in \mathbb{R}^{n}: x^{\prime} \in B_{\lambda r}^{\prime}, a\left(x^{\prime}\right)<x_{n}<a\left(x^{\prime}\right)+\lambda r\right\} .
$$

We use the notation $B^{+}:=\frac{1}{2} \Omega_{P}$ and $2 B^{+}:=\Omega_{P}$. We call them cylinders at the boundary. We use the convention that we call the first $(n-1)$ directions the tangential directions and denote them with Greek letters. The $n$-th direction we call normal direction. Note however, that while the $n$-th unit vector $e_{n}$ is indeed orthogonal to $\partial \Omega$ at $P$, it is only approximately orthogonal to $\partial \Omega$ at points near $P$. This is due to the curvature of the boundary.

Next we define curved partial derivatives along the boundary. For this we fix a tangential direction $e_{\alpha}$ and define for a function $f: \Omega_{P} \rightarrow \mathbb{R}$ and $h>0$ the tangential translation via

$$
f_{\tau}(x):=f\left(x^{\prime}+h e_{\alpha}, x_{n}+a\left(x^{\prime}+h e_{\alpha}\right)-a\left(x^{\prime}\right)\right) .
$$

For vector- or matrix-valued functions we apply this definition component wise. If $f \in$ $W^{1,1}(\Omega)$ with supp $f \subset \Omega_{P}$ we have for almost every $x \in \Omega_{P}$

$$
\widetilde{\partial}_{\alpha} f(x):=\lim _{h \rightarrow 0} h^{-1}\left(f_{\tau}(x)-f(x)\right)=\partial_{\alpha} f(x)+\partial_{\alpha} a(x) \partial_{n} f(x) .
$$

In case of a (locally) flat boundary this coincides with the partial derivative in the tangential direction $e_{\alpha}$. Otherwise, the second term accounts for the fact that we take the limit of small steps parallel to the boundary and not in the direction of any fixed unit vector. We now collect some formulas for the curved derivatives $\widetilde{\partial}$.

Firstly, the curved derivatives $\widetilde{\partial}_{\alpha}$ do not commute with the standard partial derivatives. A straight-forward calculation reveals that for $f \in W^{1,1}\left(\Omega, \mathbb{R}^{n}\right)$ we have in $\Omega_{P}$

$$
\begin{align*}
\nabla \widetilde{\partial}_{\alpha} f & =\widetilde{\partial}_{\alpha} \nabla f+\partial_{\alpha} \nabla a \otimes \partial_{n} f, \\
\varepsilon\left(\widetilde{\partial}_{\alpha} f\right) & =\widetilde{\partial}_{\alpha} \varepsilon f+\partial_{\alpha} \nabla a \otimes_{\varepsilon} \partial_{n} f,  \tag{4.1}\\
\operatorname{div}\left(\widetilde{\partial}_{\alpha} f\right) & =\widetilde{\partial}_{\alpha} \operatorname{div} f+\partial_{\alpha} \nabla a \cdot \partial_{n} f .
\end{align*}
$$

If $f, g \in W^{1,1}(\Omega)$ with supp $f \cap \operatorname{supp} g \subset \Omega_{P}$ then we have the integration by parts formula

$$
\begin{equation*}
\int_{\Omega_{P}} \widetilde{\partial}_{\alpha} f g d x=-\int_{\Omega_{P}} f \tilde{\partial}_{\alpha} g d x . \tag{4.2}
\end{equation*}
$$

Later on we will frequently use cut-off functions to localize either on a ball in the interior of $\Omega$ or on a cylinder at the boundary of $\Omega$.

Let $B$ be a ball such that $2 B \subset \Omega$. Then we choose $\eta=\eta_{B} \in C_{C}^{\infty}(2 B)$ such that

$$
\begin{equation*}
\mathbb{1}_{B} \leq \eta \leq \mathbb{1}_{2 B} \quad \text { and } \quad r\|\nabla \eta\|_{L^{\infty}}+r^{2}\left\|\nabla^{2} \eta\right\|_{L^{\infty}}+r^{3}\left\|\nabla^{3} \eta\right\|_{L^{\infty}} \leq C, \tag{4.3}
\end{equation*}
$$

where $C>0$ depends only on the dimension $n$.
For cylinders at the boundary we choose a cut-off function $\eta \in C^{\infty}\left(2 B^{+},[0,1]\right)$ such that $\mathbb{1}_{B^{+}} \leq \eta \leq \mathbb{1}_{2 B^{+}}$and the estimate in (4.3) holds. Note that with this definition $\eta$ does not vanish on $\partial \Omega$.

### 4.2 Boundary regularity for systems with quadratic growth

Our main result is proved for general uniformly convex N -functions. While it is in principle possible to work directly in this generality, it is difficult to justify some steps. It is more convenient to work with N -functions that still have some kind of quadratic growth in the sense that $\delta \leq \varphi^{\prime \prime}(t) \leq \delta^{-1}$ for small $\delta>0$. The corresponding partial differential equation then has linear growth. This allows us to work in the framework of $u \in W^{2,2}(\Omega)$ simplifying the calculations. The estimates that we will derive will be independent of the choice of $\delta$ and depend only on $p^{-}$and $p^{+}$. This allows us later by some approximation process of the N -function $\varphi$ to cover the general case of uniformly convex N -functions.

Definition 4.1 ( $N$-functions with quadratic growth) We say that a uniformly convex Nfunction $\varphi$ has quadratic growth if there exists a $\delta>0$ such that for all $t \geq 0$ we have

$$
\delta \leq \varphi^{\prime \prime}(t) \leq \delta^{-1} .
$$

If $\varphi$ has quadratic growth, then $\frac{1}{2} \delta t^{2} \leq \varphi(t) \leq \frac{1}{2} \delta^{-1} t^{2}$ and hence $W^{1, \varphi}(\Omega)=W^{1,2}(\Omega)$ with equivalent norms.

Note that in (2.2) and (2.3) all constants depend on $\varphi$ only through $p^{-}$and $p^{+}$. Using a limiting process we get for every $u \in W^{2,2}(\Omega)$ and almost every $x \in \Omega$ the equivalences

$$
\begin{align*}
\partial_{i} A(\varepsilon u(x)): \partial_{i} \varepsilon u(x) & \approx\left|\partial_{i} V(\varepsilon u(x))\right|^{2} \approx \varphi^{\prime \prime}(|\varepsilon u(x)|)\left|\partial_{i} \varepsilon u(x)\right|^{2}, \\
\text { and } \quad\left|\partial_{i} A(\varepsilon u(x))\right| & \approx \varphi^{\prime \prime}(|\varepsilon u(x)|)\left|\partial_{i} \varepsilon u(x)\right| . \tag{4.4}
\end{align*}
$$

where the implicit constants again only depend on $p^{-}, p^{+}$and $n$. This also holds for the curved derivatives in the sense that for every cylinder $B^{+}$at the boundary and $u \in W^{2,2}\left(B^{+}, \mathbb{R}^{n}\right)$

$$
\begin{equation*}
\widetilde{\partial}_{\alpha} A(\varepsilon u): \widetilde{\partial}_{\alpha} \varepsilon u \bar{\sim}\left|\widetilde{\partial}_{\alpha} V(\varepsilon u)\right|^{2} \tag{4.5}
\end{equation*}
$$

holds pointwise almost everywhere in $B^{+}$with implicit constants depending only on $p^{-}, p^{+}$ and $n$.

The goal is to show the main result for N -function with quadratic growth.
Proposition 4.2 Let $\varphi$ be a uniformly convex $N$-function with quadratic growth, see Definition 4.1. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded $C^{2,1}$-regular domain and $f \in W^{1,2}(\Omega) \cap W_{0}^{1, \varphi^{*}}(\Omega)$. Then there exists a unique weak solution $u \in W_{0}^{1,2}(\Omega) \cap W^{2,2}(\Omega)$ to system (2.4) which fulfills $V(\varepsilon u) \in W^{1,2}(\Omega)$ with the estimate

$$
\begin{equation*}
\int_{\Omega}|\nabla V(\varepsilon u)|^{2} d x \leq c \int_{\Omega} \varphi^{*}(|f|)+\varphi^{*}(|\nabla f|) d x \tag{4.6}
\end{equation*}
$$

where $c>0$ depends only on $\Omega, n$ and the indices $p^{-}$and $p^{+}$of $\varphi$.
We already know that (2.4) admits a unique weak solution. Since $\varphi$ has quadratic growth our system is of 2 -structure in the sense of [11, Definition 2.1]. Thus, using [11, Theorem 1.1] we get even more regularity, namely

$$
u \in W_{0}^{1,2}(\Omega) \cap W^{2,2}(\Omega)
$$

Note that this implies

$$
\begin{equation*}
-\operatorname{div}(A(\varepsilon u(x)))=f(x) \quad \text { for almost every } x \in \Omega \tag{4.7}
\end{equation*}
$$

In order to prove Proposition 4.2, we need to control $\partial_{i} V(\varepsilon u)$ for every direction $1 \leq i \leq n$. In Lemma 4.3 we do this for all directions in the interior and for all tangential derivatives $\partial_{\alpha}$ at the boundary. The main idea is to test the weak equation (3.3) with $\psi=\partial_{\alpha \alpha} u$. Since this is not a test function, we have to multiply it with a cut-off function.

For the normal direction $i=n$ we can not use the same approach, since $\partial_{n n} u$ does not vanish on $\partial \Omega$. Instead, we show in Lemma 4.5 that we can use the pointwise equation (4.7) to bound the normal derivative $\partial_{n} V(\varepsilon u)$ by the tangential derivatives. Lemma 4.4 is an auxiliary Lemma that we need for the proof of Lemma 4.5.

Lemma 4.3 Under the assumptions of Proposition 4.2 we have for every ball $B$ with $2 B \subset \Omega$ and every $1 \leq i \leq n$

$$
\begin{equation*}
r^{2} f_{B}\left|\partial_{i} V(\varepsilon u)\right|^{2} d x \leq c f_{2 B} \varphi^{*}\left(r^{2}|\nabla f|\right)+\varphi(|\varepsilon u|) d x \tag{4.8}
\end{equation*}
$$

where $c>0$ depends only on $n, p^{-}$and $p^{+}$. Furthermore, if $B^{+}$is a cylinder at the boundary of $\Omega, 1 \leq \alpha \leq n-1, \eta$ a cut-off function supported on $2 B^{+}$(see Sect.4.1) and $\kappa>0$, then

$$
\begin{align*}
& r^{2} f_{2 B^{+}} \eta^{2}\left|\partial_{\alpha} V(\varepsilon u)\right|^{2} d x \\
& \quad \leq c \kappa^{-1}\left(r^{2}\left\|\nabla^{2} a\right\|_{L^{\infty}}^{2}+r^{2}\left\|\nabla^{3} a\right\|_{L^{\infty}}+1\right) f_{2 B^{+}} \varphi^{*}\left(r^{2}|\nabla f|\right)+\varphi(|\varepsilon u|) d x  \tag{4.9}\\
& \quad+\left(\kappa+\|\nabla a\|_{L^{\infty}}^{2}\right) r^{2} f_{2 B^{+}} \eta^{2}|\nabla V(\varepsilon u)|^{2} d x .
\end{align*}
$$

Here $c>0$ depends only on $n, p^{-}$and $p^{+}$.

Proof Let us first fix a cylinder $B^{+}$at the boundary of $\Omega$. Multiplying the pointwise equation (4.7) with $\psi:=\widetilde{\partial}_{\alpha}\left(\eta^{2} \widetilde{\partial}_{\alpha} u\right)$ and integrating over $\Omega$ we get

$$
\begin{equation*}
f_{2 B^{+}} \operatorname{div} A(\varepsilon u): \widetilde{\partial}_{\alpha}\left(\eta^{2} \widetilde{\partial}_{\alpha} u\right) d x=f_{2 B^{+}} f \widetilde{\partial}_{\alpha}\left(\eta^{2} \widetilde{\partial}_{\alpha} u\right) d x . \tag{4.10}
\end{equation*}
$$

We estimate the right hand side in (4.10) using the integration by parts formula (4.2), Young's inequality and Korn's inequality:

$$
\begin{aligned}
f_{2 B^{+}} f \widetilde{\partial}_{\alpha}\left(\eta^{2} \widetilde{\partial}_{\alpha} u\right) d x & =-f_{2 B^{+}} \widetilde{\partial}_{\alpha} f \eta^{2} \widetilde{\partial}_{\alpha} u d x \\
& \lesssim r^{-2} \int_{2 B^{+}} \varphi^{*}\left(r^{2}|\nabla f|\right)+\varphi(|\nabla u|) d x \\
& \lesssim r^{-2} f_{2 B^{+}} \varphi^{*}\left(r^{2}|\nabla f|\right)+\varphi(|\varepsilon u|) d x .
\end{aligned}
$$

The left hand side in (4.10) can be rewritten using (4.1) as

$$
\begin{aligned}
f_{2 B^{+}} \operatorname{div} A(\varepsilon u): \widetilde{\partial}_{\alpha}\left(\eta^{2} \widetilde{\partial}_{\alpha} u\right) d x= & f_{2 B^{+}} \widetilde{\partial}_{\alpha} A(\varepsilon u): \varepsilon\left(\eta^{2} \widetilde{\partial}_{\alpha} u\right) d x \\
& -f_{2 B^{+}} A(\varepsilon u): \partial_{\alpha} \nabla a \otimes \partial_{n}\left(\eta^{2} \widetilde{\partial}_{\alpha} u\right) d x \\
:= & T_{1}+T_{2}
\end{aligned}
$$

We have

$$
T_{2}=-\int_{2 B^{+}} \eta^{2} A(\varepsilon u): \partial_{\alpha} \nabla a \otimes \partial_{n} \widetilde{\partial}_{\alpha} u d x-\int_{2 B^{+}} \partial_{n}\left(\eta^{2}\right) A(\varepsilon u): \partial_{\alpha} \nabla a \otimes \widetilde{\partial}_{\alpha} u d x
$$

and thus

$$
\begin{align*}
\left|T_{2}\right| & \lesssim\left\|\nabla^{2} a\right\|_{L^{\infty}} f_{2 B^{+}} \varphi^{\prime}(|\varepsilon u|)|\nabla \varepsilon u|+r^{-1} \varphi^{\prime}(|\varepsilon u|)|\nabla u| d x \\
& \lesssim\left\|\nabla^{2} a\right\|_{L^{\infty}} f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)|\varepsilon u \| \nabla \varepsilon u|+r^{-1} \varphi(|\varepsilon u|) d x . \tag{4.11}
\end{align*}
$$

In the second step we estimated the second summand using the pointwise estimate $\varphi^{\prime}(|\varepsilon u|)|\nabla u| \leq \varphi^{\prime}(|\nabla u|)|\nabla u| \lesssim \varphi(|\nabla u|)$ and Korn's inequality. The remaining first sum-
mand can be estimated with the help of Young's inequality: For every $\lambda>0$ we have

$$
\begin{aligned}
&\left\|\nabla^{2} a\right\|_{L^{\infty}} f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)|\varepsilon u||\nabla \varepsilon u| d x \\
& \lesssim \lambda f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)|\nabla \varepsilon u|^{2} d x+\frac{1}{\lambda}\left\|\nabla^{2} a\right\|_{L^{\infty}}^{2} f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)|\varepsilon u|^{2} d x \\
& \lesssim \lambda f_{2 B^{+}}|\nabla V(\varepsilon u)|^{2} d x+\frac{1}{\lambda}\left\|\nabla^{2} a\right\|_{L^{\infty}}^{2} f_{2 B^{+}} \varphi(|\varepsilon u|) d x .
\end{aligned}
$$

We now turn to $T_{1}$. By (4.1) we have

$$
\begin{aligned}
T_{1}= & f_{2 B^{+}} \widetilde{\partial}_{\alpha} A(\varepsilon u): \eta^{2} \widetilde{\partial}_{\alpha} \varepsilon u d x \\
& +\int_{2 B^{+}} \widetilde{\partial}_{\alpha} A(\varepsilon u): \eta^{2} \partial_{\alpha} \nabla a \otimes_{\varepsilon} \partial_{n} u d x+f_{2 B^{+}} \widetilde{\partial}_{\alpha} A(\varepsilon u): \nabla\left(\eta^{2}\right) \otimes_{\varepsilon} \widetilde{\partial}_{\alpha} u d x \\
:= & T_{1,1}+T_{1,2}+T_{1,3} .
\end{aligned}
$$

Using (4.5) we have

$$
T_{1,1} \bar{\sim} f_{2 B^{+}} \eta^{2}\left|\widetilde{\partial}_{\alpha} V(\varepsilon u)\right|^{2} d x
$$

By the integration by parts formula (4.2) we get

$$
T_{1,2}=-\int_{2 B^{+}} A(\varepsilon u): \tilde{\partial}_{\alpha}\left(\eta^{2} \partial_{\alpha} \nabla a \otimes_{\varepsilon} \partial_{n} u\right) d x,
$$

and thus

$$
\left|T_{1,2}\right| \lesssim f_{2 B^{+}} \varphi^{\prime}(\varepsilon u)\left(r^{-1}\left\|\nabla^{2} a\right\|_{\left.L^{\infty}|\nabla u|+\left\|\nabla^{3} a\right\|_{L^{\infty}}|\nabla u|+\left\|\nabla^{2} a\right\|_{L^{\infty}}|\nabla \varepsilon u|\right) d x . . \text {. } n . ~}\right.
$$

These terms can be estimated the same way we estimated $T_{2}$ in (4.11). Note that this is the only step where we need the full $C^{2,1}$-regularity of the boundary. Similarly, we have for $T_{1,3}$

$$
T_{1,3}=-\int_{2 B^{+}} A(\varepsilon u): \widetilde{\partial}_{\alpha}\left(\nabla\left(\eta^{2}\right) \otimes_{\varepsilon} \widetilde{\partial}_{\alpha} u\right) d x
$$

and thus

$$
\left|T_{1,3}\right| \lesssim f_{2 B^{+}} \varphi^{\prime}(\varepsilon u)\left(r^{-2}|\nabla u|+r^{-1}|\nabla \varepsilon u|\right) d x .
$$

Again, these terms can be estimated the same way as in (4.11). Summarizing our findings so far (and choosing $\lambda$ small enough), we have shown

$$
\begin{aligned}
r^{2} f_{B^{+}}\left|\widetilde{\partial}_{\alpha} V(\varepsilon u)\right|^{2} d x \leq & c f_{2 B^{+}} \varphi^{*}(r|f|)+\varphi^{*}\left(r^{2}|\nabla f|\right)+\varphi(|\varepsilon u|) d x \\
& +\frac{\kappa}{2} r^{2} f_{2 B^{+}}|\nabla V(\varepsilon u)|^{2} d x .
\end{aligned}
$$

To conclude (4.9) from here we simply note that

$$
\left|\partial_{\alpha} V(\varepsilon u)\right| \leq\left|\widetilde{\partial}_{\alpha} V(\varepsilon u)\right|+\|\nabla a\|_{L^{\infty}}|\nabla V(\varepsilon u)| .
$$

Thus, (4.9) follows. The interior estimate (4.8) can be shown in the same way but with many simplifications, since we do not need to use the curved derivatives $\widetilde{\partial}_{\alpha}$.

Lemma 4.4 Let $1 \leq i, j \leq n$ with $(i, j) \neq(n, n)$ and $\kappa \in(0,1)$. Then

$$
\begin{equation*}
\left|\partial_{i} A(\varepsilon u)\right|\left|\partial_{j} \varepsilon u\right| \leq c \kappa^{-1} \sum_{\alpha=1}^{n-1}\left|\partial_{\alpha} V(\varepsilon u)\right|^{2}+\kappa|\nabla V(\varepsilon u)|^{2} \tag{4.12}
\end{equation*}
$$

where $c$ depends only on $n, p^{-}$and $p^{+}$.
Proof Assume $i \neq n$. The case $j \neq n$ can be treated in exactly the same way. By (4.4) we have for every $\kappa>0$

$$
\begin{aligned}
& \left|\partial_{i} A(\varepsilon u)\right|\left|\partial_{j} \varepsilon u\right| \lesssim \varphi^{\prime \prime}(|\varepsilon u|)\left|\partial_{i} \varepsilon u\right|\left|\partial_{j} \varepsilon u\right| \\
& \quad \leq \frac{1}{2 \kappa} \varphi^{\prime \prime}(|\varepsilon u|)\left|\partial_{i} \varepsilon u\right|^{2}+\frac{\kappa}{2} \varphi^{\prime \prime}(|\varepsilon u|)\left|\partial_{j} \varepsilon u\right|^{2} \\
& \quad \lesssim \kappa^{-1}\left|\partial_{i} V(\varepsilon u)\right|^{2}+\kappa\left|\partial_{j} V(\varepsilon u)\right|^{2} .
\end{aligned}
$$

This finishes the proof.
Lemma 4.5 Let $2 B^{+}$be a cylinder at the boundary and $\eta$ a cut-off function supported on $2 B^{+}$. Then

$$
\begin{align*}
r^{2} f_{2 B^{+}} \eta^{2}\left|\partial_{n} V(\varepsilon u)\right|^{2} d x \leq & \frac{c}{\kappa} \int_{2 B^{+}} \varphi^{*}(r|f|)+\varphi^{*}\left(r^{2}|\nabla f|\right)+\varphi(|\varepsilon u|) d x  \tag{4.13}\\
& +\left(\kappa+\|\nabla a\|_{\infty}^{2}\right) r^{2} f_{2 B^{+}} \eta^{2}|\nabla V(\varepsilon u)|^{2} d x
\end{align*}
$$

where $c>0$ depends on $p^{-}, p^{+}, n, r\left\|\nabla^{2} a\right\|_{\infty}$ and $r^{2}\left\|\nabla^{3} a\right\|_{\infty}$.
Proof We adopt the method used in [36]. Recall that we use the convention that the greek indices $\alpha$ and $\beta$ run only over the tangential directions $1, \ldots, n-1$. We have

$$
\begin{aligned}
f_{2 B^{+}} \eta^{2} \partial_{n} A(\varepsilon u): \partial_{n} \varepsilon u d x= & \sum_{\alpha, \beta} f_{2 B^{+}} \eta^{2} \partial_{n} A(\varepsilon u)_{\alpha \beta} \partial_{n} \varepsilon_{\alpha \beta} u d x \\
& +2 \sum_{\alpha} f_{2 B^{+}} \eta^{2} \partial_{n} A(\varepsilon u)_{\alpha n} \partial_{n} \varepsilon_{\alpha n} u d x \\
& +f_{2 B^{+}} \eta^{2} \partial_{n} A(\varepsilon u)_{n n} \partial_{n} \varepsilon_{n n} u d x \\
:= & S_{1}+S_{2}+S_{3} .
\end{aligned}
$$

We start by estimating $S_{2}$. Using the pointwise equation (4.7) we have

$$
\frac{1}{2} S_{2}=-\sum_{\alpha \beta} f_{2 B^{+}} \eta^{2} \partial_{\beta} A(\varepsilon u)_{\alpha \beta} \partial_{n} \varepsilon_{\alpha n} u d x+\sum_{\alpha} f_{2 B^{+}} \eta^{2} f_{\alpha} \partial_{n} \varepsilon_{\alpha n} u d x
$$

The first sum can be estimated using Lemmas 4.4 and 4.3. To estimate the second sum we use integration by parts. Because $\eta^{2} f$ vanishes on all of $\partial\left(2 B^{+}\right)$, we get no boundary terms. Thus

$$
\begin{aligned}
f_{2 B^{+}} \eta^{2} f_{\alpha} \partial_{n} \varepsilon_{\alpha n} u d x & =-\int_{2 B^{+}}\left(\eta^{2} \partial_{n} f_{\alpha}+\partial_{n}\left(\eta^{2}\right) f_{\alpha}\right) \varepsilon_{\alpha n} u d x \\
& \lesssim f_{2 B^{+}}|\varepsilon u||\nabla f|+r^{-1}|\varepsilon u||f| d x .
\end{aligned}
$$

Using Young's inequality A.3, we can estimate both summands. Indeed, we have

$$
|\varepsilon u||\nabla f| \lesssim r^{-2}\left(\varphi(|\varepsilon u|)+\varphi^{*}\left(r^{2}|\nabla f|\right)\right),
$$

and

$$
r^{-1}|\varepsilon u||f| \lesssim r^{-2}\left(\varphi(|\varepsilon u|)+\varphi^{*}(r|f|)\right) .
$$

We thus have shown

$$
S_{2} \leq \frac{c}{r^{2}} f_{2 B^{+}} \varphi^{*}(r|f|)+\varphi^{*}\left(r^{2}|\nabla f|\right)+\varphi(|\varepsilon u|) d x
$$

We can bound $S_{3}$ using the same strategy. We are thus left with bounding $S_{1}$. For this we use the identity

$$
\partial_{n} \varepsilon_{\alpha \beta} u=\partial_{\alpha} \varepsilon_{\beta n} u+\partial_{\beta} \varepsilon_{\alpha n} u-\partial_{\alpha \beta} u_{n} .
$$

This identity allows us to split $S_{1}$ into three terms, the first two of which can again be estimated using Lemmas 4.4 and 4.3. This leaves us only with the third term, which we can write as

$$
\begin{equation*}
\sum_{\alpha \beta} f_{2 B^{+}} \eta^{2} \partial_{n} A(\varepsilon u)_{\alpha \beta} \partial_{\alpha \beta} u_{n} d x=A_{1}+A_{2}+A_{3}+A_{4} \tag{4.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{1}:=\sum_{\alpha \beta} f_{2 B^{+}} \partial_{\alpha} A(\varepsilon u)_{\alpha \beta} \partial_{n} \eta^{2} \partial_{\beta} u_{n} d x, \\
& A_{2}:=\sum_{\alpha \beta} f_{2 B^{+}} \partial_{\alpha} A(\varepsilon u)_{\alpha \beta} \eta^{2} \partial_{\beta} \varepsilon_{n n} u d x, \\
& A_{3}:=\sum_{\alpha \beta} f_{2 B^{+}} A(\varepsilon u)_{\alpha \beta} \partial_{\alpha n} \eta^{2} \partial_{\beta} u_{n} d x, \\
& A_{4}:=\sum_{\alpha \beta} f_{2 B^{+}} A(\varepsilon u)_{\alpha \beta} \partial_{\alpha} \eta^{2} \partial_{\beta} \varepsilon_{n n} u d x .
\end{aligned}
$$

Here we used integration by parts to move the $\partial_{n}$ away from $A(\varepsilon u)$ and the $\partial_{\alpha}$ away from $u_{n}$, and the fact that $\partial_{n} u_{n}=\varepsilon_{n n} u$. We have

$$
\begin{aligned}
A_{1}+A_{3} & =\sum_{\alpha \beta} f_{2 B^{+}} \partial_{\alpha}\left(A(\varepsilon u) \partial_{n} \eta^{2}\right) \partial_{\beta} u_{n} d x \\
& =-\sum_{\alpha \beta} f_{2 B^{+}} A(\varepsilon u) \partial_{n} \eta^{2} \partial_{\alpha \beta} u_{n} d x .
\end{aligned}
$$

Therefore, by Young's inequality, we have for all $\lambda>0$

$$
\begin{aligned}
\left|A_{1}+A_{3}\right| & \lesssim \frac{1}{r} f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)|\varepsilon u||\nabla \varepsilon u| d x \\
& \lesssim \frac{1}{\lambda r^{2}} f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)|\varepsilon u|^{2} d x+\lambda f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)|\nabla \varepsilon u|^{2} d x \\
& \lesssim \frac{1}{\lambda r^{2}} f_{2 B^{+}} \varphi(|\varepsilon u|) d x+\lambda f_{2 B^{+}}|\nabla V(\varepsilon u)|^{2} d x .
\end{aligned}
$$

The term $A_{4}$ can be estimated in exactly the same way.

For $A_{2}$ we have

$$
\begin{aligned}
\left|A_{2}\right| & \lesssim \sum_{\alpha \beta} f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)\left|\partial_{\alpha} \varepsilon u\right|\left|\partial_{\beta} \varepsilon u\right| d x \\
& \leq \frac{1}{2} \sum_{\alpha \beta} f_{2 B^{+}} \varphi^{\prime \prime}(|\varepsilon u|)\left(\left|\partial_{\alpha} \varepsilon u\right|^{2}+\left|\partial_{\beta} \varepsilon u\right|^{2}\right) d x .
\end{aligned}
$$

Both terms can be estimated with the help of Lemma 4.3. Collecting our estimates for $A_{1}, \ldots, A_{4}$, we get the claimed estimate for $S_{1}$ which together with the estimates for $S_{2}$ and $S_{3}$ completes the proof.

We are now ready to prove the main Proposition of this section.
Proof of Proposition 4.2 For every cylinder $B^{+}$at the boundary and every cut-off function $\eta$ supported on $2 B^{+}$we know by Lemmas 4.3 and 4.5 that for every $\kappa>0$ we have

$$
\begin{aligned}
r^{2} f_{2 B^{+}} \eta^{2}|\nabla V(\varepsilon u)|^{2} d x \leq & C_{\kappa} f_{2 B^{+}} \varphi^{*}(r|f|)+\varphi^{*}\left(r^{2}|\nabla f|\right)+\varphi(|\varepsilon u|) d x \\
& +n\left(\kappa+\|\nabla a\|_{L^{\infty}}^{2}\right) r^{2} f_{2 B^{+}} \eta^{2}|\nabla V(\varepsilon u)|^{2} d x
\end{aligned}
$$

If we choose $\kappa$ and $B^{+}$sufficiently small we can assume that

$$
\begin{equation*}
n\left(\kappa+\|\nabla a\|_{L^{\infty}}^{2}\right) \leq \frac{1}{2} . \tag{4.15}
\end{equation*}
$$

With this assumption and using $r<\operatorname{diam}(\Omega)$ and Lemma A. 2 we get

$$
\begin{equation*}
r^{2} \int_{2 B^{+}} \eta^{2}|\nabla V(\varepsilon u)|^{2} d x \leq \tilde{c} \int_{2 B^{+}} \varphi^{*}(|f|)+\varphi^{*}(|\nabla f|)+\varphi(|\varepsilon u|) d x \tag{4.16}
\end{equation*}
$$

The same bound holds for all interior balls $B$ with $2 B \subset \Omega$.
We now cover $\Omega$ by choosing a finite collection of balls $\left(B_{i}\right)_{i \in I}$ resp. cylinders at the boundary $\left(B_{j}^{+}\right)_{j \in J}$ such that
(a) The $B_{i}$ together with the $B_{j}^{+}$cover $\Omega$,
(b) $2 B_{i} \subset \Omega$ resp. $2 B_{j}^{+} \subset \Omega$ holds for all $i \in I$ resp. $j \in J$,
(c) There exists a natural number $C=C(n)$ such that every $x \in \Omega$ is contained in at most $C$ of the $B_{i}$ or $B_{j}^{+}$.

Additionally we assume that (4.15) holds for all of the $B_{j}^{+}$. We denote by $\eta_{i}$ resp. $\eta_{j}$ the cut-off function corresponding to $B_{i}$ resp. $B_{j}^{+}$. We have

$$
\begin{aligned}
\int_{\Omega}|\nabla V(\varepsilon u)|^{2} d x & \leq \sum_{i} \int_{B_{i}}|\nabla V(\varepsilon u)|^{2} d x+\sum_{j} \int_{B_{j}^{+}}|\nabla V(\varepsilon u)|^{2} d x \\
& \leq \sum_{i} \int_{2 B_{i}} r_{i}^{2} \eta_{i}^{2}|\nabla V(\varepsilon u)|^{2} d x+\sum_{j} \int_{2 B_{j}^{+}} r_{j}^{2} \eta_{j}^{2}|\nabla V(\varepsilon u)|^{2} d x .
\end{aligned}
$$

Using (4.16) and the finite overlap of our covering we get

$$
\int_{\Omega}|\nabla V(\varepsilon u)|^{2} d x \leq c \int_{\Omega} \varphi^{*}(|f|)+\varphi^{*}(|\nabla f|)+\varphi(|\varepsilon u|) d x .
$$

Together with the energy estimate (3.4) this implies the claimed bound.

### 4.3 Passage to the limit

Proposition 4.2 already contains the results of Theorem 2.4 but is restricted to N -functions with quadratic growth. In this section we will show how to approximate every uniformly convex N -function by those with quadratic growth and how to pass to the limit.

For this let $\varphi$ be a uniformly convex N -function. For every $0 \leq \delta^{-} \leq \delta^{+} \leq \infty$ and $\delta:=\left(\delta^{-}, \delta^{+}\right)$we define the truncated N -functions $\varphi_{\delta}=\varphi_{\left(\delta^{-}, \delta^{+}\right)}$via

$$
\varphi_{\delta}^{\prime}(t)=\varphi_{\left(\delta^{-}, \delta^{+}\right)}^{\prime}(t):=\frac{\varphi^{\prime}\left(\delta^{-} \vee t \wedge \delta^{+}\right)}{\delta^{-} \vee t \wedge \delta^{+}} t
$$

and $\varphi_{\delta}(t):=\int_{0}^{t} \varphi_{\delta}^{\prime}(s) d s$. These functions were introduced in [18]. See the "Appendix" for more details. For example by Lemma A. 6 we know that $\varphi_{\delta}$ is a uniformly convex N -function with quadratic growth.

Accordingly, we define for $Q \in \mathbb{R}^{n \times n}$

$$
\begin{equation*}
A_{\delta}(Q):=\varphi_{\delta}^{\prime}(|Q|) \frac{Q}{|Q|} \quad \text { and } \quad V_{\delta}(Q):=\sqrt{\varphi_{\delta}^{\prime}(|Q|)|Q|} \frac{Q}{|Q|} \tag{4.17}
\end{equation*}
$$

We can apply Proposition 4.2 only to systems where $f$ is contained in $W^{1,2}(\Omega)$. Thus we also need to approximate $f$. For this we perform a Lipschitz truncation, i.e. we approximate $f$ by functions $f_{\delta} \in W^{1, \infty}(\Omega)$ which agree with $f$ outside of a small set.

As an auxiliary tool we need the Hardy-Littlewood maximal operator

$$
(M f)(x):=\sup _{r>0} f_{B_{r}(x)}|f| d y .
$$

To approximate $f$ we will use the following approximation result.
Lemma 4.6 (Lipschitz truncation) Let $\Omega \subset \mathbb{R}^{n}$ be a Lipschitz domain. Let $\varphi$ be a uniformly convex $N$-function. Let $v \in W_{0}^{1, \varphi}(\Omega)$. Then for all $\lambda>0$ there exists $T_{\lambda} v \in W_{0}^{1, \infty}(\Omega)$ with the following properties
(a) $\left\{v \neq T_{\lambda} v\right\} \subset\{M(\nabla v)>\lambda\}$.
(b) $\left\|T_{\lambda} v\right\|_{L^{\varphi}(\Omega)} \lesssim\|v\|_{L^{\varphi}(\Omega)}$ and $\int_{\Omega} \varphi\left(\left|T_{\lambda} v\right|\right) d x \lesssim \int_{\Omega} \varphi(|v|) d x$.
(c) $\left\|\nabla T_{\lambda} v\right\|_{L^{\varphi}(\Omega)} \lesssim\|\nabla v\|_{L^{\varphi}(\Omega)}$ and $\int_{\Omega} \varphi\left(\left|\nabla T_{\lambda} v\right|\right) d x \lesssim \int_{\Omega} \varphi(|\nabla v|) d x$.
(d) $\left|\nabla T_{\lambda} v\right| \lesssim \lambda \mathbb{1}_{\{M(\nabla v)>\lambda\}}+|\nabla v|_{\Omega \backslash\{M(\nabla v)>\lambda\}} \leq \lambda$ almost everywhere.
(e) $\left\|\nabla\left(v-T_{\lambda} v\right)\right\|_{L^{\varphi}(\Omega)} \lesssim\|\nabla v\|_{L^{\varphi}(\Omega)}$.
(f) $\int_{\Omega} \varphi\left(\left|\nabla\left(v-T_{\lambda} v\right)\right|\right) d x \lesssim \int_{\Omega} \mathbb{1}_{\{M(\nabla v)>\lambda\}} \varphi(|\nabla v|) d x$.
(g) $T_{\lambda} v \rightarrow v$ in $W_{0}^{1, \varphi}(\Omega)$ as $\lambda \rightarrow \infty$.

The hidden constants only depend on the indices $p^{-}$and $p^{+}$of $\varphi$ and $\Omega$.
Proof The uniform convexity of $\varphi$ ensures that $1<p^{-} \leq p^{+}<\infty$. Now, the proof follows exactly as in [7, 20]. However, the boundedness of the maximal operator $M$ in $L^{p}$ has to be replaced by the corresponding results on Orlicz spaces, see [30].

We are now ready to prove Theorem 2.4.
Proof of Theorem 2.4 In order to apply Proposition 4.2 we approximate $f$ by applying the above Lipschitz truncation $f_{\delta}:=T_{\lambda} f \in W_{0}^{1, \infty}(\Omega)$ on the level $\lambda=c \varphi^{\prime}\left(\delta^{+}\right)$, so that $\left|\nabla f_{\delta}\right| \leq$ $\varphi^{\prime}\left(\delta^{+}\right)$. The level $\lambda=c \varphi^{\prime}\left(\delta^{+}\right)$is chosen in such a way that the truncation of $\varphi$ at $\delta^{+}$(near $\infty)$ does not see the difference between $\nabla f_{\delta}$ and $\nabla f$.

By Proposition 4.2 we know that for every $0<\delta^{-} \leq \delta^{+}<\infty$ there exists a unique solution $u_{\delta} \in W_{0}^{1, \varphi_{\delta}}(\Omega)$ such that

$$
\begin{aligned}
-\operatorname{div}\left(A_{\delta}\left(\varepsilon u_{\delta}\right)\right) & =f_{\delta} \quad \text { in } \Omega \\
u_{\delta} & =0 \quad \text { on } \partial \Omega
\end{aligned}
$$

and (also using the Orlicz-Poincaré inequality Propositon 3.3)

$$
\begin{equation*}
\left\|V_{\delta}\left(\varepsilon u_{\delta}\right)\right\|_{W^{1,2}(\Omega)}^{2} \leq c \int_{\Omega} \varphi_{\delta}^{*}\left(\left|\nabla f_{\delta}\right|\right) d x:=c K_{\delta} \tag{4.18}
\end{equation*}
$$

where $c$ is independent of $\delta$. In a moment, it will turn out that $K_{\delta}$ can be bounded independently of $\delta$. Using $\left|\nabla f_{\delta}\right| \leq \varphi^{\prime}\left(\delta^{+}\right)$, Lemmas A. 6 (d) and 4.6 we have

$$
\begin{aligned}
K_{\delta} & =\int_{\Omega}\left(\varphi^{*}\right)_{\varphi^{\prime}(\delta), \varphi^{\prime}\left(\delta^{+}\right)}\left(\left|\nabla f_{\delta}\right|\right) d x \\
& =\int_{\Omega}\left(\varphi^{*}\right)_{\varphi^{\prime}(\delta), \infty}\left(\left|\nabla f_{\delta}\right|\right) d x \\
& \lesssim \varphi\left(\delta^{-}\right)+\int_{\Omega} \varphi^{*}\left(\left|\nabla f_{\delta}\right|\right) d x \\
& \lesssim \varphi\left(\delta^{-}\right)+\int_{\Omega} \varphi^{*}(|\nabla f|) d x .
\end{aligned}
$$

The first term vanishes as $\delta^{-} \rightarrow 0$. Thus, combining this with (4.18), we have uniformly in $\delta$

$$
\begin{equation*}
\left\|V_{\delta}\left(\varepsilon u_{\delta}\right)\right\|_{W^{1,2}(\Omega)}^{2} \lesssim \varphi\left(\delta^{-}\right)+\int_{\Omega} \varphi^{*}(|\nabla f|) d x \tag{4.19}
\end{equation*}
$$

In the following we assume $\delta^{-} \leq 1$ and $\delta^{+} \geq 1$ and are interesting in the limit $\delta^{-} \rightarrow 0$ and $\delta^{+} \rightarrow \infty$. Since $\left\|V_{\delta}\left(\varepsilon u_{\delta}\right)\right\|_{L^{2}(\Omega)}$ is uniformly bounded, so is $\left\|\varepsilon u_{\delta}\right\|_{L^{\varphi_{\delta}(\Omega)}}$. Setting $s:=p^{-} \wedge 2$, Lemma A. 7 implies that the $u_{\delta}$ are uniformly bounded in $W^{1, s}(\Omega)$. Thus, after passing to a (non relabeled) subsequence we have for some $u^{*} \in W^{1, s}(\Omega)$

$$
\begin{array}{lc}
u_{\delta} \rightharpoonup u^{*} & \text { weakly in } W^{1, s}(\Omega)  \tag{4.20}\\
u_{\delta} \rightarrow u^{*} & \text { strongly in } L^{s} .
\end{array}
$$

In the following we will show that $u^{*}$ fulfills the regularity estimate (2.5) and then that it is indeed the weak solution to the system (2.4).

From (4.19) we can assume that there exists $Q \in W^{1,2}(\Omega)$ such that

$$
\begin{array}{ll}
V_{\delta}\left(\varepsilon u_{\delta}\right) \rightarrow Q & \text { weakly in } W^{1,2}(\Omega) \\
V_{\delta}\left(\varepsilon u_{\delta}\right) \rightarrow Q & \text { strongly in } L^{2}(\Omega)  \tag{4.21}\\
V_{\delta}\left(\varepsilon u_{\delta}\right) \rightarrow Q & \text { pointwise almost everywhere in } \Omega .
\end{array}
$$

Using Lemma A.9, the pointwise convergence in (4.21) implies that $\varepsilon u_{\delta}=V_{\delta}^{-1} \circ V_{\delta}\left(\varepsilon u_{\delta}\right)$ converges pointwise almost everywhere to $V^{-1}(Q)$. Since we also know from (4.20) that $\varepsilon u_{\delta} \Delta \varepsilon u^{*}$ weakly in $L^{s}$, we have $V\left(\varepsilon u^{*}\right)=Q$. We can now use the first convergence in (4.21) together with the uniform bound (4.19) to conclude

$$
\begin{equation*}
\left\|V\left(\varepsilon u^{*}\right)\right\|_{W^{1,2}(\Omega)}^{2} \leq c\left(n, \Omega, p^{-}, p^{+}\right) \int_{\Omega} \varphi^{*}(|\nabla f|) d x \tag{4.22}
\end{equation*}
$$

We are left to show that $u^{*}$ is the weak solution of the system (2.4). Using Lemma A. 9 we know that $A_{\delta}\left(\varepsilon u_{\delta}\right) \rightarrow A\left(\varepsilon u^{*}\right)$ almost everywhere. Note that

$$
\int_{\Omega}\left(\varphi_{\delta}\right)^{*}\left(\left|A_{\delta}\left(\varepsilon u_{\delta}\right)\right|\right) d x \bar{\sim} \int_{\Omega} \varphi_{\delta}\left(\left|\varepsilon u_{\delta}\right|\right) d x \leq c(\Omega, f)
$$

Thus, by Lemma A.7, $\varepsilon u_{\delta}$ is uniformly bounded in $L^{p^{-} \wedge 2}(\Omega)$ and $A_{\delta}\left(\varepsilon u_{\delta}\right)$ uniformly bounded in $L^{\left(p^{+}\right)^{\prime} \wedge 2}(\Omega)$. This together with the almost everywhere convergence imply convergence in $L^{1}$ (for a subsequence). Thus, $A_{\delta}\left(\varepsilon u_{\delta}\right) \rightarrow A\left(\varepsilon u^{*}\right)$ in $L^{1}(\Omega)$. This implies for all $\psi \in C_{c}^{\infty}(\Omega)$

$$
\begin{aligned}
\left\langle A\left(\varepsilon u^{*}\right), \varepsilon \psi\right\rangle & =\lim _{\delta \rightarrow 0}\left\langle A_{\delta}\left(\varepsilon u_{\delta}\right), \varepsilon \psi\right\rangle \\
& =\lim _{\delta \rightarrow 0}\left\langle f_{\delta}, \psi\right\rangle \\
& =\langle f, \psi\rangle .
\end{aligned}
$$

This shows that $u^{*}$ indeed solves (2.4) in the weak sense. Therefore, (4.22) gives us the claimed bound (2.5), which finishes the proof.

Finally, we prove Theorem 1.1.
Proof of Theorem 1.1 We restrict our proof to the difficult case $\delta=0$. The simpler case $\delta>0$ can be treated in the same way. The claimed estimate follows immediately from Theorem 2.4. We are thus left to prove the claimed Sobolev regularity of $u$. In the case $p \geq 2$ we note that $V(\varepsilon u)=|\varepsilon u|^{\frac{p-2}{2}} \varepsilon u$ implies

$$
\varepsilon u=|V(\varepsilon u)|^{\frac{2}{p}} \frac{V(\varepsilon u)}{|V(\varepsilon u)|} .,
$$

Using [8, Proposition 4.4] ${ }^{1}$ we get that $\varepsilon u \in W^{2 / p, p}$ and thus by Korn's inequality $u \in$ $W^{1+2 / p, p}$.

For $p<2$ we first note that by Sobolevs embedding we have

$$
V(\varepsilon u) \in W^{1,2}(\Omega) \Longrightarrow V(\varepsilon u) \in L^{\frac{2 n}{n-2}}(\Omega) \Longrightarrow \varepsilon u \in L^{\frac{n p}{n-2}} .
$$

Setting $r:=\frac{n p}{n+p-2}$ we get

$$
\begin{aligned}
\int_{\Omega}|\nabla \varepsilon u|^{r} d x & =\int_{\Omega}\left(|\nabla \varepsilon u|^{2}|\varepsilon u|^{p-2}\right)^{r / 2}|\varepsilon u|^{\frac{(2-p) r}{2}} d x \\
& \lesssim\left(\int_{\Omega}|\nabla V(\varepsilon u)|^{2} d x\right)^{r / 2}\left(\int_{\Omega}|\varepsilon u|^{\frac{n p}{n-2}} d x\right)^{\frac{2-r}{2}} .
\end{aligned}
$$

We thus have $\nabla \varepsilon u \in L^{r}(\Omega)$ which implies $u \in W^{2, r}(\Omega)$.

Funding Open Access funding enabled and organized by Projekt DEAL.
Data availability Data sharing is not applicable to this article as no new data were created or analyzed in this study.

[^1]Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

## Appendix A. Uniformly convex N -functions

In this "Appendix" we collect some properties of uniformly convex N -functions (also called uniformly convex Young functions), see Definition 2.1. We will carefully ensure that all constants (implicit and explicit) in this section depend on the Orlicz function $\varphi$ only through the indices $p^{-}$and $p^{+}$.

## A. 1 Basic properties

Let us collect a few basic properties of uniformly convex N -functions. In the following let $p^{\prime}=\frac{p}{p-1}$ denote the conjugate exponent of $p$.

Lemma A. 1 If $\varphi$ is a uniformly convex $N$-function with indices $p^{-}$and $p^{+}$, then $\varphi^{*}$ is also uniformly convex with indices $\left(p^{+}\right)^{\prime}$ and $\left(p^{-}\right)^{\prime}$.

Proof This is shown in [18, Lemma 29] and [33, Lemma 6.4].
The following lemma shows that the indices of uniform convexity provide an upper and lower bound for the Simonenko indices. See [24] for an overview on indices on Orlicz spaces.

Lemma A. 2 (Simonenko indices) Let $\varphi$ be uniformly convex with indices $p^{-}$and $p^{+}$. Then

$$
p^{-} \leq \inf _{t>0} \frac{\varphi^{\prime}(t) t}{\varphi(t)} \leq \sup _{t>0} \frac{\varphi^{\prime}(t) t}{\varphi(t)} \leq p^{+} .
$$

In particular,

$$
\min \left\{t^{p^{+}}, t^{p^{-}}\right\} \varphi(s) \leq \varphi(t s) \leq \max \left\{t^{p^{+}}, t^{p^{-}}\right\} \varphi(s) \text { for all } s, t \geq 0 .
$$

Proof The upper bound with $p^{+}$follows from

$$
\begin{equation*}
\varphi^{\prime}(t) t=\int_{0}^{t} \varphi^{\prime \prime}(s) s+\varphi^{\prime}(s) d s \leq \int_{0}^{t} p^{+} \varphi^{\prime}(s) d s=p^{+} \varphi(t) \tag{A.1}
\end{equation*}
$$

The lower bound with $p^{-}$follows for analogously.
The rest of the claim follows by the theory on Simonenko indices, but let us include a short proof. If $t \geq 1$, then

$$
\ln (\varphi(s t))-\ln (\varphi(s))=\int_{1}^{t} \frac{s \varphi^{\prime}(\lambda s)}{\varphi(\lambda s)} d \lambda \leq \int_{1}^{t} \lambda^{-1} p^{+} d \lambda=p^{+} \ln (t)
$$

We thus have $\varphi(s t) \leq t{ }^{p^{+}} \varphi(s)$ for $t \geq 1$. The other bounds follow similarly.

Corollary A. 3 ( $\Delta_{2}$ and Young's inequality) Let $\varphi$ be a uniformly convex $N$-function with indices $p^{-}$and $p^{+}$. Then $\varphi$ and $\varphi^{*}$ satisfy the $\Delta_{2}$-condition, i.e. for all $t \geq 0$

$$
\begin{align*}
\varphi(2 t) & \leq 2^{p^{+}} \varphi(t),  \tag{A.2}\\
\varphi^{*}(2 t) & \leq 2^{\left(p^{-}\right)^{\prime}} \varphi^{*}(t) .
\end{align*}
$$

Moreover, for all $s, t \geq 0$ and $\delta \in(0,1]$

$$
\begin{align*}
& s t \leq \delta^{1-p^{+}} \varphi(s)+\delta \varphi^{*}(t), \\
& s t \leq \delta \varphi(s)+\delta^{1-\left(p^{-}\right)^{\prime}} \varphi^{*}(t) . \tag{A.3}
\end{align*}
$$

Proof The first part follows from Lemma A.2. The second part follows by Young's inequality and Lemma A.2, i.e.

$$
s t=\delta(s / \delta) t \leq \delta\left(\varphi(s / \delta)+\varphi^{*}(t)\right) \leq \delta^{1-p^{+}} \varphi(s)+\delta \varphi^{*}(t) .
$$

The other estimate follows by replacing $\varphi$ with $\varphi^{*}$.
For N -functions $\varphi$ one has for $t \geq 0$

$$
\varphi(t) \leq \varphi^{\prime}(t) t \leq \varphi(2 t) .
$$

As a consequence one obtains for $t \geq 0$

$$
\varphi^{*}\left(\varphi^{\prime}(t)\right) \leq t \varphi^{\prime}(t) \leq \varphi^{*}\left(2 \varphi^{\prime}(t)\right) .
$$

Hence, if $\varphi$ is uniformly convex with indices $p^{-}$and $p^{+}$, then for $t \geq 0$

$$
\begin{equation*}
2^{-\left(p^{-}\right)^{\prime}} \varphi(t) \leq \varphi^{*}\left(\varphi^{\prime}(t)\right) \leq 2^{p^{+}} \varphi(t) \tag{A.4}
\end{equation*}
$$

Recall that by (2.1)

$$
A(P)=\varphi^{\prime}(|P|) \frac{P}{|P|} \quad \text { and } \quad V(P)=\sqrt{\varphi^{\prime}(|P|)|P|} \frac{P}{|P|}
$$

Remark A. 4 As $A$ is induced by $\varphi, V$ is induced by $\psi$, where $\psi$ is the N -function defined by

$$
\psi^{\prime}(t):=\sqrt{\varphi^{\prime}(t) t} .
$$

One easily calculates

$$
\frac{\psi^{\prime \prime}(t) t}{\psi^{\prime}(t)}=\frac{1}{2} \frac{\varphi^{\prime \prime}(t) t}{\varphi^{\prime}(t)}+\frac{1}{2} .
$$

This proves that $\psi$ is a uniformly convex N -function and the indices of $\psi$ and $\varphi$ are related by the formula

$$
p_{\psi}^{ \pm}=1+\frac{p_{\varphi}^{ \pm}}{2}
$$

The quantities $A, V$ and $\varphi$ are linked by the following important equivalence.
Lemma A. 5 Let $\varphi$ be a uniformly convex $N$-function. Then for all $P, Q \in \mathbb{R}^{n \times n}$

$$
(A(P)-A(Q)):(P-Q) \bar{\sim}|V(P)-V(Q)|^{2} \approx \varphi^{\prime \prime}(|P|+|Q|)|P-Q|^{2}
$$

where the implicit constants depend only on the indices $p^{-}$and $p^{+}$.
Proof This Lemma goes back to [17, Lemma 3].

## A. 2 Truncated N -functions

For $0 \leq \delta^{-} \leq \delta^{+} \leq \infty$ and $\delta=\left(\delta^{-}, \delta^{+}\right)$we define the truncated $N$-function $\varphi_{\delta}$ by

$$
\varphi_{\delta}^{\prime}(t)=\varphi_{\left(\delta^{-}, \delta^{+}\right)}^{\prime}(t):=\frac{\varphi^{\prime}\left(\delta^{-} \vee t \wedge \delta^{+}\right)}{\delta^{-} \vee t \wedge \delta^{+}} t
$$

These functions were first introduced in [18]. If $\delta^{+}=\infty$, then they are related to the shifted N -functions introduced in [17].

Lemma A. 6 Let $\varphi$ be a uniformly convex $N$-function with indices $p^{-}$and $p^{+}$and $0<\delta^{-} \leq$ $\delta^{+}<\infty$. Then
(a) $\varphi_{\delta}$ is a uniformly convex $N$-function with quadratic growth, see Definition 4.1.
(b) The lower index of $\varphi_{\delta}$ is $p^{-} \wedge 2$, and the upper index of $\varphi_{\delta}$ is $p^{+} \vee 2$.
(c) $\varphi^{\prime}(t)=\varphi_{\delta}^{\prime}(t)$ and $\varphi^{\prime \prime}(t)=\varphi_{\delta}^{\prime \prime}(t)$ for all $t \in\left(\delta^{-}, \delta^{+}\right)$.
(d) We have

$$
\left(\varphi_{\delta}\right)^{*}=\left(\varphi^{*}\right)_{\varphi^{\prime}\left(\delta^{-}\right), \varphi^{\prime}\left(\delta^{+}\right)}
$$

(e) For $t \in\left[0, \delta^{+}\right]$we have

$$
\left|\varphi(t)-\varphi_{\delta}(t)\right| \leq 2^{p^{+}-1} \varphi\left(\delta^{-}\right) .
$$

Proof By the definition of $\varphi_{\delta}$ we have

$$
\varphi_{\delta}^{\prime \prime}(t)= \begin{cases}\frac{\varphi^{\prime}\left(\delta^{-}\right)}{\delta^{-}} & \text {for } t \leq \delta^{-}, \\ \varphi^{\prime \prime}(t) & \text { for } t \in\left(\delta^{-}, \delta^{+}\right), \\ \frac{\varphi^{\prime}\left(\delta^{+}\right)}{\delta^{+}} & \text {for } t \geq \delta^{+} .\end{cases}
$$

and thus

$$
\frac{\varphi_{\delta}^{\prime \prime}(t) t}{\varphi_{\delta}^{\prime}(t)}+1= \begin{cases}2 & \text { for } t \leq \delta^{-} \\ \frac{\varphi^{\prime \prime}(t) t}{\varphi^{\prime}(t)}+1 & \text { for } t \in\left(\delta^{-}, \delta^{+}\right) \\ 2 & \text { for } t \geq \delta^{+}\end{cases}
$$

These observations readily imply (a)-(c).
To see (d) we note that

$$
\begin{aligned}
{\left[\left(\varphi^{*}\right)_{\varphi^{\prime}\left(\delta^{-}\right), \varphi^{\prime}\left(\delta^{+}\right)}\right]^{\prime}(t) } & =\frac{\varphi^{* \prime}\left(\varphi^{\prime}\left(\delta^{-}\right) \vee t \wedge \varphi^{\prime}\left(\delta^{+}\right)\right)}{\varphi^{\prime}\left(\delta^{-}\right) \vee t \wedge \varphi^{\prime}\left(\delta^{+}\right)} t \\
& =\frac{\delta^{-} \vee \varphi^{* \prime}(t) \wedge \delta^{+}}{\varphi^{\prime}\left(\delta^{-}\right) \vee t \wedge \varphi^{\prime}\left(\delta^{+}\right)} t=\left(\left(\varphi_{\delta}\right)^{\prime}\right)^{-1}(t)=\left(\left(\varphi_{\delta}\right)^{*}\right)^{\prime}(t)
\end{aligned}
$$

This proves (d).
It remains to prove (e). If $t \in\left[0, \delta^{+}\right]$, then

$$
\begin{aligned}
\left|\varphi(t)-\varphi_{\delta}(t)\right| & \leq \int_{0}^{t}\left|\varphi^{\prime}(s)-\varphi_{\delta}^{\prime}(s)\right| d s \\
& \leq \frac{1}{2} \delta^{-} \varphi^{\prime}\left(\delta^{-}\right) \leq \frac{1}{2} \varphi\left(2 \delta^{-}\right) \leq 2^{1-p^{+}} \varphi\left(\delta^{-}\right)
\end{aligned}
$$

This proves the last claim.

Lemma A. 7 Let $\varphi$ be a uniformly convex $N$-function with indices $p^{-}$and $p^{+}$and $0<\delta^{-} \leq$ $1 \leq \delta^{+}<\infty$. Then

$$
L^{p^{-}}(\Omega) \cap L^{p^{+}}(\Omega) \cap L^{2}(\Omega) \hookrightarrow L^{\varphi_{\delta}}(\Omega) \hookrightarrow L^{p^{-}}(\Omega)+L^{p^{+}}(\Omega)+L^{2}(\Omega)
$$

with embedding constants uniformly bounded with respect to $\delta$.
Proof It follows from Lemmas A. 2 and A. 6 (b) that

$$
\min \left\{t^{p^{+}}, t^{p^{-}}, t^{2}\right\} \varphi_{\delta}(1) \leq \varphi_{\delta}(t) \leq \max \left\{t^{p^{+}}, t^{p^{-}}, t^{2}\right\} \varphi_{\delta}(1) \text { for all } t \geq 0
$$

Note that using $1<2 \wedge p^{-} \leq 2 \vee p^{+}<\infty$ we calculate

$$
\varphi_{\delta}(1) \approx 1 \cdot \varphi_{\delta}^{\prime}(1)=\varphi^{\prime}(1) \bar{\sim} \varphi(1) .
$$

Hence,

$$
\min \left\{t^{p^{+}}, t^{p^{-}}, t^{2}\right\} \varphi(1) \lesssim \varphi_{\delta}(t) \lesssim \max \left\{t^{p^{+}}, t^{p^{-}}, t^{2}\right\} \varphi(1) \quad \text { for all } t \geq 0
$$

This proves the claim.
For $Q \in \mathbb{R}^{n \times n}$ define

$$
\begin{equation*}
A_{\delta}(Q):=\varphi_{\delta}^{\prime}(|Q|) \frac{Q}{|Q|} \quad \text { and } \quad V_{\delta}(Q):=\sqrt{\varphi_{\delta}^{\prime}(|Q|)|Q|} \frac{Q}{|Q|} \tag{A.5}
\end{equation*}
$$

Remark A. 8 In the sense of Remark A. $4 A_{\delta}$ is induced by $\varphi_{\delta}$ and $V_{\delta}$ is induced by $\psi_{\delta}$ (the truncation of $\psi$ ) and $\psi_{\delta}^{\prime}(t)=\sqrt{\varphi_{\delta}^{\prime}(t) t}$. Note that also the $\psi_{\delta}$ are uniformly convex N -functions by Lemma A.6.

The following continuity is inspired by [6].
Lemma A. 9 Let $\varphi$ be a uniformly convex $N$-function. Then $\left(\delta^{-}, \delta^{+}, t\right) \mapsto \varphi_{\delta}^{\prime}(t)$ is continuous on $[0,1] \times[1, \infty] \times \mathbb{R}^{\geq 0}$. Furthermore, the mapping $\left(\delta^{-}, \delta^{+}, Q\right) \mapsto A_{\delta}(Q)$ is continuous $[0,1] \times[1, \infty] \times \mathbb{R}^{n \times n}$. The same holds true if we replace $A_{\delta}$ with $A_{\delta}^{-1}, V_{\delta}$ or $V_{\delta}^{-1}$.

Proof Recall that $\varphi^{\prime}$ is continuous and that

$$
\varphi_{\delta}^{\prime}(t)=\varphi_{\left(\delta^{-}, \delta^{+}\right)}^{\prime}(t)=\varphi^{\prime}\left(\delta^{-} \vee t \wedge \delta^{+}\right) \frac{t}{\delta^{-} \vee t \wedge \delta^{+}}
$$

This proves that $\left(\delta^{-}, \delta^{+}, t\right) \mapsto \varphi_{\delta}^{\prime}(t)$ is continuous on $[0,1] \times[1, \infty] \times[0, \infty)$. Analogously

$$
A_{\delta}(Q)=\varphi^{\prime}\left(\delta^{-} \vee|Q| \wedge \delta^{+}\right) \frac{Q}{\delta^{-} \vee|Q| \wedge \delta^{+}}
$$

shows that $A_{\delta}(Q)$ is continuous. Using $\left(\varphi_{\delta}\right)^{*}=\left(\varphi^{*}\right)_{\varphi^{\prime}(\delta)}$ it follows that $A_{\delta}^{-1}(Q)$ is continuous. The continuity of $V_{\delta}(Q)$ and $V_{\delta}^{-1}(Q)$ follows by Remark A.8.
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