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Abstract
We consider the homogenization of a Poisson problem or a Stokes system in a randomly
punctured domainwith Dirichlet boundary conditions.We assume that the holes are spherical
and have random centres and radii. We impose that the average distance between the balls
is of size ε and their average radius is εα , α ∈ (1; 3). We prove that, as in the periodic case
(Allaire, G., Arch. Rational Mech. Anal. 113(113):261–298, 1991), the solutions converge
to the solution of Darcy’s law (or its scalar analogue in the case of Poisson). In the same
spirit of (Giunti, A., Höfer, R., Ann. Inst. H. Poincare’- An. Nonl. 36(7):1829–1868, 2019;
Giunti, A., Höfer, R., Velàzquez, J.J.L., Comm. PDEs 43(9):1377–1412, 2018), we work
under minimal conditions on the integrability of the random radii. These ensure that the
problem is well-defined but do not rule out the onset of clusters of holes.

Mathematics Subject Classification 35B27 · 35J57 · 35Q35 · 60K35

We are interested in the effective behaviour of a Stokes system or a Poisson equation in
a bounded domain Dε ⊆ R

3, perforated by many random small holes H ε . We impose
Dirichlet boundary conditions on the boundary of the holes and of the domain. Problems
like the one studied in this paper arise mostly in fluid-dynamics where a Stokes system in
a punctured domain models the flow of a viscous and incompressible fluid through many
disjoint obstacles. We focus on the regime where the effective equation is given by Darcy’s
law or its scalar analogue in the case of the Poisson problem. For the latter, this corresponds to
the case where the average density of harmonic capacity of the holes H ε goes to infinity in the
limit ε ↓ 0. In the case of Stokes the same is true, this time with the harmonic capacity being
replaced by the so-called Stokes capacity. This is a vectorial version of the harmonic capacity
where the class of minimizers further satisfies the incompressibility constraint (see (4.8)).

We construct the randomly punctured domain Dε as follows: Given α ∈ (1, 3) and a
bounded C1,1-domain D ⊆ R

3, we define

Dε := D\H ε, H ε :=
⋃

z∈�∩ 1
ε
D

Bεαρz (εz). (0.1)
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Here, the set of centres � is a Poisson point process of intensity λ > 0 and the set 1
ε
D :=

{x ∈ R
3 : εx ∈ D}. The radii R = {ρz}z∈� ⊆ [1;+∞) are independent and identically

distributed random variables satisfying for a constant C < +∞
E

[
ρ

3
α

]
≤ C . (0.2)

This condition is minimal in order to ensure that, P-almost surely, the sets H ε cannot asymp-
totically fully cover the domain D, hence implying that Dε = ∅ (see Lemma 1.1). However,
condition (0.2) does not prevent that, with high probability, the balls in H ε do overlap.

For ε > 0 and Dε as above, we consider the (weak) solution to either
{

−�uε = f in Dε

uε = 0 on ∂Dε
(0.3)

or to
⎧
⎪⎨

⎪⎩

−�uε + ∇ pε = f in Dε

∇ · uε = 0 in Dε

uε = 0 on ∂Dε

(0.4)

In the case of the Stokes system, we further assume that

E

[
ρ

3
α
+β
]

≤ C, for some β > 0. (0.5)

We refer to the next section for a more detailed discussion on what conditions (0.2) and (0.5)
entail in terms of the geometric properties of the set H ε.

It is easy to see that in the case of spherical periodic holes having distance ε and radius
εα , α ∈ (1, 3], the density of harmonic capacity of H ε is asymptotically of order ε−3+α; The
same is true in the case of the Stokes capacity. When α = 3 these limits are thus finite. In the
case of the Poisson problem, the solutions to (0.3) thus converge to the solution u ∈ H1

0 (D)

to −�u + μu = f in D, where the constant μ > 0 is the limit of the capacity density
[7]. Similarly, the limit problem for (0.4) is given by a Brinkmann system, namely a Stokes
system in D with no-slip boundary conditions and with the additional term μ̃u in the system
of equations [1]. The term μ̃ > 0 is as well strictly related to the limit of the Stokes capacity
density. We also mention that, for holes that are periodic but not spherical, the term μ̃ is
a positive-definite matrix. For α ∈ (1; 3) as in the present paper, the solutions to (0.3) or
(0.4) need to be rescaled by the factor ε−3+α in order to converge to a non-trivial limit. The
effective equations, in this case, are either u = k f in D or Darcy’s law u = K ( f − ∇ p) in
D [2,26]. Here, k, K are related to the rescaled limit of the density of capacity and admit a
representation in terms of a corrector problem solved in the exterior domain R3\B1(0).

When α = 1, namely when the distance between holes and their size have the same
order ε, the effective equations for (0.3) and (0.4) are as in the case α ∈ (1, 3); the effective
constants k, K obtained in the limit, however, are determined by a corrector problem of
different nature. In this case indeed, there is only one microscopic scale ε and the relative
distance between the connected components of the holes H ε does not tends to infinity for
ε → 0. This yields that the corrector equations are solved in the periodic cell and not in the
exterior domain R3\B1(0) [3].

For holes that are not periodic, the extremal regimes α ∈ {1, 3} have been rigorously
studied both in deterministic and random settings. For α = 3 we mention, for instance
[6,9,16–18,23–25] and refer to the introductions in [12] and [14] for a detailed overview of
these results. We stress that the homogenization of (0.3) and (0.4) when H ε is as in (0.1) with

123



Derivation of Darcy’s law in randomly... Page 3 of 30 172

α = 3 has been studied in the series of papers [12–14]. These works prove the convergence
to the effective equation under the minimal assumption that H ε has finite averaged capacity
density. There is no additional condition on the minimal distance between the balls in the set
of H ε.

There are many works devoted also to the regime α = 1. For periodic holes, we refer to
[20,21] for the homogenization of compressible and incompressible Navier-Stokes systems,
respectively. In the random setting, we refer to [4] where (0.3) and (0.4) are studied for
a very general class of stationary and ergodic punctured domains. For these domains, the
formulation of the corrector equation for the the effective quantities k, K is solved in the
probability space (
,F,P) generating the holes.

There is fewer mathematical literature concerning the homogenization of (0.3) or (0.4) in
the regime α ∈ (1; 3). For periodic holes, this has been studied in [2,26]. These results have
been extended for certain regimes to compressible Navier-Stokes systems [15] or to elliptic
systems in the context of linear elasticity [19]. We are not aware of analogous results when
the holes H ε are not periodic. The present paper considers this problem when H ε is random
and, in the same spirit of [12,14], the balls in H ε may overlap and cluster.

The main result of this paper is the following:

Theorem 0.1 Let σε := ε− 3−α
2 and let H ε and Dε be the random sets defined in (0.1).

(a) Let uε ∈ H1
0 (Dε) solve (0.3) with f ∈ Lq(D) for q ∈ (2;+∞]. Then, if the marked

point process (�,R) satisfies (0.2), for every p ∈ [1; 2) we have that

lim
ε↓0 E

[ˆ
D

|σ 2
ε uε − k f |p

]
= 0, with k := (4πλE [ρ])−1.

Here, and in the rest of the paper, E [ · ] denotes the expectation under the probability
measure for (�,R).

(b) Let uε ∈ H1
0 (Dε;R3) solve (0.4) with f ∈ Lq(D;R3) for q ∈ (2;+∞]. If (�,R)

satisfies (0.5), then for every p ∈ [1; 2) we have

lim
ε↓0 E

[ˆ
D

|σ 2
ε uε − K ( f − ∇ p∗)|p

]
= 0, with K := (6πλE [ρ])−1

and p∗ ∈ H1(D) (weakly) solving
{

−∇ · (∇ p∗ − f ) = 0 in D

(∇ p∗ − f ) · ν = 0 on ∂D

 
D
p∗ = 0.

As mentioned above, condition (0.2) is minimal in order to ensure that the set Dε is non-
empty for P-almost every realization. A lower stochastic integrability assumption for the
radii, indeed, yields that, in the limit ε ↓ 0 and P-almost surely H ε, covers the full set D (see
Lemma 1.1 in the next section). By the Strong Law of the Large Numbers, condition (0.2)
implies that the density of capacity is almost surely of order ε−3+α as in the periodic case.
As already remarked in [12] in the case α = 3, with (0.4) we require that the radii satisfy the
slightly stronger assumption (0.5). While (0.2) seems to be the optimal condition in order
to control the density of harmonic capacity, the lack of subadditivity of the Stokes capacity
calls for a better control on the geometry of the set H ε .

The ideas used in the proof of Theorem 0.1 are an adaptation of the techniques used in
[2,7] for the periodic case. They are combined with the tools developed in [12,14] to tackle
the case of domains having holes that may overlap. As shown in [2], the uniform bounds
on the sequences {σ 2

ε uε}ε>0, {σε∇uε}ε>0 are obtained by means of a Poincaré’s inequality
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for functions that vanish on ∂Dε . If v ∈ H1
0 (Dε), since the function vanishes on the holes

H ε, the constant in the Poincaré’ s inequality is of order σ−1
ε << 1. If v ∈ H1

0 (D), this
would instead be of order 1 (dependent on the domain D). Note that, as for α = 3 we have
σε = 1, there is no gain in using a Poincaré’s inequality in H1

0 (Dε) instead of in H1
0 (D) in

this regime. In the case of centres of H ε that are distributed like a Poisson point process, the is
a low probability that some regions of Dε have few holes, thus leading to a worse Poincaré’s
constant. This causes the lack of uniform bounds for the family {σ 2

ε uε}ε>0 in L2(D).
Equippedwith uniform bounds for the rescaled solutions of (0.3), onemay prove Theorem

0.1, (a) by constructing suitable oscillating test functions {wε}ε>0. These allow to pass to the
limit in the equation and identify the effective problem. We stress that a crucial ingredient in
these arguments is given by the quantitative bounds obtained in [11] in the case α = 3. These
boundsmay indeed also be extended to the current setting so that the rate of convergence of the
measures −σ−2

ε �wε ∈ H−1(D) is quantified. This allows to control the convergence of the
duality term 〈−�wε; uε〉H−1(D);H1

0 (D). In contrast with the periodic case, the unboundedness

of {σ 2
ε uε}ε>0 in L2(D) requires a careful study of the duality term above. For the precise

statements, we refer to (3.3) in Lemma 3.1 and Lemma 3.3. The same ideas sketched here
apply also to the case of solutions to (0.4). This time, the oscillating test functions {wε}ε>0

are replaced by the reduction operator Rε of Lemma 4.1.

Remark 0.2 We comment below on some variations and corollaries of Theorem 0.1:

(i) If � = Z
d or is a stationary point process satisfying for a finite constant C < +∞

max
zi ,z j∈�

|zi − z j | < C P − almost surely,

then the convergence of Theorem 0.1 holds also with p = 2. In this case, indeed, we
may drop the logarithmic factor in the bounds of Lemma 2.1.
The assumptionR ⊆ [1;+∞)may be also weakened toR ⊆ [0;+∞), provided that

E
[
ρ−γ
]

< +∞,

for an exponent γ ∈ (1;+∞]. In this case, the convergence of Theorem 0.1 holds in
L p(D) for p ∈ [1; p̄) with p̄ = p̄(γ ) ∈ [1; 2) such that p̄(γ ) → 2 when γ → +∞.

(i i) A careful inspection of the proof of Theorem 0.1 yields that, under assumption (0.5)
and for a source f ∈ W 1,∞, the convergences in both (a) and (b) may be upgraded to

E

[ˆ
D

|σ 2
ε uε − u|p

]
� εκ ,

for an exponent κ > 0 depending on α, β.
(i i i) The quenched version of Theorem 0.1, namely the P-almost sure convergence of the

families in L p(D), holds as well provided that we restrict to any vanishing sequence

{ε j } j∈N that converges fast enough. For instance, it suffices that j
1
3+εε j → 0, ε > 0.

It is a technical but easy argument to observe that, under this assumption, limits (3.3)
of Lemma 3.1 and (4.1)-(4.2) of Lemma 4.1 vanish also P-almost surely. From these,
the quenched version of Theorem 0.1 may be shown as done in the annealed case.
To control the limits in (3.3), (4.1) and (4.2) without taking the expectation, one may
follow the same lines of the current proof and control most of the terms by the Strong

Law of Large Numbers. Condition j
1
3+εε j → 0 on the speed of the convergence for

{ε j } j∈N is needed in order to obtain quenched bounds for the term in (3.31) by means
of Borel-Cantelli’s Lemma.
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(iv) The analogue of Theorem 0.1 holds also for a general dimension d ≥ 3 if we consider

the values α ∈ (1; d
d−2 ) and rescale the solutions by σ 2

ε = ε− d
d−2+α . In this case, (0.2)

and (0.5) hold with the exponent 3
α
replaced by d

α
.

The paper is structured as follows: In the next sectionwe describe the setting and introduce
the notation that we use throughout the proofs. Subsection 1.2 is devoted to discussing the
minimality of assumption (0.2) and what condition (0.5) implies on the geometry of the holes
H ε. In Sect. 2, we show the uniform bounds on the family {σ 2

ε uε}ε>0, with uε solving (0.3)
or (0.4). In Sect. 3 we argue Theorem 0.1 in case (a), while in Sect. 4 we adapt it to case
(b). The proof of case (b) is conceptually similar to the one for (a), but it is technically more
challenging. It heavily relies on the geometric properties of the holes implied by condition
(0.5). Finally, Sect. 5 contains the proof of the main auxiliary results used throughout the
paper.

1 Setting and notation

Let D ⊆ R
3 be an open set having C1,1-boundary. We assume that D is star-shaped with

respect to a point x0 ∈ R
3. This assumption is purely technical and allows us to give an easier

formulation for the set of holes H ε. With no loss of generality we assume that x0 = 0.
The process (�;R) is a stationary marked point process on R

3 having identically and
independent distributed marks on [1+∞). In other words, (�;R) may be seen as a Poisson
point process on the spaceR3×[1;+∞), having intensity λ̃(x, ρ) = λ f (ρ). The expectation
in (0.2) or (0.5) is therefore takenwith respect to themeasure f (ρ)dρ.Wedenote by (
;F,P)

the probability space associated to (�,R), so that the random sets in (0.1) and the random
fields solving (0.3) or (0.4) may be written as H ε = H ε(ω), Dε = Dε(ω) and uε(ω; ·),
respectively. The set of realizations
maybe seen as the set of atomicmeasures

∑
n∈N δ(zn ,ρn)

in R
3 × [1;+∞) or, equivalently, as the set of (unordered) collections {(zn, ρn)}n∈N ⊆

R
3 × [1;+∞).
We choose as F the smallest σ -algebra such that the random variables N (B) : 
 → N,

ω �→ #{ω ∩ B} are measurable for every set B ⊆ R
4 the Borel σ -algebra BR4 . Here and

throughout the paper, # stands for the cardinality of the set considered. For every p ∈ [1;+∞)

we define the space L p(
) as the space of (F-measurable) random variables F : 
 → R

endowed with the norm E
[|F(ω)|p] 1p . For p = +∞, we set L∞(
) as the space of P-

essentially bounded random variables. We denote by L p(
 × D), p ∈ [1;+∞), the space
of random fields F : 
×R

3 → R that are measurable with respect to the product σ -algebra

and such that E
[´

D |F(ω, x)|pdx] 1p < +∞. The spaces L p(
), L p(
 ×R
3) are separable

for p ∈ [1,+∞) and reflexive for p ∈ (1,+∞) (see e.g. [5][Section 13,4]). The same
definition, with obvious modifications, holds in the case of the target space R replaced by
R
3.
We often appeal to the Strong Law of Large Numbers (SLLN) for averaged sums of the

form

#(� ∩ BR)−1
∑

z∈�∩BR

Xz,

where {Xz}z∈�ε(D) are identically distributed random variables that have sufficiently decay-
ing correlations. Here, we send the radius of the ball BR to infinity. It is well-known that such
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results hold and we refer to [14][Section 5] for a detailed proof of the result that is tailored
to the current setting.

1.1 Notation

We use the notation � or � for ≤ C or ≥ C where the constant depends only on α, λ, D
and, in case (b), also on β in (0.5). Given a parameter p ∈ R, we use the notation �p if the
implicit constant also depends on the value p. For r > 0, we write Br for the ball of radius
r centred in the origin of R3. We denote by 〈 · ; · 〉 the duality bracket between the spaces
H−1(D) and H1

0 (D).
When no ambiguity occurs, we skip the argument ω ∈ 
 in all the random objects

considered in the paper. If (�;R) is as in the previous subsection, for a set A ⊆ R
d , we

define

�ε(A) := {z ∈ � : εz ∈ A} , N ε(A) := #�ε(A).

For x ∈ R
3, we define the random variables

dx := 1

2
min
z∈�
z �=x

|z − x |, Rx := min

{
dx ,

1

2

}
, dε,x := εdx , Rε,x := εRx . (1.1)

1.2 On the assumptions on the radii

In this subsection we discuss the choice of assumptions (0.2) and (0.5) in Theorem 0.1. We
postpone to the Appendix the proofs of the statements. The next result states that assumption
(0.2) is sufficient to have only microscopic holes whose size vanishes in the limit ε ↓ 0.
Moreover, it is also necessary in order to have that holes H ε do not cover the full domain D.

Lemma 1.1 The following conditions are equivalent:

(i) The process satisfies (0.2);
(ii) For P-almost every realization and for every ε small enough the set Dε �= ∅.
Furthermore, (i)( or (i i)) implies that for P-almost realization limε↓0 |Dε| = |D|.

In the following result we provide the geometric information on H ε that may be inferred
by strengthening condition (0.2) to (0.5). Roughly speaking, the next lemma tells that, under
condition (0.5), we have a control on the maximum number of holes of comparable size that
intersect. More precisely, we may discretize the range of the size of the radii {ρz}z∈�ε(D) and
partition the set of centres�ε(D) according to the order of magnitude of the associated radii.
The next statement says that there exists an M ∈ N (that is independent from the realization
ω ∈ 
) such that, provided that the step-size of the previous discretization is small enough,
each sub-collection contains at most M holes that overlap when dilated by a factor 4. This
result allows to treat also the case of the Stokes system in Theorem 0.1, (b) and motivates
the need of the stronger assumption (0.5) in that setting.

Lemma 1.2 Let (�,R) satisfy (0.5). Then:

(i) There exists κ = κ(α, β) > 0, kmax = kmax(α, β), M = M(α, β) ∈ N and disjoint sets
{Iε,i }kmaxi=1 ⊆ �ε(D) such that for P-almost every realization and for every ε small enough
it holds

sup
z∈�ε(D)

εαρz ≤ εκ (1.2)
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and we may rewrite

Hε =
kmax⋃

i=1

⋃

z∈Ii,ε
Bεαρz (εz), inf

z∈Ii,ε
εαρz ≥ εκ sup

z∈Ii−2,ε

εαρz for i = 1, · · · , kmax

(1.3)

such that for every i = 1, . . . kmax

{B4εαρz (εz)}z∈Ii,ε∪Ii−1,ε , contains at most M elements that intersect. (1.4)

(ii) For every δ > 0 there exists ε0 = ε0(δ) > 0 and a set B ∈ F such that P(B) ≥ 1 − δ

and for every ω ∈ B and ε ≤ ε0 inequality (1.2) holds and there exists a partition of H ε

satisfying (1.3)–(1.4).

2 Uniform bounds

In this section we provide uniform bounds for the family {σ 2
ε uε}ε>0 and {σε∇uε}ε>0, where

uε is as in Theorem 0.1, (a) or (b). We stress that, as in [2], this is done by relying on a
Poincaré’s inequality for functions that vanish in the holes H ε. The order of magnitude of
the typical size (i.e. εα) and distance (i.e. ε) of the holes yields that the Poincaré’s constant
scales as the factor σε introduced in Theorem 0.1. This, combined with the energy estimate
for (0.3) or (0.4), allows to obtain the bounds on the rescaled solutions. We mention that the
next results contain both annealed and quenched uniform bounds. The quenched versions are
not needed to prove Theorem 0.1, but may be used to prove the quenched analogue described
in Remark 0.2, (iii).

Lemma 2.1 Let the process (�,R) satisfy (0.2). For ε > 0, let uε be as in Theorem 0.1, (a)

or (b). Then for every p ∈ [1; 2)

lim sup
ε↓0

E

[ˆ
D

|σε∇uε|2 + | log ε|−3|σ 2
ε uε|2 +

ˆ
D

|σ 2
ε uε|p

]
�p 1. (2.1)

Furthermore, for P-almost every realization, the sequences {σ 2
ε uε}ε>0 and {σε∇uε}ε>0 are

bounded in L p(D), p ∈ (1; 2), and in L2(D), respectively.

This, in turn, is a consequence of

Lemma 2.2 If (�,R) satisfies (0.2), then for every p ∈ [1; 2] and for every v ∈ H1
0 (Dε) we

have

(ˆ
D

|σεv|p
) 1

p

� Cε(p)

(ˆ
D

|∇v|2
) 1

2 ×
{
1 for p ∈ [1; 2)
| log ε|3 if p = 2,

(2.2)

where the random variables {Cε(p)}ε>0 satisfy

lim sup
ε↓0

Cε(p) �p 1 P − almost surely,

lim sup
ε↓0

E
[
Cq

ε (p)
]

�p 1 for every q ∈ [1;+∞).
(2.3)
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Proof of Lemma 2.2 As first step, we argue that the following Poincaré’s inequality holds: Let
V be a convex domain. Assume that V ⊆ Br for some r > 0. Let s < r . Then, for every
q ∈ [1; 2] and u ∈ H1(V \Bs) such that u = 0 on ∂Bs it holds

(ˆ
V \Bs

|u|q
) 1

q

� r
3
q

s
1
2

(ˆ
V \Bs

|∇u|2
) 1

2

.

The proof of this result is standard and may be easily proven by writing the integrals in
spherical coordinates. We stress that the assumptions on V allows to write the domain V \Bs

as {(ω, r) ∈ S
n−1 ×R+, s ∧ R(ω) ≤ r < R(ω)} for some function R : S2 → R satisfying

‖R‖L∞(S2) ≤ r .
As second step, we construct an appropriate random tesselation for D: We consider the

Voronoi tesselation {Vz}z∈� associated to the point process �, namely the sets

Vz :=
{
y ∈ R3 : |y − z| = min

z∈�
|z − y|

}
, for every z ∈ �.

We define

Vε,z :=
{
y ∈ R

3 : 1

ε
y ∈ Vz

}
, Aε := {z ∈ �α : Vz,ε ∩ D �= ∅} .

Note that, by the previous rescaling, we have that, if diam(Vz) := rz , then diam(Vε,z) = εrz .
It is immediate to see that, for every realization ω ∈ 
, the sets {Vε,z}z∈Aε are essentially

disjoint, convex and cover the set D. Since � is stationary, the random variables {rz}z∈� are
identically distributed. Furthermore, they are distributed as a generalized Gamma distribu-
tion having intensity g(r) = C(λ)r8 exp−c(d,λ)r3 [22][Proposition 4.3.1.]. From this, it is a
standard computation to show that

lim
ε↓0 ε3E

[|#Aε|q
] 1
q = |D| for every q ∈ [1,+∞) (2.4)

and that there exists a constant c = c(λ) > 0 such that for every function F : R+ → R (that
is integrable with respect to the measure g(r)dr )

E
[
exp (cr3)

]
� 1, |E [F(rz)F(ry)

]− E [F(r)]2 | � E
[
F(r)4

] 1
2 ε−c|x−y|3 . (2.5)

Equipped with {Vε,z}z∈Aε , we argue that for every realization of H ε and all p ∈ [1; 2) it
holds

ˆ
D

|v|p ≤ σ−p
ε Cε(p)

(ˆ
D

|∇v|2
) p

2

(2.6)

with Cε(p)p :=
(

ε3
∑

z∈Aε r
6

2−p
z

) 2−p
2

. Note that by (2.4), (2.5) and the Law of Large

Numbers the family {Cε(p)}ε>0 satisfies (2.3). We show (2.6) as follows: For every v ∈
H1
0 (Dε), we rewrite

ˆ
D

|v|p =
∑

z∈Aε

ˆ
V ε
z

|v|p.

Since ρz ≥ 1, we have that Bεα (εz) ⊆ Bεαρz (εz) so that the function v ∈ H1
0 (Dε) vanishes

on Bεα (εz). Hence, thanks to the choice of {Vε,z}z∈Aε , we apply Lemma 2 in each set V ε
z
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with Bs = Bεα (εz) and Br = Bεrz (εz) and infer that

ˆ
D

|v|p � ε3ε− p
2 α
∑

z∈Aε

r3z

(ˆ
V ε
z

|∇v|2
) p

2

. (2.7)

Since p ∈ [1, 2), we may appeal to Hölder’s inequality and conclude that

ˆ
D

|v|p � σ−p
ε

(
ε3
∑

z∈Aε

r
6

2−p
z

) 2−p
2
(
∑

z∈Aε

ˆ
V ε
z ∩D

|∇v|2
) p

2

,

i.e. inequality (2.6). This concludes the proof of (2.2) in the case p ∈ [1; 2).
To tackle the case p = 2 we need a further manipulation: we distinguish between points

z ∈ Aε having rz > − log ε or rz ≤ − log ε:ˆ
D

|v|2 =
∑

z∈Aε

rz≤− log ε

ˆ
V ε
z

|v|2 +
∑

z∈Aε

rz>− log ε

ˆ
V ε
z

|v|2. (2.8)

We apply Poincaré’s inequality in H1
0 (D) on every integral of the second sum above. This

implies that

∑

z∈Aε

rz>− log ε

ˆ
V ε
z ∩D

|v|2 � σ−2
ε

ˆ
D

|∇v|2
(

ε3
∑

z∈Aε

ε−3σ 2
ε 1rz>− log ε

)
,

so that Chebyschev’s inequality and (2.5) yield

∑

z∈�ε(D)
dz>− log ε

ˆ
V ε
z ∩D

|v|2 � σ−2
ε Cε(2)

ˆ
D

|∇v|2,

where we set Cε(2) := (ε3∑z∈Aε exp
(
r2z
))
. Note that, again by (2.4)-(2.5) and the Law of

Large Numbers, this definition of Cε(2) satisfies (2.3). Inserting the previous display into
(2.10) implies that ˆ

D
|v|2 �

∑

z∈Aε

rz≤− log ε

ˆ
V ε
z ∩D

|v|2 + σ 2
ε Cε(2)

ˆ
D

|∇v|2. (2.9)

We now apply Lemma 2 in the remaining sum and obtain (2.7) with p = 2, where the sum
is restricted to the points z ∈ Aε such that rz ≤ − log ε. From this, we infer thatˆ

D
|v|2 � σ 2

ε (| log ε|3 + Cε(2)
2)

ˆ
D

|∇v|2. (2.10)

By redefining Cε(2)2 = min
(
ε3
∑

z∈Aε exp
(
r2z
) ; 1), the above inequality immediately

implies (2.2) for p = 2. The proof of Lemma 2.2 is complete. ��
Proof of Lemma 2.1 We prove Lemma 2.1 for uε solving (0.3). The case (0.4) is analogous.
Since f ∈ Lq(D) with q ∈ (2;+∞], we may test (0.3) with uε and use Hölder’s inequality
to control

ˆ
D

|∇uε|2 ≤
(ˆ

D
| f |q
) 1

q
(ˆ

D
|uε|

q
q−1

) q−1
q

.
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We thus appeal to (2.2) with p = q
q−1 and obtain that

(ˆ
D

|σε∇uε|2
) 1

2

� Cε(
q

q − 1
)
1− 1

q

(ˆ
D

| f |q
) 1

q

. (2.11)

Thanks to (2.3) of Lemma 2.2, this yields that the sequence {σε∇uε}ε>0 is bounded in L2(D)

forP-almost every realization. Similarly,we infer (2.1) by taking the expectation and applying
Hölder’s inequality.

We argue the remaining bounds for the terms of uε in a similar way: We combine Lemma
2.2 with the same calculation above for (2.11) and apply Hölder’s inequality. This establishes
Lemma 2.1.

3 Proof of Theorem 0.1, (a)

Lemma 3.1 Let (�,R) satisfy (0.2). Then there exists an ε0 = ε0(d) such that for every
ε < ε0 and P-almost every realization there exists a family {wε}ε>ε0 ⊆ W 1,+∞(R3) such
that ‖wε‖L∞(R3) = 1, wε = 0 in H ε and

lim sup
ε↓0

ˆ
D

|σ−1
ε ∇wε|2 � 1, lim

ε↓0

ˆ
D

|wε − 1|2 = 0. (3.1)

In addition,

lim sup
ε↓0

E

[ˆ
D

|σ−2
ε ∇wε|2

]
� 1, lim

ε↓0 E
[ˆ

D
|wε − 1|2

]
= 0, (3.2)

and for every φ ∈ C∞
0 (D) and vε ∈ H1

0 (Dε) satisfying the bounds of Lemma 2.1 and such
that σ 2

ε vε⇀v in L1(
 × D), it holds

E

[
|〈−�wε; vεφ〉 − k−1

ˆ
D

vφ|
]

→ 0. (3.3)

Here, the constant k is as in Theorem 0.1, (a).

Proof of Theorem 0.1, (a) We recall that, for part (a) of Theorem 0.1, (�,R) satisfies (0.2).
The proof is similar to the one in [2].Wefirst show that σ 2

ε uε⇀u in L p(D×
), p ∈ [1, 2):
We may appeal to Lemma 2.1 and infer that, up to a subsequence, there exists a weak limit
u∗ ∈ L p(
 × R

d), p ∈ [1, 2). We prove that, P-almost surely, the function u∗ = k f in D.
This, in particular, also implies that the full family {σ 2

ε uε}ε>0 weakly converges to u∗.
We restrict to the converging subsequence {σ 2

ε j
uε j } j∈N. However, for the sake of a lean

notation, we forget about the subsequence {ε j } j∈N and continue using the notation uε and
ε ↓ 0.Let ε0 and {wε}ε>0 be as inLemma3.1. For every ε < ε0,χ ∈ L∞(
) andφ ∈ C∞

0 (D)

we test equation (0.3) with χwεφ and take the expectation:

E

[
χ

ˆ
D

∇(wεφ) · ∇uε

]
= E

[
χ

ˆ
D

f wεφ

]
.

Using Leibniz’s rule, integration by parts and the bounds for uε and wε in Lemma 2.1 and
3.1 we reduce to

lim
ε↓0 E [χ〈−�wε; uεφ〉] = E

[
χ

ˆ
D

f φ

]
.
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We now appeal to (3.3) in Lemma 3.1 applied to the converging subsequence {uε}ε>0 and
conclude that

E

[
χ

ˆ
D

φ(k−1u∗ − f )

]
= 0.

Since χ ∈ L∞(
) and φ ∈ C∞
0 (D) are arbitrary, we infer that for P-almost every realization

u∗ = k f for (Lebesgue-)almost every x ∈ D. We stress that in this last statement we used
the separability of L p(D), p ∈ [1,∞). This establishes that the full family σ 2

ε uε⇀k f in
L p(
 × D), p ∈ [1, 2).

To conclude Theorem 0.1, (a) it remains to upgrade the previous convergence from weak
to strong. We fix p ∈ [1, 2). By the assumption on f , the function u∗ ∈ Lq(D), for some
q ∈ (2;+∞]. Let {un}n∈N ⊆ C∞

0 (D) be an approximating sequence for u∗ in Lq(D).
Since wε ∈ W 1,∞(D), the function wεun ∈ H1

0 (D). Hence, by Lemma 2.2 applied to
uε − wεun we obtain

E

[ˆ
D

|σ 2
ε uε − wεun |p

]
≤ σ−p

ε E

[
C(p)p

(ˆ
D

|∇(σ 2
ε uε − wεun)|2

) p
2
]

and, since p < 2 and C(p) satisfies (2.3) of Lemma 2.2, also

E

[ˆ
D

|σ 2
ε uε − wεun |p

]
≤
(

σ−2
ε E

[ˆ
D

|∇(σ 2
ε uε − wεun)|2

]) p
2

. (3.4)

We claim that

lim
ε↓0 σ−2

ε E

[ˆ
D

|∇(σ 2
ε uε − wεun)|2

]
= k−1

ˆ
D

|un − u∗|2, (3.5)

so that

lim sup
ε↓0

E

[ˆ
D

|σ 2
ε uε − wεun |p

]
�
ˆ
D

|un − u∗|2. (3.6)

Provided this holds, we establish Theorem 0.1, (a), as follows: By the triangle inequality we
have thatˆ

D
|σ 2

ε uε − u∗|p ≤
ˆ
D

|un − u∗|p +
ˆ
D

|σ 2
ε uε − wεun |p +

ˆ
D

|wε − 1|p|un |.

Since u∗ and un ∈ C∞
0 (D) are deterministic, we take the expectation and use Lemma 3.1

with (3.6) to get

lim sup
ε↓0

E

[ˆ
D

|σ 2
ε uε − u∗|p

]
�
ˆ
D

|un − u∗|p + (

ˆ
D

|un − u∗|2) p
2 .

This implies the statement of Theorem 0.1, (a), since p < 2 and {un}n∈N converges to u∗ in
L2(D).

We thus turn to (3.5): We skip the lower index n ∈ N and write u instead of un . If we
expand the inner square, we write

σ−2
ε E

[ˆ
D

|∇(σ 2
ε uε − wεu)|2

]
= σ 2

ε E

[ˆ
D

|∇uε|2
]

− 2E

[ˆ
D

∇uε · ∇(wεu)

]
+ σ−2

ε E

[ˆ
D

|∇(wεu)|2
]

.

(3.7)
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For the first term in the right-hand we use (0.3) and the fact that σ 2
ε uε⇀u∗ in L p(
 × D)

with p ∈ [1, 2). Hence,

lim
ε↓0 σ 2

ε E

[ˆ
D

|∇uε|2
]

=
ˆ
D

f u∗. (3.8)

We focus on the remaining two terms in (3.7): Using Leibniz’s rule and an integration by
parts we have that

E

[ˆ
D

∇uε · ∇(wεu)

]
= E

[ˆ
D

wε∇uε · ∇u

]
+ E [〈−�wε; uεu〉] − E

[ˆ
D
uε∇wε · ∇u

]
.

Thanks to Lemma 2.1, Lemma 3.1 and since u ∈ C∞
0 (D), the first and second term vanish

in the limit ε ↓ 0. Hence,

lim
ε↓0 E

[ˆ
D

∇uε · ∇(wεu)

]
= lim

ε↓0 E [〈−�wε; uεu〉] . (3.9)

By Lemma 2.1 and since uε⇀u∗, we may apply (3.3) of Lemma 3.1 with φ = u and vε = uε

to the limit on the right-hand side above. This yields

lim
ε↓0 E

[ˆ
D

∇uε · ∇(wεu)

]
=
ˆ

k−1u∗u. (3.10)

We now turn to the last term in (3.7). Also here, we use Leibniz rule to compute

σ−2
ε E

[ˆ
D

|∇(wεu)|2
]

= σ−2
ε

(
E

[ˆ
D

|∇wε|2u2
]

+ E

[ˆ
D

|∇u|2w2
ε

]
+ 2E

[ˆ
D
u wε ∇wε · ∇u

])
.

By an argument similar to the one for (3.10), we reduce to

lim
ε↓0 σ−2

ε E

[ˆ
D

|∇(wεu)|2
]

= lim
ε↓0 σ−2

ε E
[〈−�wε;wεu

2〉.

We now apply (3.3) of Lemma 3.1 to vε = wεu and φ = u. This implies that

lim
ε↓0 σ−2

ε E

[ˆ
D

|∇(wεu)|2
]

=
ˆ

k−1u2. (3.11)

Inserting (3.8), (3.10) and (3.11) into (3.7) we have that

lim
ε↓0 E

(ˆ
D

|σεuε − wεu|q
) 2

q =
ˆ
D

f u∗ +
ˆ
D
k−1u2 − 2k−1

ˆ
D
u∗u. (3.12)

Since u∗ = k f , it is easy to see the the right-hand side above equals the right-hand side of
(3.5). This establishes (3.5) and concludes the proof of Theorem 0.1, case (a). ��

3.1 Proof of Lemma 3.1

Throughout this section, we assume that the process (�,R) satisfies assumption (0.2).
Lemma 3.1 may be proven in a way that is similar to [14][Lemma 3.1]. The first crucial

ingredient is the following lemma, that allows to find a suitable partition of the holes H ε by
dividing this set into a part containing well separated holes and another one containing the
clusters. The next result is the analogue of [14][Lemma 4.2] with the different rescaling of
the radii of the balls generating the set H ε.

For every x ∈ R
3, we recall the definition of Rε,x in (1.1). We have:
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Lemma 3.2 Let γ ∈ (0, α − 1). Then there exists a partition H ε := H ε
g ∪ H ε

b , with the
following properties:

• There exists a subset of centres nε(D) ⊆ �ε(D) such that

H ε
g :=

⋃

z∈nε(D)

Bεαρz (εz), min
z∈nε(D)

Rε,z ≥ ε1+
γ
2 , max

z∈nε(D)
εαρz ≤ ε1+γ . (3.13)

• There exists a set Dε
b(ω) ⊆ R

3 satisfying

H ε
b ⊆ Dε

b, Cap(H ε
b , Dε

b) � C(γ )εα
∑

z∈�ε(D)\nε(D)

ρz

and for which

B Rε,z
2

(εz) ∩ Dε
b = ∅, for every z ∈ nε(D).

Finally, we have that

lim
ε↓0 ε3

∑

z∈�ε(D)\nε(D)

ρ
3
α
z = 0, P − almost surely, lim

ε↓0 E

⎡

⎣ε3
∑

z∈�ε(D)\nε(D)

ρ
3
α
z

⎤

⎦ = 0.

(3.14)

Let γ in Lemma 3.2 be fixed. We construct wε as done in [14]: we set wε = w
g
ε ∧ wb

ε

with

wε
b :=

{
1 − argmin Cap(H ε

b ; Dε
b) in Dε

b

1 in R
3\Dε

b

wε
g =
{

wε,z in BRε,z (εz), z ∈ nε(D)

1 in R
3\⋃z∈nε(D) BRε,z (εz)

(3.15)

where for each z ∈ nε(D), the function wε,z vanishes in the hole Bεαρz (εz) and solves

wε
g =

⎧
⎪⎨

⎪⎩

−�wε,z = 0 in BRε,z (εz)\Bεαρz (εz)

0 on ∂Bεαρz (εz)

1 on ∂BRε,z (εz)

(3.16)

We also define the measure

με =
∑

z∈nε(D)

∂nwε,zδ∂BRε,z (εz) ∈ H−1(D). (3.17)

We stress that all the previous objects depend on the choice of the parameter γ in
Lemma 3.2. The next result states that this parameter may be chosen so that the norm
‖με − 4πλE [ρ] ‖H−1(D) is suitably small. This, together with Lemma 3.2, provides the
crucial tool to show Lemma 3.1:

Lemma 3.3 There exists γ ∈ (0, α − 1) such that if με is as in (3.17) there exists κ > 0 such
that for every random field v ∈ H1

0 (D)

E
[〈(σ−2

ε με − 4πE [ρ]); v〉] � εκ

(
σ−1

ε E

[ˆ
D

|∇v|2
] 1

2 + E

[ˆ
D

|v|2
] 1

2
)

.
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Proof of Lemma 3.1 By construction, it is clear that, for P-almost every realization, the func-
tions wε ∈ W 1,∞(R3) ∩ H1(R3), vanish in H ε and are such that ‖wε‖L∞(R3) = 1.

We now turn to (3.1). Using the definitions of wε
g and wε

b and Lemma 3.2 we have that

‖wε − 1‖L2(D) = ‖wg
ε − 1‖L2(D) + ‖wb

ε − 1‖L2(D). (3.18)

By Poincaré’s inequality in each ball {BRε,z (εz)}z∈nε(D) we bound

‖wg
ε − 1‖2L2(D)

≤
∑

z∈nε(D)

ε2‖∇wε
g‖2L2(D)

� εα−1ε3
∑

z∈nε(D)

ρz . (3.19)

Thanks to (0.2) and the Strong law of Large numbers, for P-a.e. realization the right-hand
side vanishes in the limit ε ↓ 0.

We now turn to the second term: Since by the maximum principle |wb
ε − 1| ≤ 1, we may

use the definition of Dε
b to bound

‖wb
ε − 1‖2L2(D)

≤ |Db
ε ∩ D| ≤

∑

z∈�ε(D)\nε

ε3α(ρz ∧ ε−α)3 � ε3
∑

z∈�ε(D)\nε

ρ
3
α
z .

Thanks to (3.14) in Lemma 3.2, the right-hand side vanishes in the limit ε ↓ 0 for P-
almost every realization. Combining this with (3.19) and (3.18) yields (3.1) for wε − 1.
Inequality (3.1) for σ−1

ε ∇wε follows by Lemma 3.2 and the definition (3.15) of wε as done
in [14][Lemma 3.1]. Limit (3.2) may be argued as done above for (3.1), this time appealing
to the bound (0.2) and the stationarity of (�,R).

It thus remains to show (3.3). Using (3.15), (3.17) and the fact that φuε ∈ H1
0 (Dε), we

may decompose

〈−�wε;φvε〉 = 〈με;φvε〉 +
ˆ
D

∇wb
ε · ∇(φvε). (3.20)

Since vε is assumed to satisfy the bounds in Lemma 2.1, Hölder’s inequality, Lemma 2.1 ,
definition (3.15) and (3.14) of Lemma 3.2 imply that

lim
ε↓0 E

[
|
ˆ
D

∇wb
ε · ∇(φvε)|

]
≤ lim

ε↓0 E
[
Cap(H ε

b ; Dε
b)
] = 0.

This and (3.20) thus yield that

lim sup
ε↓0

E

[
|〈−�wε;φvε〉 − k−1

ˆ
D

vφ|
]

= lim sup
ε↓0

E

[
|〈με;φvε〉 − k−1

ˆ
D

vφ|
]

.

Using the triangle inequality and the assumption vε⇀v in L1(
 × D), we further reduce to

lim sup
ε↓0

E

[
|〈−�wε;φvε〉 − k−1

ˆ
D

vφ|
]

= lim sup
ε↓0

E
[|〈(−σ 2

ε �wε − k−1;φσ−2
ε vε〉|

]

(3.21)

By Lemma 3.3, there exists κ > 0 such that

lim sup
ε↓0

E
[|〈(−σ 2

ε �wε − 4πλE [ρ]);φσ−2
ε vε〉|

]

≤ lim sup
ε↓0

εκ

(
σ−1

ε E

[ˆ
D

|∇(φσ 2
ε vε)|2

] 1
2 + E

[ˆ
D
(φσ 2

ε vε)
2
] 1

2
)

.

123



Derivation of Darcy’s law in randomly... Page 15 of 30 172

Thanks to the assumptions on vε , we infer that the right-hand side is zero. This, together with
(3.21), yields (3.3). The proof of Lemma 3.1 is thus complete. ��
Proof of Lemma 3.3 We divide the proof into steps. The strategy of this proof is similar to the
one for [11][Theorem 2.1, (b)].
Step 1: (Construction of a partition for D) Let Q := [− 1

2 ; 1
2 ]3; for k ∈ N and x ∈ R

3 we
define

Qε,k,x := εz + kεQ, Qε,x := Qε,1,x

Let Nk,ε ⊆ Z
3 be a collection of points such that |Nk,ε| � ε−3 and D ⊆⋃x∈Nk,ε

Qε,k,x . For
each x ∈ Nk,ε we consider the collection of points Nε,k,x := {z ∈ nε(D) : εz ∈ Qε,k,x } ⊆
�ε(D) and define the set

Kε,k,x :=
⎛

⎝Qε,k,x

⋃

z∈Nε,k,x

Qε,z

⎞

⎠ \
⋃

z∈�̃ε(D)\Nε,k,x

Qε,z .

Since by definition of nε(D) in Lemma 3.2 the cubes {Qε,z}z∈�̃ε(D) are all disjoint, we have
that

D ⊆
⋃

x∈Nε,k

Kε,k,x , sup
x∈Nε,k

| diam(Kε,k,x )| � kε,

(k − 1)3ε3 ≤ |Kk,x | ≤ (k + 1)3ε3 for every x ∈ Nε,k .

(3.22)

Note that the previous properties hold for every realization ω ∈ 
.
Step 2. For k ∈ N fixed, let {Kε,x,k}x∈Nk,ε be the covering of D constructed in the previous
step. We define the random variables

Sε,k,x := 4π

|Kε,x,k |
∑

z∈Nε,k,x

Yε,z Yε,z := ε3ρz
Rε,z

Rε,z − εαρz
. (3.23)

and construct the random step function

mε(k) = 4π
∑

x∈Nε,k

Sε,k,x1Kε,k,x .

Let v be as in the statement of the lemma and mε(k) as above. The triangle and Cauchy-
Schwarz inequalities imply that

E
[〈σ−2

ε με − 4πλE [ρ] ; v〉]

≤ E
[‖σ−2

ε με − mε(k)‖2H−1

] 1
2
E

[
‖∇v‖2L2(D)

] 1
2 + E

[‖mε(k) − 4πλE [ρ] ‖2L2

] 1
2
E

[
‖v‖2L2(D)

] 1
2

,

(3.24)

so that the proof of the lemma reduces to estimating the norms

E
[‖σ−2

ε με − mε(k)‖2H−1

] 1
2 , E

[‖mε(k) − 4πλE [ρ] ‖2L2

] 1
2 .

We now claim that there exists a γ > 0, k ∈ N

E

[
‖σ−2

ε με − mε(k)‖2H−1(D)

]
� εκσ−2

ε , E

[
‖mε(k) − 4πλE [ρ] ‖2L2(D)

]
� εκ (3.25)

for a positive exponent κ > 0. Combining these two inequalities with (3.24) establishes
Lemma 3.3.
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In the remaining part of the proof we tackle inequalities (3.25). We follow the same lines
of [11][Theorem 1.1, (b)]. and thus only sketch the main steps for the argument.
Step 3.We claim that

E

[
‖σ−2

ε με − mε(k)‖2H−1(D)

]
� (kε)2| log ε|ε−(α−1−γ )(2− 3

α
)+ . (3.26)

We first argue that that

‖σ−2
ε με − mε(k)‖2H−1(D)

�(εk)2ε3
∑

z∈nε(D)

ρ2
z (εdz)

−3, (3.27)

This follows by Lemma 4.3 applied to the measure σ−2
ε με: In this case, the random set of

centres is Z = �̃ε(D), the random radii R = {Rε,z}z∈�̃(D), the functions gi = σ−2
ε ∇νwε,z ,

z ∈ �̃ε(D) and the partition {Kε,k,x }x∈Nε,k of the previous step. Note that, by construction,
this partition satisfies the assumptions ofLemma4.3. The explicit formulation of the harmonic
functions {wε,z}z∈nε(D) defined in (3.16) (c.f. also [11][(2.24)]) implies that for every z ∈
nε(D)

ˆ
∂BRε,z (εz)

|σ−2
ε ∂νwε,z |2 � ε3ρ2

z d
−3
z ,

ˆ
∂Bε,z

σ−2
ε ∂νwε,z

(3.23)= Yε,z . (3.28)

Therefore, Lemma 4.3 and the bounds (3.28) yield that

‖σ−2
ε με − mε(k)‖2H−1(D)

� sup
x∈Nk,ε

diam(Kε,k,x )
∑

z∈�̃ε(D)

ρ2
z (εdz)

−3,

which implies (3.27) thanks to (3.22).
It thus remains to pass from (3.27) to (3.26): We do this by taking the expectation and

arguing as for [11][Inequality (4.22)]. We rely on the stationarity of (φ,R), the properties of

thePoisson point process and the fact that z ∈ nε implies that εαρz ≤ ε1+γ and Rε,z ≥ ε1+ 1
2 γ .

Step 4.We now turn to the left-hand side in the second inequality of (3.25) and show that

E

[
‖mε(k) − 4πλE [ρ] ‖2L2(D)

]

≤ k−3ε−(α−1−γ ) + k−1 + ε2γ

+ ε(α−1−γ )( 3
α
−1) + ε4(1+γ )−α + εkε−(α−1−γ )(2− 3

α
)+ . (3.29)

The proof of this step is similar to [11][Theorem 2.1, (b)]: Using the explicit formulation
of mε(k) we reduce to

E

[
‖mε(k) − 4πλE [ρ] ‖2L2(D)

]
�
∑

x∈Nk,ε

E
[
(Sk,ε,x − λE [ρ])2

]

If N̊ε,k := {x ∈ Nε,k : dist(Qε,k,x ; ∂D) > 2ε}, we split
∑

x∈Nk,ε

E
[
(Sk,ε,x − λE [ρ])2

]

� (εk)3
∑

x∈Nk,ε\N̊ε,k

E
[
(Sk,ε,x − λE [ρ])2

]+
∑

x∈N̊k,ε

E
[
(Sk,ε,x − λE [ρ])2

]
. (3.30)
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Since ∂D is C1 and compact, for ε small enough (depending on D) we have

(εk)3
∑

x∈Nk,ε\N̊ε,k
E
[
(Sk,ε,x − λE [ρ])2

]

� εkE
[
ρ21εαρ<ε1+γ

] (0.2)

� εkε−(α−1−γ )(2− 3
α
)+ .

By stationarity, the second term in (3.30) is controlled by

E
[
(Sk,ε,0 − λE [ρ])2

]
. (3.31)

Hence,
∑

x∈Nk,ε

E
[
(Sk,ε,x − λE [ρ])2

]
� E

[
(Sk,ε,0 − λE [ρ])2

]+ εkε−(α−1−γ )(2− 3
α
)+ .

The remaining termon the righ-hand sidemaybe controlled by the right-hand side in (3.29)
by means of standard CLT arguments as done in [11][Inequality (4.23)] for the analogous
term. We stress that the crucial observation is that the random variables Sk,ε,x − λE [ρ] are
centred up to an error term. We mention that in this case the set Kε,k,x has been defined in
a different way from [11] and we use properties (3.22) instead of [11][(4.13)]. This yields
(3.29)

Step 5.We show that, given (3.26) and (3.29) of the previous two steps, wemay pick γ and
k ∈ N such that inequalities (3.25) hold: Thanks to the definition of σε and since α ∈ (1; 3),
we may find γ close enough to α −1, e.g. γ = 20

21 (α −1), and a k ∈ N, e.g. k = − 9
20 (α −1),

such that

(εk)| log ε|ε−(α−1−γ )(2− 3
α
)+ ≤ σ−2

ε k2ε(α−1−γ ) ≤ ε
1
2 0(α−1).

This, thanks to (3.26), implies that the first inequality in (3.25) holds with the choice κ =
1
20(α − 1) > 0. The same values of γ and κ yield that also the right hand side of (3.29) is

bounded by ε1− 1
2 (α−1). This yields also the remaining inequality in (3.25) and thus concludes

the proof of Lemma 3.3.

Proof of Lemma 3.2 The proof of this lemma follows the same construction implemented in
the proof of [11][Lemma 4.1] with d = 3, δ = γ and with the radii {ρz}z∈�ε(D) rescaled by
εα instead of ε3. Note that the constraint for γ is due to this different rescaling. In the current

setting, we replace ε2 by ε1+ 1
2 γ in the definition of the set K ε

b in [11][(4.7)]. Estimate (3.14)
may be argued as [11][Lemma 4.4] by relying on (0.2). ��

4 Proof of Theorem 0.1, (b)

The next lemma plays, in the case of the Stokes system in Theorem 0.1, (b), the same role
that Lemma 3.1 play for the Poisson problem in Theorem 0.1, (a):

Lemma 4.1 Assume that (�,R) satisfies (0.5). Then, for every δ > 0, there exists an ε0 > 0
and a set Aδ ∈ F , having P(Aδ) ≥ 1− δ, such that for every ω ∈ Aδ and ε ≤ ε0 there exists
a linear map

Rε : {φ ∈ C∞
0 (D,Rd) : ∇ · φ = 0} → H1

0 (D,Rd)

satisfying Rεφ = 0 in H ε, ∇ · Rεφ = 0 in D and such that

lim sup
ε↓0

E

[
1Aδ

ˆ
D

|σ−1
ε ∇Rε(φ)|2

]
� ‖v‖2C1(D)

, E

[
1Aδ

ˆ
D

|Rε(φ) − φ|2
]

→ 0. (4.1)
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Furthermore, if vε satisfies the bounds of Lemma 2.1 and σ 2
ε vε⇀v in L1(
 × D), then

E

[
1Aδ |

ˆ
∇Rε(φ) · ∇vε − K−1

ˆ
ρv|
]

→ 0. (4.2)

Proof of Theorem 0.1, (b) The proof of this statement is very similar to the one for case (a)

and we only emphasize the few technical differences. We recall that, in contrast with (a),
in this case the process (�,R) satisfies the stronger condition (0.5). Using the bounds of
Lemma 2.1, that we may apply since (0.5) implies (0.2), we have that, up to a subsequence,
uε j ⇀u∗ in L p(
 × D), 1 ≤ p < 2. We prove that

u∗ = K ( f − ∇ p), (4.3)

where p ∈ H1(D) is the unique weak solution to
{

−�p = −∇ · f in D

(∇ p − f ) · n = 0 on ∂D.
,

ˆ
D
p = 0. (4.4)

Identity (4.3) also implies that the full {uε}ε>0 converges to u∗.
As for the proof of Theorem 0.1, case (a), we restrict to the converging subsequence

{uε j } j∈N but we skip the index j ∈ N in the notation. We start by noting that, using the
divergence-free condition for uε and that uε vanishes on ∂D, we have that for every φ ∈
C∞(D) and χ ∈ L∞(
)

E

[
χ

ˆ
D

∇φ · u∗
]

= 0. (4.5)

Let χ ∈ L∞(
) and φ ∈ C∞
0 (D) with ∇ · φ = 0 in D be fixed. For every δ > 0,

we appeal to Lemma 4.1 to infer that there exists an εδ > 0 and a set Aδ ∈ F , having
P(Aδ) ≥ 1 − δ, such that for every ω ∈ Aδ and for every ε ≤ εδ we may consider the
function Rεφ ∈ H1

0 (Dε) of Lemma 4.1. Testing equation (0.4) with Rε(ρ), and using that
the vector field Rεv is divergence-free, we infer that

E

[
1Aδ χ

ˆ
D

∇uε : ∇(Rεφ)

]
= E

[
χ1Aδ

ˆ
D
(Rεφ) f

]
.

Using Lemma 4.1 and the bounds of Lemma 2.1 this implies that in the limit ε ↓ 0 we have

E

[
1Aδ χ

ˆ
D
(u∗ − K f )φ

]
= 0.

We now send δ ↓ 0 and appeal to the Dominated Convergence Theorem to infer that

E

[
χ

ˆ
D
(u∗ − K f )v

]
= 0. (4.6)

Since D has C1,1-boundary and is simply connected, the spaces L p(D), p ∈ (1,+∞)

admit an L p-Helmoltz decomposition L p(D) = L p
div(D) ⊕ L p

curl(D) [10][Section III.1].
This, the separability of L p(D), p ∈ [1,+∞), and the arbitrariness of χ and φ in (4.6),
allows us to infer that for P-almost realization the function u∗ satisfies u∗ = K f +∇ p(ω; ·)
for p(ω; ·) ∈ W 1,p(D), p ∈ [1; 2). By a similar argument, we may use (4.5) to infer that for
P-almost every realization and for every v ∈ W 1.q(D), q > 2 we haveˆ

D
(∇ p(·;ω) + K f ) · ∇v = 0.
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Since (4.4) admits a unique mean-zero solution, we conclude that p(ω, ·) does not depend
on ω. Finally, since D is regular enough and f ∈ Lq(D), standard elliptic regularity yields
that p ∈ H1(D). This concludes the proof of (4.3).

We now upgrade the convergence of the family {uε}ε>0 to u∗ from weak to strong: We
claim that for every δ > 0 we may find a set Aδ ⊆ 
 with P(Aδ) > 1 − δ such that

lim
ε↓0 E

[
1Aδ

ˆ
D

|σ 2
ε uε − u∗|q

]
= 0. (4.7)

Here, q ∈ [1, 2). The proof of this inequality follows the same lines of the proof for (3.12)
in case (a): In this case, we rely on Lemma 4.1 instead of Lemma 3.1 and use that, thanks to
the definition (4.4), it holds ˆ

D
f ( f − ∇ p) =

ˆ
D
( f − ∇ p)2.

From (4.7), the statement of Theorem 0.1, (b) easily follows: Let, indeed, q ∈ [1, 2) be
fixed. For every δ > 0, let Aδ be as above. We rewrite

E

[ˆ
|σεuε − u|q

]
= E

[
1Aδ

ˆ
|σεuε − u|q

]
+ E

[
1
\Aδ

ˆ
|σεuε − u|q

]

and, given an exponent p ∈ (q; 2), we use Hölder’s inequality and the assumption on Aδ to
control

E

[ˆ
|σεuε − u|q

]
≤ E

[
1Aδ

ˆ
|σεuε − u|q

]
+ δ

1− q
pE

[ˆ
|σεuε − u|p

] q
p

.

Since byLemma2.1 the familyσ 2
ε uε is uniformly bounded in every L p(
×D) for p ∈ [1, 2),

we establish

lim sup
ε↓0

E

[ˆ
|σεuε − u|q

]
≤ lim sup

ε↓0
E

[
1Aδ

ˆ
|σεuε − u|q

]
+ δ

1− q
p

(4.7)

� δ
1− q

p .

Since δ is arbitrary, we conclude the proof of Theorem 0.1, (b). ��

4.1 Proof of Lemma 4.1

Throughout this section we assume that the process (�,R) satisfies assumption (0.5). We
recall that this assumption is stronger than (0.2). Therefore, all the previous results that relied
on (0.2) (e.g. Lemma 3.1, Lemma 3.3) hold also in this case.

We argue Lemma 4.1 by leveraging on the geometric information on the clusters of holes
H ε contained in Lemma 1.2. The idea behind this proof is, in spirit, very similar to the one
for Lemma 3.1 in case (a): As in that setting, indeed, we aim at partitioning the holes of H ε

into a subset H ε
g of disjoint and “small enough” holes and H ε

b where the clustering occurs.
The main difference with case (a), however, is due to the fact that we need to ensure that the
so-called Stokes capacity of the set H ε

b , namely the vector

(St-Cap(H ε
b ))i = inf

{ˆ
|∇v|2 : v ∈ C∞

0 (R3;R3), ∇ · v = 0 in R3, v ≥ ei in H ε
b

}
, i = 1, 2, 3

(4.8)

vanishes in the limit ε ↓ 0. The divergence-free constraint implies that, in contrast with the
harmonic capacity of case (a), the Stokes capacity is not subadditive. This yields that, if H ε

b
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is constructed as in Lemma 3.2, then we cannot simply control its Stokes-capacity by the
sum of the capacity of each ball of H ε

b .
We circumvent this issue by relying on the information on the length of the clusters given

by Lemma 1.2. We do this by adopting the exact same strategy used to tackle the same issue
in the case of the Brinkmann scaling in [12]. The following result is a simple generalization
of [12][Lemma 3.2] and upgrades the partition of Lemma 3.2 in such a way that we may
control the Stokes-capacity of the clustering holes in H ε

b . For a detailed discussion on the
main ideas behind this construction, we refer to [12][Subsection 2.3].

Lemma 4.2 Let γ > 0 be as chosen in Lemma 3.3. For every δ > 0 there exists ε0 > 0 and
Aδ ⊆ 
 with P(Aδ) > 1 − δ such that for every ω ∈ 
 and ε ≤ ε0 we may choose H ε

g , H ε
b

of Lemma 3.2 as follows:

• There exist �(β) > 0, a sub-collection J ε ⊆ Iε and constants {λε
l }zl∈J ε ⊆ [1,�] such

that

H ε
b ⊆ H̄ ε

b :=
⋃

z j∈J ε

Bλε
j ε

αρ j (εz j ), λε
jε

αρ j ≤ �εκ.

• There exists kmax = kmax (β, d) > 0 such that we may partition

Iε =
kmax⋃

k=−3

Iε
k , J ε =

kmax⋃

i=−3

J ε
k ,

with Iε
k ⊆ J ε

k for all k = 1, . . . , kmax and
⋃

zi∈Iε
k

Bεαρi (εzi ) ⊆
⋃

z j∈J ε
k

Bλε
j ε

αρ j (εz j );

• For all k = −3, . . . , kmax and every zi , z j ∈ J ε
k , zi �= z j

Bθ2λε
i ε

αρi
(εzi ) ∩ Bθ2λε

j ε
αρ j

(εz j ) = ∅;

• For each k = −3, . . . , kmax and zi ∈ Iε
k and for all z j ∈⋃k−1

l=−3 J
ε
l we have

Bεαρi (εzi ) ∩ Bθλε
j ε

αρ j (εz j ) = ∅. (4.9)

Finally, the set Dε
b of Lemma 3.2 may be chosen as

Dε
b =

⋃

zi∈J ε

Bθεαλε
i ρi

(εzi ). (4.10)

The same statement is true for P-almost everyω ∈ 
 for every ε > ε0 (with ε0 depending,
in this case, also on the realization ω).

Proof of Lemma 4.2 The proof of this result follows the exact same lines of of [12][Lemma
3.2]. We thus refer to it for the proof and to [12][Subsection 3.1] for a sketch of the ideas
behind the quite technical argument. We stress that the different scaling of the radii does not
affect the argument since the necessary requirement is that εα << ε. This holds for every
choice of α ∈ (1, 3). We also emphasize that in the current setting, Lemma 1.2 plays the
role of [12][Lemma 5.1]. This result is crucial as it provides information on the length of the
overlapping balls of H ε. For every δ > 0, we thus select the set Aδ of Lemma 1.2 containing
those realizations where the partition of H ε satisfies (1.2) and (1.4). Once restricted to the
set Aδ , the construction of the set H ε

b is as in [12][Lemma 3.1]. ��
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Equipped with the previous result, we may now proceed to prove Lemma 4.1:

Proof of Lemma 4.1 The proof of this is similar to the one in [12][Lemma 2.5] for the analo-
gous operator and we sketch below the main steps and the main differences in the argument.
For δ > 0, let ε0 > 0 and Aδ ⊆ 
 be the set of Lemma 4.2; From now on, we restrict to the
realization ω ∈ Aδ . For every ε < ε0 we appeal to Lemma 3.2 and Lemma 4.2 to partition
H ε = H ε

b ∪ H ε
g . We recall the definitions of the set nε ⊆ �ε(D) in (3.13) in Lemma 3.2 and

of the subdomain Dε
b ⊆ D in (4.10) of Lemma 4.2.

Step 1. (Construction of Rε) For every φ ∈ C∞
0 (D), we define Rεφ as

Rεφ :=
{

φε
b in Dε

b

φε
g in D\Dε

b,

where the functions φε
b and φε

g satisfy

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

φε
b = 0 in H ε

b , φε
b = φ in D\Dε

b,

∇ · φε
b = 0 in D,

‖φε
b − φ‖p

L p �p |Dε
b| for every p ≥ 1,

‖σε∇φb
ε ‖2

L2 � ε3
∑

z∈�ε(D)\nε ρz .

(4.11)

and
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

φε
g = φ in Dε

b, φε
g = 0 in H ε

g ,

∇ · φε
g = 0 in D,

‖∇(φε
g − φ)‖2

L2(D)
� εα

∑
z∈nε(D) ρz,

‖φε
g − φ‖p

L p(D) � ε3δ+3∑
z∈nε(D) ρ

3
α
+β

z .

Step 2. (Construction of φb
ε ) We construct φε

b as done in [12][Proof of Lemma 2.5, Step
2]: For every z ∈ J ε, we define

Bθ,z := Bθλεεαρz (εz), Bz := Bλεεαρz (εz).

It is clear that the previous quantities also depend on ε. However, in order to keep a leaner
notation, we skip it in the notation. We use the same understanding for the function φε

b and

the sets {Iε,i }kmax
i=−3 and {Jε,i }kmax

i=−3 of Lemma 4.2.
We define φb by solving a finite number of boundary value problems in the annuli

⋃

z∈Ik
Bθ,z\Bz, for k = −3, . . . , kmax

We stress that, thanks to Lemma 4.2, for every k = −3, . . . , kmax, each one of the above
collections contains only disjoint annuli. Let φ(kmax+1) = φ. Starting from k = kmax, at every
iteration step k = kmax, . . . ,−3, we solve for every z ∈ Iε,k the Stokes system

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−�φ(k) + ∇π(k) = −�φ(k+1) in Bθ,z\Bz

∇ · φ(k) = 0 in Bθ,z\Bz

φ(k) = 0 on ∂Bθ,z

φ(k) = φ(k+1) on ∂Bz .

We then extend φ(k) to φ(k+1) outside
⋃

z∈Ik Bθ,z and to zero in
⋃

z∈Ik Bz .
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The analogue of inequalities of [12][(4.12)-(4.14)], this time with the factor ε
d−2
d replaced

by εα and with d = 3, is

‖∇φ(k)‖2L2(D)
� ‖∇φ‖2L2(D)

+ εd
∑

z∈∪kmax
i=k Ji

ρz‖φ‖2L∞(D),

‖φ(k)‖C0(D) � ‖φ‖C0(D),

(4.12)

and

∇ · φ(k) = 0 in D, φi = 0 in
⋃

z∈⋃kmax
i=k Ii

Bεαρz (εz). (4.13)

Moreover,

φ(k) − φ = 0 in D\
⎛

⎜⎝
⋃

z∈∪kmax
i=k Ji

Bθ,z

⎞

⎟⎠ ,

‖∇(φ(k) − φ)‖2L2(D)
�

∑

z∈∪kmax
i=k Ji

(
‖∇φ‖2L2(Bθ,z)

+ εdρz‖φ‖2L∞(D)

)
.

(4.14)

These inequalities may be proven exactly as in [12]. We stress that condition (4.9) in Lemma
4.2 is crucial in order to ensure that this construction satisfies the right-boundary conditions.
In other words, the main role of Lemma 4.2 is to ensure that, if at step k the function φ(k)

vanishes on a certain subset of H ε
b , then φ(k+1) also vanishes in that set (and actually vanishes

on a bigger set).
We set φε

b = φ(−3) obtained by the previous iteration. The first property in (4.11) is an
easy consequence of (4.13) and the first identity in (4.14). We recall, indeed, that thanks to
Lemma 4.2 we have that

H ε
b =

⋃

z∈⋃kmax
i=−3 Ii

Bεαρz (εz), Dε
b =

⋃

z∈∪kmax
k=−3 Ji

Bθ,z .

The second property in (4.11) follows immediately from (4.13). The third line in (4.11) is an
easy consequence of the first line in (4.11) and the second inequality in (4.12). Finally, the
last inequality in (4.11) follows by multiplying the last inequality in (4.14) with the factor σε

and using that, since φ ∈ C∞, we have that

‖σ−1
ε ∇(φε

b − φ)‖2L2(D)
� ‖φ‖C1(D)ε

3−α
∑

z∈∪kmax
k=−3 Jk

(ε3αρ3
z + εαρz) � ε3

∑

z∈∪kmax
k=−3 Jk

((εαρz)
2 + 1)ρz .

Thanks to Lemma 4.2 and the definition of the set nε in Lemma 3.2, the previous inequality
yields the last bound in (4.11).

Step 3. (Construction of φε
g) Equipped with φε

b satisfying (4.11), we now turn to the
construction of φε

g . Also in this case, we follow the same lines of [12][Proof of Lemma 2.5,
Step 3] and exploit the fact that the set H ε

g is only made by balls that are disjoint and have
radii εαρ that are sufficiently small. We define the function φε

g exactly as in [12][Proof of
Lemma 2.5, Step 3] with the radius ai,ε in [12][(4.18)] being defined as aε,z = εαρz instead

of ε
d−2
d ρz . More precisely, for every z ∈ nε, we write

aε,z := εαρz, dε,z := min

{
dist(εz, Dε

b),
1

2
min
z̃∈nε,
z �=z̃

(ε|z − z̃|) , ε

}
(4.15)
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and we set

Tz = Baε,z (εz), Bz := Bdε,z
2

(εz), B2,i := Bdε,z (εz), Cz := Bz\Tz, Dz := B2,z\Bz .

(4.16)

With this notation, we define the function φε
g as in [12][(4.19)-(4-21)]. Also in this case,

identities, [12][(4.22)-(4.23)] hold. By Lemma 3.2 It is immediate to see that this construction
satisfies the first two properties in (4.12).

We now turn to show the remaining part of (4.12): We remark that, since z ∈ nε(D),
Lemma 3.2 and definition (4.15) yield that

(
aε,z

dε,z
) ≤ ε

γ
2 , a3ε,z ≤ ε3+3γ ρ

3
α
+β

z , (4.17)

where γ > 0 is as in Lemma 4.2 and β > 0 is as in (0.5). Equipped with the previous bounds,
the analogue of estimates [12][(4.26)-(4.30)] yield that for every z ∈ nε(D)

‖∇(φε
g − φ)‖2L2(Di )

� εγ εαρz, ‖φε
g − φ‖p

L p(Di )
� εγ pd3ε,z

‖∇(φε
g − φ)‖2L2(Ci )

� εαρz, ‖φε
g − φ‖p

L p(Ci )
� ε3γ+3ρ

3
α
+β

z

‖∇(φε
g − φ)‖2L2(Ti )

+ ‖φε
g − φ‖p

L p(Ti )
� ε3γ+3ρ

3
α
+β

z . (4.18)

Since B2,z = Dz ∪Cz ∪ Tz and the function φε
g − φ is supported only on

⋃
z∈nε(D) B2,z , we

infer that for every z ∈ nε(D), it holds

‖∇(φε
g − φ)‖C0(Bz) � εαρz + ε3γ+3ρ

3
α
+β

z , ‖φε
g − φ‖p

L p(Bz)
� ε3δ+3ρ

3
α
+β

z .

Summing over z ∈ nε we obtain the last two inequalities in (4.12).We thus established (4.12)
and completed the proof of Step 1.

Step 4. (Properties of Rε) We now argue that Rε defined in Step 1. satisfies all the
properties enumerated in Lemma 4.2. It is immediate to see from (4.12) and (4.11) that Rεφ

vanishes on H ε and is divergence-free in D. Inequalities (4.1) also follow easily from the
inequalities in (4.12) and (4.11) and arguments analogous to the ones in Lemma 3.1. We
stress that, in this case, we appeal to condition (0.5) and, in the expectation, we need to
restrict to the subset Aδ ⊆ 
 of the realizations for which Rε may be constructed as in Step
1.

To conclude the proof, it only remains to tackle (4.2). We do this by relying on the same
ideas used in Lemma 3.1 in the case of the Poisson equation. We use the same notation
introduced in Step 2. We begin by claiming that (4.2) reduces to show that for every i =
1, . . . , 3

lim
ε↓0 E

⎡

⎣|
∑

z∈nε(D)

ˆ
∂Bz

(∂νw
i
ε,z − qiε,zνi )φivε,i − K−1

ˆ
D

vε,iφi |
⎤

⎦ = 0, (4.19)

where

wi
ε,z(x) := w̄i (

x − εz

εαρz
), qiε,z(x) = (εαρz)

−1q̄i (
x − εz

εαρz
), x ∈ Bz,
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with (w̄i , q̄i ) solving
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

�w̄i − ∇q̄i = 0 in R
d\B1

∇ · w̄i = 0 in R
d\B1

w̄i = ei on ∂B1

w̄i → 0 for |x | → +∞.

We use the definition of Rεφ to rewrite for every ω ∈ 1Aδˆ
D

∇vε · ∇Rε(φ) = ´
D ∇vε · ∇(φε

g − φ) + ´
D ∇vε · ∇(φε

b − φ) + ´
D ∇vε · ∇φ.

We claim that, after multiplying by 1Aδ and taking the expectation, the last two integrals
on the right-hand side vanish in the limit. In fact, using the triangle and Cauchy-Schwarz’s
inequalities and combining them with (4.11) and the uniform bounds for {vε}ε>0 we have
that

lim sup
ε↓0

E

[
1Aδ |

ˆ
D

∇vε · ∇(φε
b − φ) +

ˆ
D

∇vε · ∇φ|
]

� lim sup
↓0

E

⎡

⎣1Aδ ε
3

∑

z∈�ε(D)\nε(D)

ρz

⎤

⎦

1
2

(3.14)= 0.

Hence, we show (4.2) provided that

lim
ε↓0 E

[
1Aδ |

ˆ
D

∇vε · ∇(φε
g − φ) − K−1

ˆ
D

v · φ|
]

= 0.

Furthermore, since σ−2
ε vε⇀v in L p(
×D), p ∈ [1, 2) and φ ∈ C∞

0 (D), it suffices to prove
that

lim
ε↓0 E

[
1Aδ |

ˆ
D

∇vε · ∇(φε
g − φ) − K−1

ˆ
D

σ−2
ε vε · φ|

]
= 0.

We further reduce this to (4.19) if

lim
ε↓0 E

⎡

⎣1Aδ |
ˆ
D

∇vε · ∇(φε
g − φ) −

∑

z∈nε(D)

ˆ
∂Bz

(∂νw
i
ε,z − qiε,zνi )φivε,i |

⎤

⎦ = 0.

An argument analogous to the one outlined in [12] to pass from the left-hand side of
[12][(4.34)] to the one in [12][(4.39)] yields that

lim
ε↓0 E

⎡

⎣1Aδ |
ˆ
D

∇vε · ∇(φε
g − φ) −

∑

z∈nε(D)

φi (εz)
ˆ

∂Bz
(∂νw

i
ε,z − qiε,zνi )vε,i |

⎤

⎦ = 0.

(4.20)

We stress that in the current settingwe use again the uniform bounds on the sequence σ−1
ε ∇uε

and we rely on estimates (4.18) instead of [12][(4.26)-(4.30)]. To pass from (4.20) to (4.19)
it suffices to use the smoothness of φ and, again, the bounds on the family {vε}ε>0. We thus
established that (4.2) reduces to (4.19).

We finally turn to the proof of (4.19). By the triangle inequality it suffices to show that

lim
ε↓0 E

[
|〈 μ̃ε,i ;φivε,i 〉 − K−1

ˆ
vε,iφi |

]
= 0 for all i = 1, 2, 3 (4.21)
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where the measures με,i ∈ H−1(D), i = 1, 2, 3, are defined as

μ̃ε,i :=
∑

z∈nε(D)

giε,zδ∂Bz , giε,z := (∂νw
i
ε,z − qiε,zνi ). (4.22)

We focus on the limit above in the case i = 1. The other values of i follow analogously. We
skip the index i = 1 in all the previous objects. As done in the proof of (3.3) in Lemma 3.1,
it suffices to show that there exists a positive exponent κ > 0 such that

E

[
|〈μ̃ε;φvε〉 − K−1

ˆ
vεφ|
]

≤ εκ

(ˆ
D

|σ−1
ε ∇vε|2 +

ˆ
D

|σ−2
ε vε|2

) 1
2 + rε, (4.23)

with limε↓0 rε = 0. From this, (4.21) follows immediately thanks to the bounds assumed for
{vε}ε>0.

The proof of (4.23) is similar to (3.3): For k ∈ N to be fixed, we apply once Lemma 4.3 to
this new measure σ−2

ε μ̃ε , with Z = {εz}z∈nε(D),R = {dε,z}z∈�̃ε(D), {gz,ε}z∈�̃ε(D) and with
the partition {Kε,z,k}z∈Nk,ε constructed in Step 1 in the proof of Lemma 3.3. This implies that

‖σ−2
ε μ̃ε − μ̃ε(k)‖H−1 � kε

⎛

⎝σ−2
ε

∑

z∈�̃ε(D)

d−1
ε,z

ˆ
∂Bz

|gz,ε|2
⎞

⎠

1
2

μ̃ε(k) :=
∑

x∈Nε,k

⎛

⎝ 1

|Kε,x,k |
∑

z∈Nk,x,ε

σ−2
ε

ˆ
∂Bz

gε,z

⎞

⎠ 1Kε,k,x (4.24)

Appealing to the definition of gε,z and to the bounds for (w̄, q̄) obtained in [1][Appendix],
for each z ∈ nε(D) it holds that

σ−2
ε

ˆ
∂Bz

|gε,z |2 � ε3ρ2
z d

−2
z , |σ−2

ε

ˆ
∂Bz

gε,z − 6πε3ρz | � ε3ρz(
εαρz

εdz
)

(4.17)

� ε3+
γ
2 .

This, (4.24), (4.22), the triangle inequality and the definition of K−1, imply that

E

[
|〈μ̃ε;φvε〉 − K−1

ˆ
vεφ|
]

�

⎛

⎝ε3
∑

z∈nε(D)

ρ2
z d

−3
z

⎞

⎠

1
2 (ˆ

D
|∇(φvε)|2

) 1
2

+
(ˆ

D
|6
4
mε(k) − k−1|2

) 1
2
(ˆ

D
|σ−2

ε vε|2
) 1

2 + εγ ,

where με(k) is as in Step 2 of Lemma 3.3 and k is as in Theorem 0.1, (a). From this, we
argue (4.2) exactly as done in Step 2-5 of Lemma 3.3. We established Lemma 4.1.
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To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
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5 Appendix

Proof of Lemma 1.1 Without loss of generality, we assume that diam(D) = 1.
(i) ⇒ (i i): We prove that

lim
ε↓0 |H ε ∩ D| = 0 P − almost surely. (5.1)

We do this by bounding

|H ε ∩ D| ≤
∑

z∈�ε(D)

(εαρ ∧ 1)3 ≤ ε3α
∑

z∈�ε(D)

ρ31ρ<ε−α +
∑

z∈�ε(D)

1ρ>ε−α

∑

z∈�ε(D)

ρz

and, for 0 < δ < α − 1,

|H ε ∩ D| ≤ ε3+3δ#(�ε(D)) + ε3α
∑

z∈�ε(D)

ρ31ε−(α−1)+δ<ρ<ε−α +
∑

z∈�ε(D)

1ρ>ε−α

�ε3+3δ#(�ε(D)) +
∑

z∈�ε(D)

ρ
3
α 1ρ>ε−(α−1)+δ + ε3

∑

z∈�ε(D)

ρ
3
α 1ρ>ε−α

� ε3+3δ#(�ε(D)) +
∑

z∈�ε(D)

ρ
3
α 1ρ>ε−(α−1)+δ .

Since � is a Poisson point process and we assumed (0.2), the right-hand side above vanishes
P-almost surely in the limit ε ↓ 0. This concludes the proof of (5.1) and immediately yields
(i i).

(i i) ⇒ (i): This is equivalent to show that if E
[
ρ

3
α

]
= +∞ then for P-almost every

realization there exists a sequence {εk}k∈N satisfying εk → 0 and such that the set Dεk = ∅
for all k ∈ N. We claim that if ε j := 2− j , j ∈ N, then the events

A j :=
{
B2(0) ⊆ Bεα

j ρz
(ε j z) for some z ∈ �ε j (D)\�ε j−1(D)

}
, j ∈ N

satisfy
∑

j∈N
P(A j ) = +∞. (5.2)

Since the events are independent, this implies by the (second) Borel-Cantelli Lemma that

P(
⋂

n∈N

⋃

j≥n

A j ) = 1.

By the definition of the events A j , this in particular yields that, P-almost surely, there exists
a subsequence of {ε j } j∈N along which the sets Dε j are empty.

We argue (5.2) as follows: Let

Bj = {(z, ρz) ∈ (
1

ε j
D\ 1

ε j−1
D) × R+ : ε j |z| + 2 < εα

j ρz}.

then, if � = (�;R) denotes the extended point process on R
d × [1;+∞) with intensity

λ̃(x, ρ) = λ f (ρ) (c.f. Section 1), we rewrite

P(A j ) = 1 − P(�(Bj ) = 0) = 1 − exp

(
−λ

´
1
ε j

D\ 1
ε j−1

D

´ +∞
1 1Bj (x) f (ρ)dρdx

)
.
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Since ˆ
1
ε j

D\ 1
ε j−1

D

ˆ +∞

1
1Bj (x) f (ρ)dρdx

=
ˆ +∞

1
f (ρ)1ρ>ε−α

j

ˆ
1
ε j

D\ 1
ε j−1

D
dx

� |D|ε−3
j

ˆ +∞

1
1ρ>12ε−α

j
� ε−3

j P(12ε−α
j < ρ < 24ε−α

j ),

we bound

P(A j ) ≥ 1 − exp

(
Cε−3

j P(12ε−α
j < ρ < 24ε−α

j )

)
.

Recalling that ε j = 2− j , we may sum over j ∈ N in the previous inequality and get that
∑

j∈N
P(A j ) ≥

∑

j∈N
(1 − exp

{
−Cε−3

j P(12ε−α
j ≤ ρ ≤ 24ε−α

j+1)
}
)

We may assume that ε−3
j P(12ε−α

j ≤ ρ ≤ 24ε−α
j+1) → 0. If not, indeed, (5.2) immediately

follows. Since ε j = 2− j , we have that
∑

j∈N
P(A j ) �

∑

j∈N
ε−3
j P(12ε−α

j ≤ ρ ≤ 24ε−α
j+1) �

∑

j∈N
E

[
ρ

3
α 112ε−α

j ≤ρ≤24ε−α
j+1

]
� E

[
ρ

3
α

]
.

By the assumption E

[
ρ

3
α

]
= +∞, this establishes (5.2). The proof of Lemma 1.1 is com-

plete.

Proof of Lemma 1.2 The proof of this lemma relies on an application of Borel-Cantelli’s
lemma and follows the same lines of the one in [12][Lemma 5.1].

For κ > 0, let kmax = � 1
κ
�+1.We partition the set of centres�ε(D) in terms ofmagnitude

of the associated radii: We write �ε(D) =⋃kmax
k=−3 Iε,k with

Iε,−3 := {z ∈ �ε(D) : εαρz < ε1+2κ }, Iε,kmax :=
{
z ∈ �ε(D) : εαρz ≥ ε1−kmaxκ

}

Iε,k := {z ∈ �ε(D) : ε1−kκ ≤ εαρz < ε1−(k+1)κ } for − 2 ≤ k ≤ kmax − 1.

Note that, up to a relabelling of the indices k = −3, . . . , kmax, the previous partition satisfies
(1.3) of Lemma 1.2.

For any set χ ⊆ �ε(D), we say that A contains a chain of length M ∈ N, M ≥ 2, if there
exist z1, . . . , zM ∈ χ such that B4εαρzi

(εzi ) ∩ B4εαρz j
(εz j ) �= ∅, for all i, j = 1, . . . M . We

say that A contains a chain of size 1 if and only if A �= ∅.
Equipped with this notation, (1.2) follows provided we argue that for κ suitably chosen,

there exists k0 < kmax−1 such that,P-almost surely and for ε small, the sets {Iε,k∪Iε,k+1}kmax
k=k0

are empty. This is equivalent to prove that they do not contain any chain of size at least 1.
Similarly, (1.4) is obtained if we find an M ∈ N such that P-almost surely and for ε small
enough, all the sets {Iε,k ∪ Iε,k+1}k0k=−3 contain chains of length at most M − 1.

For M ∈ N and k = −3, . . . , kmax, we define the events

Ak,ε,M := {Iε,k ∪ Iε,k+1 contains a chain of length at least M
}
.
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We claim that if κ < min
(

β
6 ; α2β

6+2αβ

)
, then there exists k0 ∈ N, k0 < kmax such that for

every k ∈ {k0, . . . , kmax}
P(
⋂

ε0>0

⋃

ε<ε0

Ak,ε,1) = 0 (5.3)

and there exists M = M(α, β) ∈ N such that for every k = −3, . . . , k0 − 1, also

P(
⋂

ε0>0

⋃

ε<ε0

Ak,ε,M ) = 0. (5.4)

These claims immediately yield (1.2) and (1.4) and conclude the proof of Lemma 1.2, (i).
The argument for (5.3) and (5.4) relies on an application of Borel-Cantelli’s Lemma and

is analogous to the one for [12][Lemma 5.1]. We thus only sketch the proof. As shown in
[12][Proof of Lemma 5.1, (5.5) to (5.6)], up changing the constant 4 in the definition of chain,
we may reduce to prove (5.3)-(5.4) for a sequence {ε j } j∈N = {r j } j∈N, with r ∈ (0, 1).

Using stationarity and the independence properties of the Poisson point process (�,R),
it is easy to see that

P(Ak,ε,M ) � p0 p
M−1
1 (5.5)

where

p0 := P({There is z ∈ �ε(D) with εαρz > ε1−kκ }),
p1 := P({There is z ∈ �ε(Bε1−(k+1)κ (0)) with εαρz > ε1−kκ }).

Using the moment condition (0.5) and provided κ <
β
6 this yields

p0 � εαβ+(kκ−1)( 3
α
+β), p1 � εαβ .

Hence, by (5.5), we have that

P(Ak,ε,M ) � εαβ+(kκ−1)( 3
α
+β)ε(M−1)αβ .

On the one hand, if κ < min
(

β
6 ; α2β

6+2αβ

)
, then we may pick k0 := � 1

κ
α2β

6+2αβ
� and observe

that for every k ∈ {k0, . . . , kmax} we have that
P(Ak,ε,1) � ε

1
2αβ .

On the other hand, if M ∈ N is chosen big enough, for every k = −3, . . . , k0 also

P(Ak,ε,M ) � ε
1
2αβ.

Using these two bounds, we may apply Borel-Cantelli to the family of events {Ak,ε j ,M } and
conclude (5.3) and (5.4).

We now turn to case (ii). Identity (5.4) may be rewritten as

P(
⋃

ε0>0

⋂

ε<ε0

(

k0⋃

k=−3

Ak,ε,M )c) = 1.

This implies that for every δ > 0,wemaypick ε0 > 0 such that the setP(
⋂

ε<ε0
(
⋃kmax

k=−3 Ak,ε,M )c) >

1 − δ. The statement of (i i) immediately follows if we set Aδ := ⋂ε<ε0
(
⋃kmax

k=−3 Ak,ε,M )c.
The same argument applied to (5.3) implies the same statement for (1.2). ��
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Lemma 4.3 Let Z := {zi }i∈I ⊆ D be a collection of points and letR := {ri }i∈I ⊆ R+ such
that the balls {Bri (zi )}i∈I are disjoint. We define the measure

M :=
∑

i∈I
giδ∂Bri (zi )

∈ H−1(D),

where gi ∈ L2(∂Bri (zi )). Then, there exists a constant C < +∞ such that for every Lipschitz
and (essentially) disjoint covering {K j } j∈J of D such that

B2ri (zi ) ⊆ K j OR Bri (zi ) ∩ K j = ∅ for every i ∈ I , j ∈ J

we have that

‖M − m‖H−1(D) ≤ C max
j∈J

diam(K j )

(
∑

i∈I
‖gi‖2L2(∂Bri (zi ))

r−1
i

) 1
2

,

with

m :=
∑

j∈J

⎛

⎜⎜⎝
1

|K j |
∑

i∈I ,
zi∈K j

ˆ
∂Bri (zi )

gi

⎞

⎟⎟⎠ 1K j .

Proof of Lemma 4.3 This lemma is a simple generalization of [11][Lemma 5.1], where the
harmonic functions {∂nvi }i∈I are replaced by a more general collection of functions {gi }i∈I .

��
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