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#### Abstract

We develop a functional analytic approach for the study of nonlocal minimal graphs. Through this, we establish existence and uniqueness results, a priori estimates, comparison principles, rearrangement inequalities, and the equivalence of several notions of minimizers and solutions.
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## 1 Introduction

Given an integer $n \geqslant 1$ and a real number $s \in(0,1)$, the fractional or nonlocal s-perimeter of a measurable set $E \subseteq \mathbb{R}^{n+1}$ in an open set $\mathcal{O} \subseteq \mathbb{R}^{n+1}$ is defined as the quantity

$$
\operatorname{Per}_{s}(E, \mathcal{O}):=\mathcal{L}_{s}(E \cap \mathcal{O}, \mathcal{C} E \cap \mathcal{O})+\mathcal{L}_{s}(E \cap \mathcal{O}, \mathcal{C} E \backslash \mathcal{O})+\mathcal{L}_{s}(E \backslash \mathcal{O}, \mathcal{C} E \cap \mathcal{O}),
$$

where, for two measurable and disjoint sets $A, B \subseteq \mathbb{R}^{n+1}$, we write

$$
\mathcal{L}_{S}(A, B):=\int_{A} \int_{B} \frac{d X d Y}{|X-Y|^{n+1+s}}
$$

and $\mathcal{C} E:=\mathbb{R}^{n+1} \backslash E$ denotes the complement of $E$.
Nonlocal perimeters have been introduced in 2010 in the seminal paper [10] of Caffarelli, Roquejoffre \& Savin. Since then, there has been a growing interest in their study and, in particular, in the understanding of the properties enjoyed by their minimizers. For more information, we refer the reader to the surveys contained in [38], [6, Chapter 6], [24], and [15, Section 7].

Very recently, several articles have focused on the class of minimizers of $\mathrm{Per}_{s}$ that can be written as entire subgraphs of measurable functions. These sets-or, better, their boundariesare often called nonlocal s-minimal graphs. The main source of inspiration for the present paper is the work [22], where Dipierro, Savin \& Valdinoci showed that a set $E$ which minimizes the $s$-fractional perimeter in a cylinder $\mathcal{O}=\Omega \times \mathbb{R}$ and which is the subgraph of a continuous function $\varphi$ outside of $\mathcal{O}$, must be a subgraph also inside $\mathcal{O}$. The existence of such a minimizing set $E$ was later proved in [34] by the second author, while its regularity was fully established in [8] by Cabré and the first author. Concerning the qualitative properties of nonlocal minimal graphs, we also mention [20,21,23] for results on their boundary behavior in low dimension and [14] for Bernstein-type theorems.

The aim of this work consists in developing an appropriate functional analytic setting for studying nonlocal minimal graphs. Thanks to the introduction of the functional $\mathcal{F}_{s}$, constituting a fractional and nonlocal version of the classical area functional, we will establish some new results, summarized here below.
(a) We study the relationship between $\mathcal{F}_{s}$ and the fractional $s$-perimeter of subgraphs.
(b) We prove the existence and uniqueness of minimizers of the functional $\mathcal{F}_{s}$, under very mild assumptions on the exterior data.
(c) We obtain a priori estimates for minimizers: an integral estimate in a suitable fractional Sobolev space, as well as local and global $L^{\infty}$ bounds.
(d) We study weak and viscosity solutions of the nonlocal mean curvature equation $\mathscr{H}_{s}=$ 0 -the Euler-Lagrange equation associated to $\mathcal{F}_{s}$.
(e) We obtain a vertical rearrangement inequality, by means of which we show that the subgraph of a minimizer of $\mathcal{F}_{s}$ is also a minimizer of the fractional $s$-perimeter. In particular, this leads us to conclude that graphs with vanishing $s$-mean curvature are minimizers of the $s$-perimeter and enables us to extend [22, Theorem 1] to a wider class of exterior data.
(f) We establish the equivalence of minimizers of the functional $\mathcal{F}_{s}$, nonlocal minimal graphs, and weak, viscosity, and smooth pointwise solutions of the fractional mean curvature equation.

We will provide the rigorous statements of these results in the remainder of the introduction. First, however, we spend a few words on the motivations that lie behind the definition
of the nonlocal area functional $\mathcal{F}_{s}$ as well as its relationship with the fractional perimeter and nonlocal minimal graphs.

### 1.1 Geometric motivations

Our general goal is to define a functional $\mathcal{F}_{s}=\mathcal{F}_{s}(u, \Omega)$, associated to an open set $\Omega \subseteq \mathbb{R}^{n}$ and acting on a measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, whose minimization essentially corresponds to the minimization of the $s$-perimeter of the subgraph

$$
\mathcal{S}_{u}:=\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}: t<u(x)\right\}
$$

in the cylinder $\Omega \times \mathbb{R}$. We start by recalling a couple of standard notions of minimality for the nonlocal perimeter $\operatorname{Per}_{s}$.
Definition 1.1 A measurable set $E \subseteq \mathbb{R}^{n+1}$ is said to be $s$-minimal in an open set $\mathcal{O} \subseteq \mathbb{R}^{n+1}$ if $\operatorname{Per}_{s}(E, \mathcal{O})<\infty$ and

$$
\operatorname{Per}_{s}(E, \mathcal{O}) \leqslant \operatorname{Per}_{s}(F, \mathcal{O}) \text { for every } F \subseteq \mathbb{R}^{n+1} \text { s.t. } F \backslash \mathcal{O}=E \backslash \mathcal{O}
$$

We also say that $E$ is locally s-minimal in $\mathcal{O}$ if $E$ is $s$-minimal in every open set $\mathcal{O}^{\prime} \Subset \mathcal{O}$.
Note that, in order to be locally $s$-minimal, a set is only required to have finite $s$-perimeter in every bounded open set compactly contained in $\mathcal{O}$, and not in the whole $\mathcal{O}$. When $\mathcal{O}$ is bounded and Lipschitz, the two concepts of $s$-minimality are equivalent-see [34, Theorem 1.7]. Conversely, this distinction becomes especially important when dealing with unbounded sets, such as an infinite cylinder $\mathcal{O}=\Omega \times \mathbb{R}$. In this case and when the base set $\Omega \subseteq \mathbb{R}^{n}$ is bounded and Lipschitz, local $s$-minimality is equivalent to $s$-minimality in every truncated cylinder $\Omega \times(-M, M)$ with $M>0$-this follows from [34, Remark 4.2]. On the other hand, it turns out that the notion of $s$-minimality in the whole $\Omega \times \mathbb{R}$ makes no sense in general, since even for a globally bounded function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ it holds

$$
\operatorname{Per}_{s}\left(\mathcal{S}_{u}, \Omega \times \mathbb{R}\right)=\infty
$$

no matter how regular $\Omega$ and $u$ are-see [34, Theorem 1.14 and Corollary 4.5].
This issue constitutes the main difficulty that one encounters while seeking a good definition of $\mathcal{F}_{s}$. In order to circumvent it, it is beneficial to split the $s$-perimeter functional into different pieces, and investigate which one is really responsible for its blow-up. Hence, following the notation introduced in [28] we write the $s$-perimeter as the sum

$$
\begin{equation*}
\operatorname{Per}_{s}(E, \mathcal{O})=\operatorname{Per}_{s}^{L}(E, \mathcal{O})+\operatorname{Per}_{s}^{N L}(E, \mathcal{O}) \tag{1.1}
\end{equation*}
$$

of the local part

$$
\operatorname{Per}_{s}^{L}(E, \mathcal{O}):=\mathcal{L}_{s}(E \cap \mathcal{O}, \mathcal{C} E \cap \mathcal{O})=\frac{1}{2}\left[\chi_{E}\right]_{W^{s, 1}(\mathcal{O})}
$$

which only reads the interactions occurring inside the open set $\mathcal{O}$, and the nonlocal part

$$
\begin{align*}
\operatorname{Per}_{s}^{N L}(E, \mathcal{O}) & :=\mathcal{L}_{s}(E \cap \mathcal{O}, \mathcal{C} E \backslash \mathcal{O})+\mathcal{L}_{s}(E \backslash \mathcal{O}, \mathcal{C} E \cap \mathcal{O}) \\
& =\int_{\mathcal{O}} \int_{\mathcal{C} \mathcal{O}} \frac{\left|\chi_{E}(X)-\chi_{E}(Y)\right|}{|X-Y|^{n+1+s}} d X d Y \tag{1.2}
\end{align*}
$$

which takes into account all the remaining interactions. It turns out that $\operatorname{Per}_{s}^{N L}\left(\mathcal{S}_{u}, \Omega \times \mathbb{R}\right)=$ $+\infty$, even when $u \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$, while $\operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega \times \mathbb{R}\right)$ is finite, provided $u$ is regular enough inside $\Omega$.

Our analysis here starts from the following observations. Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set and let $u: \Omega \rightarrow \mathbb{R}$ be a measurable function. Then,

$$
\begin{equation*}
\operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega \times \mathbb{R}\right)<\infty \quad \text { if and only if } u \in W^{s, 1}(\Omega) \tag{1.3}
\end{equation*}
$$

Moreover, it holds

$$
\begin{equation*}
\operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega \times \mathbb{R}\right)=\mathcal{A}_{s}(u, \Omega)+\kappa_{s, \Omega}, \tag{1.4}
\end{equation*}
$$

where

$$
\mathcal{A}_{s}(u, \Omega):=\int_{\Omega} \int_{\Omega} \mathcal{G}_{s}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}}
$$

with

$$
\mathcal{G}_{s}(t):=\int_{0}^{t}\left(\int_{0}^{\tau} \frac{d \sigma}{\left(1+\sigma^{2}\right)^{\frac{n+1+s}{2}}}\right) d \tau
$$

and where $\kappa_{s, \Omega}$ is an explicit constant that does not depend on $u$-see Sect. 2.3 for the computation.

Formula (1.4) should be compared with the well-known identity between the standard perimeter of a subgraph inside an open infinite vertical cylinder and the area functional of its defining function-see, e.g., [30,32]. This prompts us to interpret $\mathcal{A}_{s}$ as a fractional version of the classical area functional. However, $\mathcal{A}_{s}$ only accounts for interactions occurring inside $\Omega$. In order to have a reasonable nonlocal functional it is then quite natural to add to $\mathcal{A}_{s}$ the term

$$
\mathcal{N}_{s}(u, \Omega):=2 \int_{\Omega} \int_{\mathcal{C} \Omega} \mathcal{G}_{s}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}},
$$

and define the fractional s-area functional as

$$
\mathcal{F}_{s}(u, \Omega):=\mathcal{A}_{s}(u, \Omega)+\mathcal{N}_{s}(u, \Omega)=\iint_{Q(\Omega)} \mathcal{G}_{s}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}},
$$

with $Q(\Omega):=\mathbb{R}^{2 n} \backslash(\mathcal{C} \Omega)^{2}$. The functional $\mathcal{N}_{s}$ gathers part of the interactions contained in $\operatorname{Per}_{s}^{N L}$. It should be compared with the $L^{1}(\partial \Omega)$ term that arises when computing the standard perimeter of a subgraph having jump discontinuities on $\partial \Omega$-see, e.g., [31, Chapter 14]. See also [35, Theorem 1.8] (and, in particular, identity (1.9) there], where a similar analogy is observed in the limit $s \rightarrow 1$.

Interestingly enough, we can arrive to the functional $\mathcal{F}_{s}$ from a different starting point, involving the fractional mean curvature. The fractional s-mean curvature of a measurable set $E \subseteq \mathbb{R}^{n+1}$ at a point $X \in \partial E$ is defined as the principal value integral

$$
H_{s}[E](X):=\text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathcal{C} E}(Y)-\chi_{E}(Y)}{|X-Y|^{n+1+s}} d Y
$$

As shown in [10], this quantity arises when taking the first variation of the $s$-perimeter. Note that it is well-defined provided the boundary of $E$ is regular enough around $x$-see, e.g., [1].

In [13]-see also [1,3] and [5, Appendix B.1]-it has been observed that if $E=\mathcal{S}_{u}$ is the subgraph of a measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, then its $s$-mean curvature can be written as an integro-differential operator acting on $u$. Indeed, the identity

$$
\begin{equation*}
H_{s}\left[\mathcal{S}_{u}\right](x, u(x))=2 \text { P.V. } \int_{\mathbb{R}^{n}} G_{s}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n+s}}=: \mathscr{H}_{s} u(x) \tag{1.5}
\end{equation*}
$$

holds true at every point $x \in \mathbb{R}^{n}$ around which $u$ is sufficiently smooth, with

$$
G_{s}(t):=\mathcal{G}_{s}^{\prime}(t)=\int_{0}^{t} \frac{d \tau}{\left(1+\tau^{2}\right)^{\frac{n+1+s}{2}}}
$$

Now, it is easy to see that $\mathcal{F}_{s}$ is the energy corresponding to $\mathscr{H}_{s}$. Indeed, it holds

$$
\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} \mathcal{F}_{s}(u+\varepsilon v, \Omega)=\left\langle\mathscr{H}_{s} u, v\right\rangle \quad \text { for every } v \in C_{c}^{\infty}(\Omega)
$$

where we indicate with

$$
\begin{equation*}
\left\langle\mathscr{H}_{s} u, v\right\rangle:=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} G_{s}\left(\frac{u(x)-u(y)}{|x-y|}\right)(v(x)-v(y)) \frac{d x d y}{|x-y|^{n+s}} \quad \text { for } v \in W^{s, 1}\left(\mathbb{R}^{n}\right) \tag{1.6}
\end{equation*}
$$

the continuous linear functional induced by $\mathscr{H}_{s} u$ on $W^{s, 1}\left(\mathbb{R}^{n}\right)$ via the $L^{2}\left(\mathbb{R}^{n}\right)$ pairing. Remarkably, the boundedness of $G_{s}$ grants that definition (1.6) is well-posed under no assumption on the function $u$, besides measurability.

We have therefore traced a connection between the nonlocal perimeter $\operatorname{Per}_{s}$ and the fractional area functional $\mathcal{F}_{s}$. From this, one can easily see that nonlocal minimal graphs are in particular minimizers of $\mathcal{F}_{s}$. One of the main contributions of the present paper consists in verifying that the converse is also true. Note that the difficulty here lies in the fact that, to establish the $s$-minimality of a given subgraph $\mathcal{S}_{u}$, one has to compare its $s$-perimeter to those of all its compact perturbations, not only the ones that come in the form of a subgraph, as is natural for $\mathcal{F}_{s}$. We solve this issue by means of a suitable rearrangement inequality, which shows that the $s$-perimeter decreases under vertical rearrangements-which transform nongraphical perturbations into graphical ones.

In view of these remarks, to generate nonlocal minimal graphs one can proceed to minimize the nonlocal area functional $\mathcal{F}_{s}$. However, in the above discussion we have overlooked an important issue: the conditions on the function $u$ needed to ensure that $\mathcal{F}_{s}(u, \Omega)<\infty$. As we already observed in (1.3)-(1.4), the finiteness of $\mathcal{A}_{s}(u, \Omega)$ is equivalent to having that $\left.u\right|_{\Omega} \in W^{s, 1}(\Omega)$. On the other hand, to have $\mathcal{N}_{s}(u, \Omega)$ finite, one is led to impose some condition on the exterior datum $\varphi=\left.u\right|_{\mathcal{C} \Omega}$, such as

$$
\begin{equation*}
\int_{\Omega}\left(\int_{\mathcal{C} \Omega} \frac{|\varphi(y)|}{|x-y|^{n+s}} d y\right) d x<\infty \tag{1.7}
\end{equation*}
$$

Note that (1.7) is rather restrictive, in particular as it essentially forces $\varphi(x)$ to grow slower than $|x|^{s}$ at infinity.

Differently to what happens with homogeneous operators like the fractional Laplacian, conditions that pose limitations on the behavior at infinity are typically unnatural in the context of nonlocal perimeters. Indeed, the fractional mean curvature $\mathscr{H}_{s} u$ solely requires local regularity assumptions on $u$ to be well-defined, the minimization problem for $\operatorname{Per}_{s}$ has a solution regardless of any assumption on the outside datum (see [10, Theorem 3.2] and [34, Corollary 1.11]), the gradient estimate of [8, Theorem 1.1] only involves local $L^{\infty}$ norms, etc.

As we shall see in the next subsection, most of our results avoid the imposition of unnecessary global conditions such as (1.7). To do this, we will introduce a notion of minimality for $\mathcal{F}_{s}$ that does not require the finiteness of $\mathcal{F}_{s}$-see Definition 1.2 here below.

### 1.2 Definitions and main results

We begin by addressing the existence and uniqueness of minimizers of $\mathcal{F}_{s}$ with a given outside datum. Since this result and a few others that will follow are somewhat independent of the underlying geometric structure, we will state them for a more general class of fractional area-type functionals, no longer related to nonlocal perimeters.

Let $g: \mathbb{R} \rightarrow(0,1]$ be an even continuous function such that $\int_{\mathbb{R}} g(t)|t| d t$ is finite and consider its first and second antiderivatives

$$
G(t):=\int_{0}^{t} g(\tau) d \tau \quad \text { and } \mathcal{G}(t):=\int_{0}^{t} G(\tau) d \tau=\int_{0}^{t}\left(\int_{0}^{\tau} g(\sigma) d \sigma\right) d \tau
$$

Given an open set $\Omega \subseteq \mathbb{R}^{n}$, a real number $s \in(0,1)$, and any measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we define

$$
\begin{equation*}
\mathcal{F}(u, \Omega):=\iint_{Q(\Omega)} \mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}}, \tag{1.8}
\end{equation*}
$$

where $Q(\Omega):=\mathbb{R}^{2 n} \backslash(\mathcal{C} \Omega)^{2}$.
Of course, by choosing $g$ equal to

$$
\begin{equation*}
g_{s}(t):=\frac{1}{\left(1+t^{2}\right)^{\frac{n+1+s}{2}}}, \tag{1.9}
\end{equation*}
$$

we recover the functions $G_{s}, \mathcal{G}_{s}$, and the functional $\mathcal{F}_{s}$ introduced earlier. Throughout the paper, we will sometimes refer to this choice as the geometric framework - given its connection with the $s$-perimeter.

We consider the linear space

$$
\begin{equation*}
\mathcal{W}^{s}(\Omega):=\left\{u: \mathbb{R}^{n} \rightarrow \mathbb{R} \text { measurable: }\left.u\right|_{\Omega} \in W^{s, 1}(\Omega)\right\} \tag{1.10}
\end{equation*}
$$

and, for a given measurable function $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$, its affine subset

$$
\begin{equation*}
\mathcal{W}_{\varphi}^{s}(\Omega):=\left\{v \in \mathcal{W}^{s}(\Omega): v=\varphi \text { a.e. in } \mathcal{C} \Omega\right\} . \tag{1.11}
\end{equation*}
$$

Our aim is to minimize the functional $\mathcal{F}$ within $\mathcal{W}_{\varphi}^{s}(\Omega)$, given a function $\varphi$ as exterior datum. As commented before, to avoid the imposition of restrictive assumptions on $\varphi$-such as (1.7)—, we consider the following definition of minimizer, which is well-posed thanks to the fractional Hardy inequality of Proposition A.2-see Lemma 2.8.

Definition 1.2 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. A function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a minimizer of $\mathcal{F}$ in $\Omega$ if $u \in \mathcal{W}^{s}(\Omega)$ and

$$
\iint_{Q(\Omega)}\left\{\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{v(x)-v(y)}{|x-y|}\right)\right\} \frac{d x d y}{|x-y|^{n-1+s}} \leqslant 0
$$

for every $v \in \mathcal{W}^{s}(\Omega)$ such that $v=u$ a.e. in $\mathcal{C} \Omega$.
Given a measurable function $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$, we say that $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a minimizer of $\mathcal{F}$ within $\mathcal{W}_{\varphi}^{s}(\Omega)$ if $u$ is a minimizer of $\mathcal{F}$ in $\Omega$ which belongs to $\mathcal{W}_{\varphi}^{s}(\Omega)$.

When $\varphi$ satisfies the global integrability condition (1.7), it can be checked that $\mathcal{F}(u, \Omega)<\infty$ for every $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ and therefore Definition 1.2 is equivalent to more standard ones-see Sect. 5.1.1. Of course, Definition 1.2 allows a much higher degree of generality. The downside is that proving the existence of a minimizer becomes a more delicate issue, as one cannot
blindly use the direct method of the Calculus of Variations. To overcome this problem, we exploit a "truncation procedure" for $\mathcal{F}$ and introduce the family of functionals $\left\{\mathcal{F}^{M}\right\}_{M>0}$. In the geometric framework, these correspond to the $s$-perimeter in the truncated cylinder $\Omega \times(-M, M)$-we refer to Sect. 2.2 for the precise definition of the $\mathcal{F}^{M}$,s and to Sect. 2.3 for their relationship with the $s$-perimeter.

The idea consists in proving that each functional $\mathcal{F}^{M}$ has a unique minimizer $u_{M}$ within its natural domain and to exploit the a priori estimate of Proposition 3.2-which holds under the very mild assumption (1.13) on the exterior datum-to prove that the minimizers $u_{M}$ 's converge to a function $u$. This limit function is then shown to be a minimizer in the sense of Definition 1.2. We refer to Sect. 5 for the detailed presentation of the argument and to Remark 5.4 for some further comments about this strategy.

In order to state our first result, we need to introduce some further terminology. Given a set $\Omega \subseteq \mathbb{R}^{n}$ and $\varrho>0$, we introduce its exterior $\varrho$-neighborhood

$$
\Omega_{\varrho}:=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, \Omega)<\varrho\right\}
$$

Given a bounded open set $\Omega \subseteq \mathbb{R}^{n}$ and a function $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$, we define the tail of $u$ restricted to a measurable set $\mathcal{O} \subseteq \mathcal{C} \Omega$ and evaluated at a point $x \in \Omega$ as

$$
\begin{equation*}
\operatorname{Tail}_{s}(\varphi, \mathcal{O} ; x):=\int_{\mathcal{O}} \frac{|\varphi(y)|}{|x-y|^{n+s}} d y \tag{1.12}
\end{equation*}
$$

Similar notions of tails were introduced in $[17,18]$ to study the regularity properties of solutions of homogeneous nonlinear nonlocal equations. We stress that, in contrast to those works, the tails considered here will almost always be restricted to a bounded $\mathcal{O}$ (typically, an exterior neighborhood of $\Omega$ ), a reflection of the different behavior at infinity allowed by the non-homogeneous operator $\mathscr{H}_{s}$-recall the discussion at the end of Sect. 1.1.

Theorem 1.3 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. Then, there exists a constant $\Theta>0$, depending only on $n, s$, and $g$, such that, given any function $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ with

$$
\begin{equation*}
\operatorname{Tail}_{s}\left(\varphi, \Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega ; \cdot\right) \in L^{1}(\Omega) \tag{1.13}
\end{equation*}
$$

there exists a unique minimizer $u$ of $\mathcal{F}$ within $\mathcal{W}_{\varphi}^{s}(\Omega)$. Moreover, $u$ satisfies

$$
\begin{equation*}
\|u\|_{W^{s, 1}(\Omega)} \leqslant C\left(\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)}+1\right) \tag{1.14}
\end{equation*}
$$

for some constant $C>0$ depending only on $n, s, g$, and $\Omega$.
Theorem 1.3 provides the existence and uniqueness of a minimizer of $\mathcal{F}$ having a prescribed outside datum $\varphi$ satisfying assumption (1.13). The uniqueness of said minimizer is particularly noteworthy, since it marks an interesting difference with the classical theory of minimal graphs. Indeed, (generalized) minimizers of the area functional need not be unique, unless one restricts oneself to continuous boundary data-see [31, Chapter 15] and, in particular, Example 15.12 there. This higher rigidity of nonlocal minimizers comes from the fact that $\mathcal{F}$ (along with its truncations $\left\{\mathcal{F}^{M}\right\}$ ) is strictly convex in $\mathcal{W}_{\varphi}^{s}(\Omega)$, whereas the classical area functional (corresponding to the perimeter in the closed cylinder $\bar{\Omega} \times \mathbb{R}$ ) is in general only convex.

Note that Theorem 1.3 holds under hypothesis (1.13) on the outside datum $\varphi$. This requirement is much weaker than (1.7), since it poses no restriction on $\varphi$ outside of $\Omega_{\Theta \operatorname{diam}(\Omega)}$. For
instance, any bounded function in $\Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega$ satisfies it, and a mild blow-up near $\partial \Omega$ is allowed as well—see Lemma 5.5 for more information.

The existence of minimizers of $\mathcal{F}$ comes with the natural energy estimate (1.14). In the following result, we establish instead a global $L^{\infty}$ estimate. It applies in particular to the minimizers obtained in Theorem 1.3, provided the outside datum $\varphi$ is bounded in a sufficiently large neighborhood of $\Omega$.

Theorem 1.4 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. There exists a constant $\Theta>0$, depending only on $n, s$, and $g$, such that if $u \in \mathcal{W}^{s}(\Omega)$ is a minimizer of $\mathcal{F}$ in $\Omega$, bounded in $\Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega$, then $u$ is also bounded in $\Omega$ and satisfies

$$
\|u\|_{L^{\infty}(\Omega)} \leqslant \operatorname{diam}(\Omega)+\|u\|_{L^{\infty}\left(\Omega_{\Theta \operatorname{diam}(\Omega)}\right)(\Omega)} .
$$

Theorem 1.4 generalizes an $L^{\infty}$ estimate obtained in [22, Section 3] for nonlocal minimal graphs.

The strategy of the proof of Theorem 1.4 consists in showing that, by truncating the minimizer $u$ inside $\Omega$ at height $\pm N$, the energy decreases-provided $N$ is big enough. Then, the conclusion follows from the uniqueness of minimizers. We refer to Proposition 3.5 for the precise argument.

When the exterior datum of the minimizer $u$ is not bounded in a neighborhood of $\Omega$, one can still obtain that $u$ is locally bounded inside $\Omega$-see Proposition 3.3. We stress that the local boundedness of minimizers is important to show that the subgraphs of minimizers of the fractional area functional $\mathcal{F}_{s}$ are nonlocal minimal graphs, as it allows us to make use of the rearrangement inequality of the forthcoming Theorem 1.9.

We also point out that, to obtain the global boundedness of the minimizer $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ inside $\Omega$, it is actually enough to require the function $\varphi$ to be bounded only in a neighborhood $\Omega_{r} \backslash \Omega$, with $r>0$ arbitrarily small-see Proposition 3.6. However, in this case the $L^{\infty}$ bound is not as clean as the one of Theorem 1.4.

We now focus our attention on the Euler-Lagrange operator associated with $\mathcal{F}$, which is the nonlinear integro-differential operator

$$
\mathscr{H} u(x):=2 \text { P.V. } \int_{\mathbb{R}^{n}} G\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n+s}} .
$$

In order for $\mathscr{H} u(x)$ to be well-defined in the pointwise sense, the function $u$ must be regular enough (e.g., $C^{1, \alpha}$ for some $\alpha>s$ ) in a neighborhood $x$. Regardless, when $u$ is merely measurable we can still understand $\mathscr{H} u$ in a distributional sense, setting

$$
\langle\mathscr{H} u, v\rangle:=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} G\left(\frac{u(x)-u(y)}{|x-y|}\right)(v(x)-v(y)) \frac{d x d y}{|x-y|^{n+s}} \quad \text { for } v \in W^{s, 1}\left(\mathbb{R}^{n}\right) .
$$

This observation prompts us to give the following definition of weak solutions.
Definition 1.5 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set and let $f \in L_{\text {loc }}^{1}(\Omega)$. A measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a weak subsolution of $\mathscr{H} u=f$ in $\Omega$ if

$$
\langle\mathscr{H} u, v\rangle \leqslant \int_{\Omega} f v d x \quad \text { for every } v \in C_{c}^{\infty}(\Omega) \text { such that } v \geqslant 0 .
$$

We say that $u$ is a weak supersolution of $\mathscr{H} u=f$ in $\Omega$ if $-u$ is a weak subsolution of $\mathscr{H}(-u)=-f$ in $\Omega$. If $u$ is both a weak sub- and supersolution of $\mathscr{H} u=f$ in $\Omega$, we call it a weak solution.

We refer to Sect. 2.4 for comments on the space of the test functions $v$.
It is immediate to verify that minimizers of $\mathcal{F}$ are weak solutions of $\mathscr{H} u=0$. By the convexity of $\mathcal{F}$, the converse is also true, provided $u$ is known a priori to belong to the energy space $\mathcal{W}^{s}(\Omega)$. As can be easily checked (again, see Sect. 2.4), this requirement is not needed to make sense of the quantity $\langle\mathscr{H} u, v\rangle$, and is therefore not included in Definition 1.5. We believe that it would be interesting to understand whether weak solutions of $\mathscr{H} u=0$ have necessarily (locally) finite $W^{s, 1}$ energy or not.

Furthermore, again by exploiting the convexity of the functional $\mathcal{F}$, it is easy to verify that weak sub- and supersolutions of $\mathscr{H} u=0$ belonging to the energy space $\mathcal{W}^{s}(\Omega)$ satisfy a comparison principle-see Proposition 2.26. This enables us to prove an alternative, Perrontype, existence result for minimizers of $\mathcal{F}$.

In order to state it, we need some additional terminology.
Definition 1.6 Given an open set $\Omega \subseteq \mathbb{R}^{n}$, we define the space

$$
\mathcal{W}_{\mathrm{loc}}^{s}(\Omega):=\left\{u: \mathbb{R}^{n} \rightarrow \mathbb{R} \text { measurable: }\left.u\right|_{\Omega} \in W_{\mathrm{loc}}^{s, 1}(\Omega)\right\}
$$

and say that a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a local minimizer of $\mathcal{F}$ in $\Omega$ if it belongs to $\mathcal{W}_{\text {loc }}^{s}(\Omega)$ and it is a minimizer of $\mathcal{F}$ in $\Omega^{\prime}$ (as per Definition 1.2) for every open set $\Omega^{\prime} \Subset \Omega$ with Lipschitz boundary.

We then have the following result.
Theorem 1.7 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set and $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ be a measurable function. The following statements are equivalent:
(i) There exists a local minimizer $u \in \mathcal{W}_{\text {loc }}^{s}(\Omega)$ of $\mathcal{F}$ in $\Omega$ such that $u=\varphi$ a.e. in $\mathcal{C} \Omega$;
(ii) There exist two measurable functions $\underline{u}, \bar{u} \in \mathcal{W}_{\mathrm{loc}}^{s}(\Omega)$, locally bounded in $\Omega$, which are respectively a weak sub- and supersolution of $\mathscr{H} u=0$ in $\Omega$ and such that

$$
\underline{u} \leqslant \bar{u} \text { a.e. in } \mathbb{R}^{n} \text { and } \underline{u} \leqslant \varphi \leqslant \bar{u} \text { a.e. in } \mathcal{C} \Omega
$$

Another way to interpret $\mathscr{H} u=f$ is via the notion of viscosity solution, a concept that has proven to be very powerful in the context of integro-differential operators. We mention the highly influential papers [11,12] by Caffarelli \& Silvestre, which developed the regularity theory for viscosity solutions of a vast class of fully nonlinear, uniformly elliptic integrodifferential equations. The operators $\mathscr{H}$ considered here do not belong to such class, due to their lack of homogeneity and uniform ellipticity. Nevertheless, a natural definition of viscosity solution can be formulated for them-see Definition 4.2 in Sect. 4. The next result investigates their relationship with weak solutions.

Theorem 1.8 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set, $f \in C(\bar{\Omega})$, and $u$ be a viscosity subsolution of $\mathscr{H} u=f$ in $\Omega$. Then, $u$ is a weak subsolution of the same equation and $\max \{u, k\} \in$ $W_{\mathrm{loc}}^{s, 1}(\Omega)$ for every $k \in \mathbb{R}$. Moreover, if $\Omega$ is bounded with Lipschitz boundary and $u_{+} \in$ $L^{\infty}(\Omega)$, then $\max \{u, k\} \in W^{s, 1}(\Omega)$ for every $k \in \mathbb{R}$.

Of course, a similar result can be stated for weak and viscosity supersolutions-and consequently for solutions. Interestingly, this shows that viscosity solutions are weak solutions that (locally) belong to the energy space $W^{s, 1}$ - and therefore, when $f=0$, (local) minimizers of the functional $\mathcal{F}$.

We also point out that, using Theorem 1.7 in conjunction with Theorem 1.8, in order to obtain a local minimizer of $\mathcal{F}$ in an open set $\Omega$ it is enough to construct an ordered pair of locally bounded viscosity sub- and supersolutions of $\mathscr{H} u=0$ in $\Omega$.

### 1.2.1 Geometric framework

We already commented in Sect. 1.1 on the (essential) equivalence of the $s$-perimeter and the functional $\mathcal{F}_{s}$-corresponding to the choice $g=g_{s}$ with $g_{s}$ as in (1.9). In particular, we mentioned how nonlocal minimal graphs are minimizers of $\mathcal{F}_{s}$. Here, we prove that the converse is true as well. Of course, the subgraph of a minimizer of $\mathcal{F}_{s}$ has less $s$-perimeter than any of its graphical perturbations. The main difficulty in showing that it is indeed $s$-minimal rests in verifying that this is true also for perturbations that are not themselves subgraphs.

To establish this fact, we show that, when suitably rearranging a set in the vertical direction to turn it into a subgraph, the nonlocal perimeter decreases. Given a set $E \subseteq \mathbb{R}^{n+1}$, we consider the function $w_{E}: \mathbb{R}^{n} \rightarrow[-\infty,+\infty]$ defined by

$$
\begin{equation*}
w_{E}(x):=\lim _{R \rightarrow+\infty}\left(\int_{-R}^{R} \chi_{E}(x, t) d t-R\right) \text { for all } x \in \mathbb{R}^{n} . \tag{1.15}
\end{equation*}
$$

The subgraph $\mathcal{S}_{w_{E}}$ is then the vertical rearrangement of $E$. Roughly speaking, it is obtained by translating down each connected component (segment) of $E \cap(\{x\} \times \mathbb{R})$, for a fixed $x \in \mathbb{R}^{n}$, until they are joined together to form a connected set.

Theorem 1.9 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set. Let $E \subseteq \mathbb{R}^{n+1}$ be such that $E \backslash(\Omega \times \mathbb{R})$ is a subgraph and

$$
\begin{equation*}
\Omega \times(-\infty,-M) \subseteq E \cap(\Omega \times \mathbb{R}) \subseteq \Omega \times(-\infty, M) \tag{1.16}
\end{equation*}
$$

for some $M>0$. Then,

$$
\operatorname{Per}_{s}\left(\mathcal{S}_{w_{E}}, \Omega \times(-M, M)\right) \leqslant \operatorname{Per}_{s}(E, \Omega \times(-M, M))
$$

Furthermore, if $\operatorname{Per}_{s}(E, \Omega \times(-M, M))$ is finite, then the inequality is strict unless $E=\mathcal{S}_{w_{E}}$ up to a set of measure zero.

From this result, it easily follows that minimizers of $\mathcal{F}_{s}$ are $s$-minimal graphs. We formalize this in the following theorem, which brings together all notions of minimizers and solutions discussed earlier. Recall that the definitions of locally $s$-minimal sets and local minimizers of $\mathcal{F}_{s}$ are respectively given in Definitions 1.1 and 1.6.

Theorem 1.10 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set and $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function. Then, the following are equivalent:
(i) $u$ is a viscosity solution of $\mathscr{H}_{s} u=0$ in $\Omega$;
(ii) $u \in \mathcal{W}_{\text {loc }}^{s}(\Omega)$ and $u$ is a weak solution of $\mathscr{H}_{s} u=0$ in $\Omega$;
(iii) $u$ is a local minimizer of $\mathcal{F}_{s}$ in $\Omega$;
(iv) $\mathcal{S}_{u}$ is locally s-minimal in $\Omega \times \mathbb{R}$;
(v) $\left.u\right|_{\Omega} \in C^{\infty}(\Omega)$ and $u$ is a pointwise solution of $\mathscr{H}_{s} u=0$ in $\Omega$.

If $\Omega$ is bounded with Lipschitz boundary and $\left.u\right|_{\Omega} \in L^{\infty}(\Omega)$, then all the above are also equivalent to:
(ii)' $u \in \mathcal{W}^{s}(\Omega)$ and $u$ is a weak solution of $\mathscr{H}_{s} u=0$ in $\Omega$;
(iii)' $u$ is a minimizer of $\mathcal{F}_{s}$ in $\Omega$.

If $u$ is continuous in $\Omega$ and $\mathcal{S}_{u}$ is a geometric viscosity solution of $H_{s}\left[\mathcal{S}_{u}\right]=0$ on $\partial \mathcal{S}_{u} \cap$ $(\Omega \times \mathbb{R})$ in the sense of [10, Section 5], then $u$ is a viscosity solution of $\mathscr{H}_{s} u=0$ in $\Omega$. Thus, Theorem 1.10 also yields the equivalence between the concepts of geometric viscosity
solution and minimizer for continuous graphs. We point out that a similar result has also been established by Cabré [7] by means of a suitable notion of calibration.

Note that the first part of Theorem 1.10 does not require the boundedness of $\Omega$. In particular, it holds with $\Omega=\mathbb{R}^{n}$ and thus provides a characterization for entire solutions of $\mathscr{H}_{s} u=0$.

On the other hand, by combining Theorems 1.10 and 1.3 , we may conclude that, if $\Omega$ is a bounded, Lipschitz set and $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ is a sufficiently regular outside datum (satisfying hypothesis (1.13) with $\Theta$ given by Theorem 1.3), then there exists a unique locally $s$-minimal graph $\mathcal{S}_{u}$ in $\Omega \times \mathbb{R}$ such that $u=\varphi$ a.e. in $\mathcal{C} \Omega$. Observe that this does not rule out a priori the existence of a different set $E$ (not a subgraph) which also locally minimizes the $s$-perimeter in $\Omega \times \mathbb{R}$ and agrees with $\{t<\varphi(x)\}$ outside of it. In view of Theorem 1.9 (see, in particular, hypothesis (1.16) there), this non-graphical minimizer $E$ could not be "vertically bounded" within $\Omega \times \mathbb{R}$. Hence, taking advantage of the " $L^{\infty}$ bound" of [22, Lemma 3.3], we can find sufficient conditions on $\Omega$ and $\varphi$ which exclude the existence of such a set $E$.

Theorem 1.11 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set with boundary of class $C^{2}$ and such that $\Omega \subseteq B_{R_{0}}$ for some $R_{0}>0$. There exists a radius $R>R_{0}$, depending only on $n$, $s$, and $\Omega$, such that, if $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ is a measurable function, bounded in $B_{R} \backslash \Omega$, then there exists a unique locally s-minimal set $E$ in $\Omega \times \mathbb{R}$ such that

$$
E \backslash(\Omega \times \mathbb{R})=\{(x, t) \in \mathcal{C} \Omega \times \mathbb{R}: t<\varphi(x)\}
$$

The set $E$ is the subgraph $\mathcal{S}_{u}$ of a measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with $\left.u\right|_{\Omega} \in L^{\infty}(\Omega) \cap$ $C^{\infty}(\Omega)$. If in addition $\varphi \in C\left(\Omega_{r} \backslash \Omega\right)$ for some $r>0$, then $\left.u\right|_{\bar{\Omega}} \in C(\bar{\Omega})$.

Theorem 1.11 extends [22, Theorem 1.1] to a larger family of exterior data and represents one of the few uniqueness results available for $s$-minimal surfaces.

The interior regularity of the minimizer $u$ is a consequence of the results of [8]. Its continuity up to the boundary-established in Proposition 8.2-mainly follows from the regularity theory for the obstacle problem for the $s$-perimeter developed by Caffarelli et al. [9]. We stress that $u$ is in general not continuous across the boundary of $\Omega$, as so-called boundary stickiness phenomena may occur-see the works [20,21,23] by Dipierro, Savin \& Valdinoci for examples and comments on the genericity of this circumstance. We also mention the forthcoming paper [4], where this behavior will be investigated in the case of a small fractional parameter $s$ and in the presence of obstacles.

### 1.3 Organization of the paper

The rest of the paper is structured as follows.
In Sect. 2 we collect some ancillary results to be used throughout the paper. They concern the functions $g, G, \mathcal{G}$, the functional $\mathcal{F}$ and its first variation $\mathscr{H}$, and the relationship between the fractional area functional $\mathcal{F}_{s}$ and the fractional perimeter of subgraphs. In the final Sect. 2.5 we show that weak sub- and supersolutions having finite energy satisfy a comparison principle.

Section 3 contains the proofs of a few a priori estimates. In Sect. 3.1 we establish the $W^{s, 1}$ estimate mentioned in Theorem 1.3-see Proposition 3.2. The other two Sects. 3.2 and 3.3 are respectively devoted to local and global $L^{\infty}$ bounds-leading in particular to Theorem 1.4.

Section 4 is concerned with the study of viscosity solutions of the equation $\mathscr{H} u=f$. After introducing their definition and discussing their properties, we will address their relationship with weak solutions-thus proving Theorem 1.8.

In Sect. 5 we deal with the existence of minimizers of $\mathcal{F}$ in $\Omega$ with prescribed outside data $\varphi$. In Sect. 5.1 we deal with the case of a bounded Lipschitz $\Omega$ and $\varphi$ satisfying condition (1.13). We study the truncated functionals $\mathcal{F}^{M}$ and use the Direct Method of the Calculus of Variations to show that they have a unique minimizer $u_{M}$-see Proposition 5.3. Thanks to the estimate of Proposition 3.2, we then have the necessary compactness to obtain a minimizer of $\mathcal{F}$ and conclude the proof of Theorem 1.3. Section 5.1.1 briefly considers the simpler case in which the exterior datum satisfies the global integrability condition (1.7). In Sect. 5.2 we instead consider a general open set $\Omega$ and measurable function $\varphi$. We prove Theorem 1.7, concerning the possibility of establishing the existence of a local minimizer via the construction of an ordered pair of weak sub- and supersolutions of $\mathscr{H} u=0$.

Section 6 contains the proof of the rearrangement inequality of Theorem 1.9, carried out in Sect. 6.2. For this, we first need a one-dimensional rearrangement inequality, which we prove in a rather general setting in Sect. 6.1.

In the short Sect. 7 we use several results addressed earlier to establish the equivalence of minimizers and weak/viscosity/pointwise solutions, as claimed by Theorem 1.10.

Section 8 is devoted to the proof of Theorem 1.11.
Finally, Appendix A contains some known results which are used in the paper. We mention in particular the fractional Hardy-type inequality of Proposition A.2, which guarantees that the notion of minimality considered in Definition 1.2 is well-posed.

## 2 Auxiliary results

We gather here some preliminary results on the functions $g, G, \mathcal{G}$, on truncated versions of the fractional area functional $\mathcal{F}$, on their relationship (when $g=g_{s}$ ) with the $s$-perimeter, and on the associated Euler-Lagrange operator $\mathscr{H}$. All these topics will be dealt with in separate subsections. To conclude the section, we will obtain a comparison principle for minimizers of the functional $\mathcal{F}$.

### 2.1 Elementary properties of the functions $\boldsymbol{g}, \boldsymbol{G}$, and $\mathcal{G}$

We begin by recalling the following definitions given in the Introduction. We consider a continuous function $g: \mathbb{R} \rightarrow \mathbb{R}$ satisfying

$$
\begin{align*}
& g(t)=g(-t) \text { for every } t \in \mathbb{R} \text {, }  \tag{2.1}\\
& 0<g \leqslant 1 \text { in } \mathbb{R}, \tag{2.2}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda:=\int_{0}^{+\infty} \operatorname{tg}(t) d t<\infty \tag{2.3}
\end{equation*}
$$

In light of these requirements, we have that

$$
\begin{equation*}
\Lambda:=\int_{\mathbb{R}} g(t) d t \leqslant 2(\lambda+1)<\infty \tag{2.4}
\end{equation*}
$$

As remarked in the Introduction, it is easily seen that the function $g_{s}$ defined in (1.9) satisfies these assumptions. When considering $g_{s}$, we will write $\Lambda_{s}:=\int_{\mathbb{R}} g_{s}(t) d t$.

Associated to a general $g$, we have the functions

$$
\begin{equation*}
G(t):=\int_{0}^{t} g(\tau) d \tau, \quad \mathcal{G}(t):=\int_{0}^{t} G(\tau) d \tau=\int_{0}^{t}\left(\int_{0}^{\tau} g(\sigma) d \sigma\right) d \tau \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{G}(t):=\int_{-\infty}^{t} g(\tau) d \tau=\int_{-t}^{+\infty} g(\tau) d \tau \tag{2.6}
\end{equation*}
$$

defined for every $t \in \mathbb{R}$. Notice that

$$
\begin{equation*}
\bar{G}(t)=\frac{\Lambda}{2}+G(t) \quad \text { for every } t \in \mathbb{R} \tag{2.7}
\end{equation*}
$$

It is also convenient to introduce here the following notation for cylinders, which will be consistently used throughout the paper:

$$
\begin{equation*}
\Omega^{M}:=\Omega \times(-M, M) \quad \text { for } M>0 \quad \text { and } \quad \Omega^{\infty}:=\Omega \times \mathbb{R} \tag{2.8}
\end{equation*}
$$

The following lemma collects the main properties of these functions that will be used in the forthcoming sections.

Lemma 2.1 The functions $G$ and $\mathcal{G}$ are respectively of class $C^{1}$ and $C^{2}$. Furthermore, the following facts hold true.
(i) The function $G$ is odd, increasing, satisfies $G(0)=0$ and

$$
\begin{equation*}
c_{\star} \min \{1,|t|\} \leqslant|G(t)| \leqslant \min \left\{\frac{\Lambda}{2},|t|\right\} \text { for every } t \in \mathbb{R}, \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{\star}=c_{\star}(g):=\inf _{t \in[0,1]} g(t)>0 . \tag{2.10}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
|G(t)-G(\tau)| \leqslant|t-\tau| \text { for every } t, \tau \in \mathbb{R} . \tag{2.11}
\end{equation*}
$$

(ii) The function $\mathcal{G}$ is even, increasing on $[0, \infty)$, strictly convex, and such that $\mathcal{G}(0)=0$. It satisfies

$$
\begin{align*}
\frac{c_{\star}}{2} \min \left\{|t|, t^{2}\right\} & \leqslant \mathcal{G}(t)
\end{aligned} \begin{aligned}
& \frac{t^{2}}{2}  \tag{2.12}\\
& \frac{\Lambda}{2}|t|-\lambda \leqslant \mathcal{G}(t) \tag{2.13}
\end{align*} \leqslant \frac{\Lambda}{2}|t|, ~ l
$$

for every $t \in \mathbb{R}$, and

$$
\begin{equation*}
|\mathcal{G}(t)-\mathcal{G}(\tau)| \leqslant \frac{\Lambda}{2}|t-\tau| \text { for every } t, \tau \in \mathbb{R} \tag{2.14}
\end{equation*}
$$

Proof Almost all the statements follow immediately from definitions (2.5) and (2.6). The only properties that require an explicit proof are the lower bounds on $|G|$ and $\mathcal{G}$.

To obtain the left-hand inequality in (2.9) we assume without loss of generality that $t \geqslant 0$ and compute, using (2.10),

$$
G(t) \geqslant \int_{0}^{\min \{1, t\}} g(t) d t \geqslant c_{\star} \min \{1, t\} .
$$

To get the lower bound in (2.12), we first notice that we can restrict ourselves to $t \geqslant 1$, since the case $t \in[0,1]$ can be deduced straightaway from (2.9) and the definition of $\mathcal{G}$. For $t \geqslant 1$ we apply (2.9) to compute
$\mathcal{G}(t)=\int_{0}^{1} G(\tau) d \tau+\int_{1}^{t} G(\tau) d \tau \geqslant c_{\star}\left(\int_{0}^{1} \tau d \tau+\int_{1}^{t} d \tau\right)=\frac{c_{\star}}{2}(1+2(t-1)) \geqslant \frac{c_{\star}}{2} t$.
Finally, to establish the first inequality in (2.13), we recall definitions (2.3)-(2.5) and compute, for $t \geqslant 0$,

$$
\begin{aligned}
\mathcal{G}(t)-\frac{\Lambda}{2} t & =\int_{0}^{t}\left(\int_{0}^{\tau} g(\sigma) d \sigma\right) d \tau-\left(\int_{0}^{+\infty} g(\sigma) d \sigma\right) t=-\int_{0}^{t}\left(\int_{\tau}^{+\infty} g(\sigma) d \sigma\right) d \tau \\
& =-\int_{0}^{t}\left(\int_{0}^{\sigma} g(\sigma) d \tau\right) d \sigma-\int_{t}^{+\infty}\left(\int_{0}^{t} g(\sigma) d \tau\right) d \sigma \\
& =-\int_{0}^{t} \sigma g(\sigma) d \sigma-t \int_{t}^{+\infty} g(\sigma) d \sigma=-\lambda+\int_{t}^{+\infty}(\sigma-t) g(\sigma) d \sigma \geqslant-\lambda .
\end{aligned}
$$

Note that the third identity follows by Fubini's theorem. The proof of the lemma is thus complete.

We stress that hypothesis (2.3) has only been used to deduce the left-hand inequality in (2.13). If one drops it, the weaker lower bound

$$
\begin{equation*}
\mathcal{G}(t) \geqslant \frac{c_{\star}}{2}|t|-\frac{c_{\star}}{2} \quad \text { for every } t \in \mathbb{R} \tag{2.15}
\end{equation*}
$$

can still be easily deduced from (2.12). This estimate is indeed sufficient for most of the applications presented in the remainder of the paper. However, we will make crucial use of the finer bound (2.13) at some point in the proof of Proposition 3.3. Therefore, such result and all those that rely on it need assumption (2.3) to hold.

Note that the function $g(t)=1 /\left(1+t^{2}\right)$ fulfills hypotheses (2.1), (2.2), (2.4), but not (2.3). Also, the corresponding second antiderivative $\mathcal{G}$ does not satisfy the lower bound in (2.13) or any bound of the form $\mathcal{G}(t) \geqslant \Lambda|t| / 2-C$ for some constant $C>0$.

### 2.2 Functional analytic properties of the fractional area functionals

In this subsection we introduce the area-type functionals $\mathcal{F}^{M}$ and determine some basic properties of the local part $\mathcal{A}$ and nonlocal part $\mathcal{N}^{M}$.

First of all, we observe that we can split the functional $\mathcal{F}$ defined in (1.8) into the two components

$$
\mathcal{F}(u, \Omega)=\mathcal{A}(u, \Omega)+\mathcal{N}(u, \Omega),
$$

with

$$
\begin{equation*}
\mathcal{A}(u, \Omega):=\int_{\Omega} \int_{\Omega} \mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}} \tag{2.16}
\end{equation*}
$$

and

$$
\mathcal{N}(u, \Omega):=2 \int_{\Omega} \int_{\mathcal{C} \Omega} \mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}} .
$$

As will be shown in Lemma 2.3, in order for the local part $\mathcal{A}(u, \Omega)$ to be finite, it is necessary and sufficient that $u \in W^{s, 1}(\Omega)$. On the other hand, to have $\mathcal{N}(u, \Omega)$ finite, one needs to impose some very restrictive condition on the behavior of $u$ in the whole $\mathbb{R}^{n}$, such as (1.7).

For this reason, given any real number $M \geqslant 0$ we define for a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ the truncated nonlocal part

$$
\begin{equation*}
\mathcal{N}^{M}(u, \Omega):=\int_{\Omega}\left\{\int_{\mathcal{C} \Omega}\left(\int_{\frac{-M-u(y)}{|x-y|}}^{\frac{u(x)-u(y)}{|x-y|}} \bar{G}(t) d t+\int_{\frac{u(x)-u(y)}{|x-y|}}^{\frac{M-u(y)}{|x-y|}} \bar{G}(-t) d t\right) \frac{d y}{|x-y|^{n-1+s}}\right\} d x, \tag{2.17}
\end{equation*}
$$

and the truncated nonlocal area-type functional

$$
\begin{equation*}
\mathcal{F}^{M}(u, \Omega):=\mathcal{A}(u, \Omega)+\mathcal{N}^{M}(u, \Omega) \tag{2.18}
\end{equation*}
$$

As we shall see shortly, this functional no longer requires extra conditions on $u$ for its finiteness.

We will use the subscript $\cdot s$ to indicate the functionals corresponding to the choice $g=$ $g_{s}$-that is, we will write $\mathcal{A}_{s}, \mathcal{N}_{s}^{M}$, and $\mathcal{F}_{s}^{M}$. Note that, in this geometric case, the quantity $\mathcal{F}_{s}^{M}(u, \Omega)$ corresponds to the $s$-perimeter of the subgraph of $u$ in the truncated cylinder $\Omega^{M}=\Omega \times(-M, M)$. See Sect. 2.3 for more information on this.

We now proceed to analyze the functionals $\mathcal{A}, \mathcal{N}^{M}, \mathcal{F}^{M}$ and investigate in particular their domains of definitions. In order to this, the following simple estimate turns out to be useful.

Lemma 2.2 Let $A, B \subseteq \mathbb{R}^{n}$ be bounded measurable sets. Then

$$
\int_{A} \int_{B} \frac{d x d y}{|x-y|^{n-1+s}} \leqslant \frac{\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{1-s} \min \{|A|,|B|\} \operatorname{diam}(A \cup B)^{1-s} .
$$

Proof Suppose without loss of generality that $|A| \leqslant|B|$ and set $D:=\operatorname{diam}(A \cup B)$. Then, by changing variables conveniently we estimate

$$
\int_{A} \int_{B} \frac{d x d y}{|x-y|^{n-1+s}} \leqslant \int_{A}\left(\int_{B_{D}} \frac{d z}{|z|^{n-1+s}}\right) d x=\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)|A| \int_{0}^{D} \frac{d \varrho}{\varrho^{s}},
$$

which directly leads to the conclusion.
Thanks to this, we can easily find the natural domain of definition of the local part $\mathcal{A}$. Notice that for $\mathcal{A}$ to be well-defined (albeit possibly infinite) one needs $u$ to be defined only in $\Omega$.

Lemma 2.3 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set and $u: \Omega \rightarrow \mathbb{R}$ be a measurable function. Then,

$$
\begin{equation*}
\frac{c_{\star}}{2}\left([u]_{W^{s, 1}(\Omega)}-c_{s}(\Omega)\right) \leqslant \mathcal{A}(u, \Omega) \leqslant \frac{\Lambda}{2}[u]_{W^{s, 1}(\Omega)}, \tag{2.19}
\end{equation*}
$$

where $c_{\star}>0$ is the constant defined in (2.10) and

$$
\begin{equation*}
c_{s}(\Omega):=\frac{\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{1-s}|\Omega| \operatorname{diam}(\Omega)^{1-s} . \tag{2.20}
\end{equation*}
$$

Therefore,

$$
u \in W^{s, 1}(\Omega) \text { if and only if } \mathcal{A}(u, \Omega)<\infty .
$$

Proof The upper bound in (2.19) immediately follows by observing that $\mathcal{G}(t) \leqslant \Lambda|t| / 2$ for all $t \in \mathbb{R}$, thanks to the right-hand inequality in formula (2.13) of Lemma 2.1. To get the lower bound, we recall (2.15) and compute

$$
\mathcal{A}(u, \Omega) \geqslant \frac{c_{\star}}{2}\left(\int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|}{|x-y|^{n+s}} d x d y-\int_{\Omega} \int_{\Omega} \frac{d x d y}{|x-y|^{n-1+s}}\right) .
$$

The conclusion follows now from Lemma 2.2. Finally, we observe that if $u$ is a measurable function with $[u]_{W^{s, 1}(\Omega)}<\infty$, then $u \in L^{1}(\Omega)$-see, e.g., [36, Lemma D.1.2].

In the following result we present an equivalent representation for $\mathcal{N}^{M}(u, \Omega)$, given in terms of the function $\mathcal{G}$. We also establish its finiteness when $u$ belongs to the space $\mathcal{W}^{s}(\Omega)$ recall (1.10) for its definition. Interestingly, no assumption on the behavior of $u$ outside of $\Omega$ is needed.

Lemma 2.4 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary, $M \geqslant 0$, and $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function. Then,

$$
\begin{equation*}
\left|\mathcal{N}^{M}(u, \Omega)\right| \leqslant C \Lambda\left(\|u\|_{W^{s, 1}(\Omega)}+M\right) \tag{2.21}
\end{equation*}
$$

where $\Lambda$ is the positive constant defined in (2.4) and $C>0$ is a constant depending only on $n, s$, and $\Omega$. Hence,

$$
\left|\mathcal{N}^{M}(u, \Omega)\right|<\infty \text { if } u \in \mathcal{W}^{s}(\Omega) .
$$

Furthermore, we have the identity

$$
\begin{align*}
\mathcal{N}^{M}(u, \Omega)= & \int_{\Omega}\left\{\int _ { \mathcal { C } \Omega } \left\{2 \mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{M+u(y)}{|x-y|}\right)\right.\right.  \tag{2.22}\\
& \left.\left.-\mathcal{G}\left(\frac{M-u(y)}{|x-y|}\right)\right\} \frac{d y}{|x-y|^{n-1+s}}\right\} d x+M \Lambda \int_{\Omega} \int_{\mathcal{C} \Omega} \frac{d x d y}{|x-y|^{n+s}} .
\end{align*}
$$

Proof We can assume that $\left.u\right|_{\Omega} \in W^{s, 1}(\Omega)$, as otherwise (2.21) is trivially satisfied. Taking advantage of (2.7) and of the right-hand inequality in (2.9), we get that

$$
\begin{equation*}
\left|\mathcal{N}^{M}(u, \Omega)\right| \leqslant 2 \Lambda\left\{\int_{\Omega}\left(|u(x)| \int_{\mathcal{C} \Omega} \frac{d y}{|x-y|^{n+s}}\right) d x+M \int_{\Omega} \int_{\mathcal{C} \Omega} \frac{d x d y}{|x-y|^{n+s}}\right\} . \tag{2.23}
\end{equation*}
$$

We remark that the last double integral in the previous formula is the $s$-fractional perimeter of $\Omega$ in $\mathbb{R}^{n}$, which is finite, since $\Omega$ is bounded and has Lipschitz boundary. Then, (2.21) follows from Corollary A.3.

On the other hand, identity (2.22) is a simple consequence of definition (2.17), formula (2.7), and the symmetry properties of $G$ and $\mathcal{G}$.

We stress that, in order to have $\mathcal{N}^{M}(u, \Omega)$ finite, the requirement $\left.u\right|_{\Omega} \in W^{s, 1}(\Omega)$ is far from being optimal. In fact, as the previous proof showed, it suffices for $\left.u\right|_{\Omega}$ to lie in a suitable weighted $L^{1}$ space over $\Omega$, which contains for instance $L^{\infty}(\Omega)$. Nevertheless, the requirement on the finiteness of $[u]_{W^{s, 1}(\Omega)}$ does not limit our analysis, since it is needed to have $\mathcal{A}(u, \Omega)$ finite, according to Lemma 2.3. We inform the interested reader that a more precise result on the natural domain of definition of $\mathcal{N}_{s}^{M}$ i.e., for $g=g_{s}$ ) will be provided by Lemma 2.11 in the forthcoming Sect. 2.3.

Furthermore, we observe that if $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is such that $\left.u\right|_{\Omega} \in L^{\infty}(\Omega)$ and $M \geqslant$ $\|u\|_{L^{\infty}(\Omega)}$, then $\mathcal{N}^{M}(u, \Omega) \geqslant 0$-this immediately follows from representation (2.17). On
the other hand, in general the nonlocal part $\mathcal{N}^{M}(\cdot, \Omega)$ can assume also negative values, as showed in the following example.

Example 2.5 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary and $M \geqslant 0$. There exists a positive constant $T_{0}=T_{0}(n, s, \Omega, g, M)>0$ such that, if $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is the constant function $u \equiv T$, for some $T \geqslant T_{0}$, then

$$
\mathcal{F}^{M}(u, \Omega)=\mathcal{N}^{M}(u, \Omega)<0 .
$$

To see this, let $R>0$ be fixed in such a way that $\Omega \Subset B_{R}$. By this, identity (2.22), and the fact that $\mathcal{G} \geqslant 0$, we have

$$
\mathcal{N}^{M}(u, \Omega) \leqslant-\int_{\Omega} \int_{B_{R} \backslash \Omega} \mathcal{G}\left(\frac{M+T}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}}+M \Lambda \int_{\Omega} \int_{\mathcal{C} \Omega} \frac{d x d y}{|x-y|^{n+s}} .
$$

By exploiting (2.15), the fact that $\Omega$ has finite $s$-perimeter (being bounded and Lipschitz), and Lemma 2.2, we find that

$$
\begin{aligned}
& \int_{\Omega} \int_{B_{R} \backslash \Omega} \mathcal{G}\left(\frac{M+T}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}} \\
& \quad \geqslant \frac{c_{\star}}{2} \int_{\Omega} \int_{B_{R} \backslash \Omega}\left(\frac{M+T}{|x-y|}-1\right) \frac{d x d y}{|x-y|^{n-1+s}} \geqslant \frac{M+T}{C}-C,
\end{aligned}
$$

with $C \geqslant 1$ depending only on $n, s, \Omega$, and $g$. Therefore,

$$
\mathcal{N}^{M}(u, \Omega) \leqslant-\frac{M+T}{C}+C+M \Lambda \int_{\Omega} \int_{\mathcal{C} \Omega} \frac{d x d y}{|x-y|^{n+s}},
$$

which is negative, provided $T$ is large enough (in dependence of $n, s, \Omega, g$, and $M$ only).
We collect the results of Lemmas 2.3 and 2.4 in the following unifying statement.
Lemma 2.6 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary, $M \geqslant 0$, and $u \in$ $\mathcal{W}^{s}(\Omega)$. Then, $\mathcal{F}^{M}(u, \Omega)$ is finite and it holds

$$
\left|\mathcal{F}^{M}(u, \Omega)\right| \leqslant C \Lambda\left(\|u\|_{W^{s, 1}(\Omega)}+M\right),
$$

for some constant $C>0$ depending only on $n, s$, and $\Omega$.
We conclude this subsection by specifying the convexity properties enjoyed by the functionals $\mathcal{A}, \mathcal{N}^{M}$, and $\mathcal{F}^{M}$. Recall (1.11) for the definition of the energy space $\mathcal{W}_{\varphi}^{s}(\Omega)$ corresponding to a given outside datum $\varphi$.

Lemma 2.7 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. The following facts hold true:
(i) The functional $\mathcal{A}(\cdot, \Omega)$ is convex on $W^{s, 1}(\Omega)$.
(ii) Given any $M \geqslant 0$ and $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$, the functionals $\mathcal{N}^{M}(\cdot, \Omega)$ and $\mathcal{F}^{M}(\cdot, \Omega)$ are strictly convex on $\mathcal{W}_{\varphi}^{s}(\Omega)$.

Proof The convexity of the functionals is an immediate consequence of the (strict) convexity of $\mathcal{G}$ warranted by Lemma 2.1. We point out that the convexity of $\mathcal{N}^{M}(\cdot, \Omega)$ also depends on the fact that the second and third summands appearing inside square brackets in the
representation (2.22) are constant on $\mathcal{W}_{\varphi}^{s}(\Omega)$. Indeed, given $u, v \in \mathcal{W}_{\varphi}^{s}(\Omega)$ and $t \in(0,1)$, we have the identity

$$
\begin{align*}
\mathcal{N}^{M} & (t u+(1-t) v, \Omega)-t \mathcal{N}^{M}(u, \Omega)-(1-t) \mathcal{N}^{M}(v, \Omega) \\
= & 2 \int_{\Omega}\left\{\int _ { \mathcal { C } \Omega } \left[\mathcal{G}\left(t \frac{u(x)-\varphi(y)}{|x-y|}+(1-t) \frac{v(x)-\varphi(y)}{|x-y|}\right)-t \mathcal{G}\left(\frac{u(x)-\varphi(y)}{|x-y|}\right)\right.\right. \\
& \left.\left.-(1-t) \mathcal{G}\left(\frac{v(x)-\varphi(y)}{|x-y|}\right)\right] \frac{d y}{|x-y|^{n-1+s}}\right\} d x, \tag{2.24}
\end{align*}
$$

and the convexity of $\mathcal{G}$ yields that the integrand in the double integral above is non-positive. Furthermore, the strict convexity of $\mathcal{G}$ gives that the quantity on the right-hand side of (2.24) is equal to zero if and only if

$$
\frac{u(x)-\varphi(y)}{|x-y|}=\frac{v(x)-\varphi(y)}{|x-y|} \text { for a.e. }(x, y) \in \Omega \times \mathcal{C} \Omega,
$$

i.e., if and only if $u=v$ almost everywhere in $\Omega$-and hence in $\mathbb{R}^{n}$.

It is now worth pointing out the following result, which can be easily obtained by arguing as in the proof of Lemma 2.4, exploiting formula (2.22) and the global Lipschitzianity of $\mathcal{G}$ given by (2.14).

Lemma 2.8 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary, $M \geqslant 0$, and $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$. Then, there exists a constant $C>0$, depending only on $n$, $s$, and $\Omega$, such that

$$
\iint_{Q(\Omega)}\left|\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{v(x)-v(y)}{|x-y|}\right)\right| \frac{d x d y}{|x-y|^{n-1+s}} \leqslant C \Lambda\|u-v\|_{W^{s, 1}(\Omega)}
$$

for every $u, v \in \mathcal{W}_{\varphi}^{s}(\Omega)$, with $\Lambda$ as defined in (2.4). Moreover, we have the identity

$$
\mathcal{F}^{M}(u, \Omega)-\mathcal{F}^{M}(v, \Omega)=\iint_{Q(\Omega)}\left\{\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{v(x)-v(y)}{|x-y|}\right)\right\} \frac{d x d y}{|x-y|^{n-1+s}} .
$$

As a consequence, if $u, u_{k} \in \mathcal{W}_{\varphi}^{s}(\Omega)$ are such that $\left\|u-u_{k}\right\|_{W^{s, 1}(\Omega)} \rightarrow 0$ as $k \rightarrow \infty$, then

$$
\lim _{k \rightarrow \infty} \mathcal{F}^{M}\left(u_{k}, \Omega\right)=\mathcal{F}^{M}(u, \Omega)
$$

Remark 2.9 Here are some straightforward but important consequences of Lemma 2.8.
(i) It guarantees that Definition 1.2 of minimizers of $\mathcal{F}$ is well-posed.
(ii) It provides an equivalent characterization for a minimizer of $\mathcal{F}$ in $\mathcal{W}_{\varphi}^{s}(\Omega)$ as a function $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ that minimizes $\mathcal{F}^{M}(\cdot, \Omega)$ within $\mathcal{W}_{\varphi}^{s}(\Omega)$ for some $M \geqslant 0$, i.e., that satisfies

$$
\mathcal{F}^{M}(u, \Omega)=\inf \left\{\mathcal{F}^{M}(v, \Omega): v \in \mathcal{W}_{\varphi}^{s}(\Omega)\right\} .
$$

(iii) By (ii) and the strict convexity of $\mathcal{F}^{M}$-see point (ii) of Lemma 2.7-, we obtain that a minimizer of $\mathcal{F}$ in $\mathcal{W}_{\varphi}^{s}(\Omega)$, if it exists, is unique.
(iv) As a consequence of the density of $C_{c}^{\infty}(\Omega)$ in $W^{s, 1}(\Omega)$-see, e.g., Proposition A. 1 in Appendix A-, Lemma 2.8 implies that to verify the minimality of $u \in \mathcal{W}_{\varphi}^{S}(\Omega)$ we can limit ourselves to consider competitors $v \in \mathcal{W}_{\varphi}^{s}(\Omega)$ such that $\left.v\right|_{\Omega} \in C_{c}^{\infty}(\Omega)$.

### 2.3 Geometric properties of the fractional area functionals

This subsection is devoted to the description of some key geometric properties enjoyed by $\mathcal{A}_{s}, \mathcal{N}_{s}^{M}$, and $\mathcal{F}_{s}^{M}$. More specifically, we consider the case $g=g_{s}$ and we show the connection existing between the fractional perimeter $\operatorname{Per}_{s}$ and these functionals, which ultimately motivates their introduction.

Recall the splitting (1.1)-(1.2) of the $s$-perimeter into its local part $\operatorname{Per}_{s}^{L}$ and nonlocal part $\operatorname{Per}_{s}^{N L}$. We begin with a result relating $\operatorname{Per}_{s}^{L}$ and $\mathcal{A}_{s}$. Note that we indicate points in $\mathbb{R}^{n+1}$ with capital letters, writing $X=\left(x, X_{n+1}\right)$, with $x \in \mathbb{R}^{n}$ and $X_{n+1} \in \mathbb{R}$. Also recall the notation for cylinders introduced in (2.8).

Lemma 2.10 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set and $u: \Omega \rightarrow \mathbb{R}$ be a measurable function. Then,

$$
\begin{equation*}
u \in W^{s, 1}(\Omega) \text { if and only if } \operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega^{\infty}\right)<\infty \tag{2.25}
\end{equation*}
$$

In particular, it holds

$$
\begin{equation*}
\operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega^{\infty}\right)=\mathcal{A}_{s}(u, \Omega)+\operatorname{Per}_{s}^{L}\left(\left\{X_{n+1}<0\right\}, \Omega^{\infty}\right) \tag{2.26}
\end{equation*}
$$

Proof Using Lebesgue's monotone convergence theorem, we write

$$
\operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega^{\infty}\right)=\lim _{\delta \searrow 0} \iint_{D_{\delta}} d x d y \int_{-\infty}^{u(x)} d X_{n+1} \int_{u(y)}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}}
$$

where $D_{\delta}:=\left\{(x, y) \in \Omega \times \Omega:|u(x)|<\delta^{-1},|u(y)|<\delta^{-1}\right.$, and $\left.|x-y|>\delta\right\}$. Fix any small $\delta>0$ and let $(x, y) \in D_{\delta}$. Shifting variables, we see that

$$
\int_{-\infty}^{u(x)} d X_{n+1} \int_{u(y)}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}}=\int_{-\infty}^{u(x)-u(y)} d X_{n+1} \int_{0}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}}
$$

so that

$$
\begin{gathered}
\operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega^{\infty}\right)=\lim _{\delta \searrow 0} \iint_{D_{\delta}} d x d y \int_{0}^{u(x)-u(y)} d X_{n+1} \\
\int_{0}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}}+\operatorname{Per}_{s}^{L}\left(\left\{X_{n+1}<0\right\}, \Omega^{\infty}\right)
\end{gathered}
$$

After a renormalization of both variables $X_{n+1}$ and $Y_{n+1}$, we have

$$
\begin{aligned}
& \int_{0}^{u(x)-u(y)} d X_{n+1} \int_{0}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}} \\
& \quad=\frac{1}{|x-y|^{n-1+s}} \int_{0}^{\frac{u(x)-u(y)}{|x-y|}} d t \int_{0}^{+\infty} \frac{d r}{\left[1+(r-t)^{2}\right]^{\frac{n+1+s}{2}}}
\end{aligned}
$$

Changing coordinates once again and recalling definition (1.9), we obtain that

$$
\begin{aligned}
& \int_{0}^{u(x)-u(y)} d X_{n+1} \int_{0}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}} \\
& \quad=\frac{1}{|x-y|^{n-1+s}} \int_{0}^{\frac{u(x)-u(y)}{|x-y|}}\left(\int_{-t}^{+\infty} \frac{d \tau^{\prime}}{\left[1+\left(\tau^{\prime}\right)^{2}\right]^{\frac{n+1+s}{2}}}\right) d t
\end{aligned}
$$

$$
=\frac{1}{|x-y|^{n-1+s}} \int_{0}^{\frac{u(x)-u(y)}{|x-y|}}\left(\int_{-\infty}^{t} g_{s}(\tau) d \tau\right) d t
$$

By (2.5) and (2.4), we get

$$
\int_{0}^{\frac{u(x)-u(y)}{|x-y|}}\left(\int_{-\infty}^{t} g_{s}(\tau) d \tau\right) d t=\frac{\Lambda_{s}}{2} \frac{u(x)-u(y)}{|x-y|}+\mathcal{G}_{s}\left(\frac{u(x)-u(y)}{|x-y|}\right)
$$

Since, by symmetry,

$$
\iint_{D_{\delta}} \frac{u(x)-u(y)}{|x-y|} \frac{d x d y}{|x-y|^{n-1+s}}=0
$$

we conclude that

$$
\operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega^{\infty}\right)=\lim _{\delta \searrow 0} \iint_{D_{\delta}} \mathcal{G}_{s}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}}+\operatorname{Per}_{s}^{L}\left(\left\{X_{n+1}<0\right\}, \Omega^{\infty}\right)
$$

Claim (2.26) now follows by taking advantage once again of Lebesgue's monotone convergence theorem and recalling definition (2.16). Note that (2.25) immediately follows from (2.26) and Lemma 2.3 (also recall [36, Lemma D.1.2]).

Next is a lemma that gives a geometric interpretation of the truncated nonlocal part $\mathcal{N}_{s}^{M}$.
Lemma 2.11 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary and $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be such that $\left.u\right|_{\Omega} \in L^{\infty}(\Omega)$. Then, for any $M \geqslant\|u\|_{L^{\infty}(\Omega)}$, the quantity $\mathcal{N}_{s}^{M}(u, \Omega)$ is finite and it holds

$$
\begin{equation*}
\mathcal{N}_{s}^{M}(u, \Omega)=\mathcal{L}_{s}\left(\mathcal{S}_{u} \cap \Omega^{M}, \mathcal{C} \mathcal{S}_{u} \backslash \Omega^{\infty}\right)+\mathcal{L}_{s}\left(\mathcal{C} \mathcal{S}_{u} \cap \Omega^{M}, \mathcal{S}_{u} \backslash \Omega^{\infty}\right) \tag{2.27}
\end{equation*}
$$

Proof Thanks to the fact that $M \geqslant\|u\|_{L^{\infty}(\Omega)}$, we write

$$
\begin{aligned}
\mathcal{L}_{s}\left(\mathcal{S}_{u} \cap \Omega^{M}, \mathcal{C} \mathcal{S}_{u} \backslash \Omega^{\infty}\right) & =\int_{\Omega} d x \int_{\mathcal{C} \Omega} d y \int_{-M}^{u(x)} d X_{n+1} \int_{u(y)}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}}, \\
\mathcal{L}_{s}\left(\mathcal{C} \mathcal{S}_{u} \cap \Omega^{M}, \mathcal{S}_{u} \backslash \Omega^{\infty}\right) & =\int_{\Omega} d x \int_{\mathcal{C} \Omega} d y \int_{u(x)}^{M} d X_{n+1} \int_{-\infty}^{u(y)} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}} .
\end{aligned}
$$

By arguing as in the proof of Lemma 2.10 and recalling definitions (1.9) and (2.6), we have

$$
\begin{aligned}
\int_{-M}^{u(x)} d X_{n+1} \int_{u(y)}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}} & =\int_{-M-u(y)}^{u(x)-u(y)} d X_{n+1} \int_{0}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}} \\
& =\frac{1}{|x-y|^{n-1+s}} \int_{\frac{-M-u(y)}{|x-y|}}^{\frac{u(x)-u(y)}{|x-y|}} \bar{G}_{S}(t) d t
\end{aligned}
$$

for every $x \in \Omega$ and $y \in \mathcal{C} \Omega$. Hence,

$$
\mathcal{L}_{S}\left(\mathcal{S}_{u} \cap \Omega^{M}, \mathcal{C} \mathcal{S}_{u} \backslash \Omega^{\infty}\right)=\int_{\Omega} d x \int_{\mathcal{C} \Omega} d y\left(\frac{1}{|x-y|^{n-1+s}} \int_{\frac{-M-u(y)}{|x-y|}}^{\frac{u(x)-u(y)}{|x-y|}} \bar{G}_{s}(t) d t\right)
$$

Similarly,

$$
\mathcal{L}_{S}\left(\mathcal{C} \mathcal{S}_{u} \cap \Omega^{M}, \mathcal{S}_{u} \backslash \Omega^{\infty}\right)=\int_{\Omega} d x \int_{\mathcal{C} \Omega} d y\left(\frac{1}{|x-y|^{n+1+s}} \int_{\frac{u(x)-u(y)}{|x-y|}}^{\frac{M-u(y)}{|x-y|}} \bar{G}_{S}(-t) d t\right)
$$

By combining the last two identities and recalling definition (2.17), we are led to (2.27).

Putting the last two results together, we obtain a description of the $s$-perimeter of the subgraph of $u$ in $\Omega^{M}$ in terms of the functional $\mathcal{F}_{s}^{M}$.

Proposition 2.12 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. Let $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be such that $\left.u\right|_{\Omega} \in L^{\infty}(\Omega)$ and take $M \geqslant\|u\|_{L^{\infty}(\Omega)}$. Then,

$$
\left.u\right|_{\Omega} \in W^{s, 1}(\Omega) \text { if and only if } \operatorname{Per}_{s}\left(\mathcal{S}_{u}, \Omega^{M}\right)<\infty
$$

In particular, it holds

$$
\begin{equation*}
\operatorname{Per}_{s}\left(\mathcal{S}_{u}, \Omega^{M}\right)=\mathcal{F}_{s}^{M}(u, \Omega)+\kappa_{\Omega, M}, \tag{2.28}
\end{equation*}
$$

where $\kappa_{\Omega, M}$ is the (positive) constant

$$
\kappa_{\Omega, M}:=\operatorname{Per}_{s}^{L}\left(\left\{X_{n+1}<0\right\}, \Omega^{\infty}\right)-\operatorname{Per}_{s}^{L}\left(\left\{X_{n+1}<0\right\}, \Omega^{\infty} \backslash \Omega^{M}\right) .
$$

Proof The proposition is an almost immediate consequence of Lemmas 2.10 and 2.11. First, we observe that the following identities are true:

$$
\begin{aligned}
\mathcal{L}_{s}\left(\mathcal{S}_{u} \cap \Omega^{M}, \Omega^{M} \backslash \mathcal{S}_{u}\right)= & \int_{\Omega} d x \int_{\Omega} d y \int_{-M}^{u(x)} d X_{n+1} \int_{u(y)}^{M} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}}, \\
\mathcal{L}_{s}\left(\mathcal{S}_{u} \cap \Omega^{M}, \mathcal{C} \mathcal{S}_{u} \backslash \Omega^{M}\right)= & \int_{\Omega} d x \int_{\Omega} d y \int_{-M}^{u(x)} d X_{n+1} \int_{M}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}} \\
& +\int_{\Omega} d x \int_{\mathcal{C} \Omega} d y \int_{-M}^{u(x)} d X_{n+1} \int_{u(y)}^{+\infty} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}}, \\
\mathcal{L}_{s}\left(\Omega^{M} \backslash \mathcal{S}_{u}, \mathcal{S}_{u} \backslash \Omega^{M}\right)= & \int_{\Omega} d x \int_{\Omega} d y \int_{u(x)}^{M} d X_{n+1} \int_{-\infty}^{-M} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}} \\
& +\int_{\Omega} d x \int_{\mathcal{C} \Omega} d y \int_{u(x)}^{M} d X_{n+1} \int_{-\infty}^{u(y)} \frac{d Y_{n+1}}{|X-Y|^{n+1+s}} .
\end{aligned}
$$

Note that we took advantage of the fact that $M \geqslant\|u\|_{L^{\infty}(\Omega)}$ in order to obtain the above formulas. In light of this, it is not hard to see that

$$
\begin{aligned}
\operatorname{Per}_{s}\left(\mathcal{S}_{u}, \Omega^{M}\right)= & \operatorname{Per}_{s}^{L}\left(\mathcal{S}_{u}, \Omega^{\infty}\right)-\operatorname{Per}_{s}^{L}\left(\left\{X_{n+1}<0\right\}, \Omega^{\infty} \backslash \Omega^{M}\right) \\
& +\mathcal{L}_{s}\left(\mathcal{S}_{u} \cap \Omega^{M}, \mathcal{C} \mathcal{S}_{u} \backslash \Omega^{\infty}\right)+\mathcal{L}_{s}\left(\mathcal{C} \mathcal{S}_{u} \cap \Omega^{M}, \mathcal{S}_{u} \backslash \Omega^{\infty}\right)
\end{aligned}
$$

Identity (2.28) follows by recalling definition (2.18) and applying (2.26) and (2.27).

### 2.4 Some facts about the Euler-Lagrange operator

We collect here some observations about the nonlocal integro-differential operator $\mathscr{H}$, which is formally defined on a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ at a point $x \in \mathbb{R}^{n}$ by

$$
\mathscr{H} u(x):=2 \text { P.V. } \int_{\mathbb{R}^{n}} G\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n+s}} .
$$

We begin by introducing the following useful notation

$$
\begin{equation*}
\delta_{g}(u, x ; \xi):=G\left(\frac{u(x)-u(x+\xi)}{|\xi|}\right)-G\left(\frac{u(x-\xi)-u(x)}{|\xi|}\right) \tag{2.29}
\end{equation*}
$$

and we observe that, by symmetry, we can write

$$
\begin{equation*}
\mathscr{H} u(x)=\text { P.V. } \int_{\mathbb{R}^{n}} \frac{\delta_{g}(u, x ; \xi)}{|\xi|^{n+s}} d \xi . \tag{2.30}
\end{equation*}
$$

From now on, unless otherwise stated, we will understand $\mathscr{H} u(x)$ as given by (2.30). For $r>$ 0 , we also define

$$
\begin{equation*}
\mathscr{H} \geqslant r u(x):=\int_{\mathbb{R}^{n} \backslash B_{r}} \frac{\delta_{g}(u, x ; \xi)}{|\xi|^{n+s}} d \xi \quad \text { and } \quad \mathscr{H}^{<r} u(x):=\int_{B_{r}} \frac{\delta_{g}(u, x ; \xi)}{|\xi|^{n+s}} d \xi . \tag{2.31}
\end{equation*}
$$

By definition of principal value, it holds

$$
\mathscr{H} u(x)=\lim _{r \searrow 0} \mathscr{H}^{\geqslant r} u(x) .
$$

Remark 2.13 Note that $\mathscr{H}^{\geqslant r} u(x)$ is finite for every $x \in \mathbb{R}^{n}$ and $r>0$, under no assumptions on $u$. Indeed, by the right-hand bound in (2.9) we have

$$
\left|\frac{\delta_{g}(u, x ; \xi)}{|\xi|^{n+s}}\right| \leqslant \frac{\Lambda}{|\xi|^{n+s}},
$$

which is integrable in $\mathbb{R}^{n} \backslash B_{r}$. In particular, $|\mathscr{H} \geqslant r u(x)| \leqslant \Lambda \mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right) /\left(s r^{s}\right)$.
One of the main advantages of writing the nonlocal operator $\mathscr{H} u(x)$ as in (2.30) is that the integral is well-defined in the Lebesgue sense, provided $u$ is regular enough around $x$.

Lemma 2.14 Let $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be such that $u \in C^{1, \gamma}\left(B_{r}(x)\right)$, for some $x \in \mathbb{R}^{n}, r>0$, and $\gamma \in(s, 1]$. Then, $\mathscr{H}^{<\varrho} u(x)$ is finite for every $\varrho>0$ and it holds

$$
\begin{equation*}
\mathscr{H} u(x)=\mathscr{H}^{<\varrho} u(x)+\mathscr{H}^{\geqslant \varrho} u(x)=\int_{\mathbb{R}^{n}} \frac{\delta_{g}(u, x ; \xi)}{|\xi|^{n+s}} d \xi . \tag{2.32}
\end{equation*}
$$

Proof The lemma is an immediate consequence of the estimate

$$
\begin{equation*}
\left|\delta_{g}(u, x ; \xi)\right| \leqslant 2^{\gamma}\|u\|_{C^{1, \gamma}\left(B_{r}(x)\right)}|\xi|^{\gamma} \quad \text { for all } \xi \in B_{r} \backslash\{0\} . \tag{2.33}
\end{equation*}
$$

Indeed, (2.33) easily implies that $\mathscr{H}^{<\varrho} u(x)$ is well-defined (as $\gamma>s$ ), whereas Remark 2.13 gives the finiteness of $\mathscr{H} \geqslant \varrho^{\bullet} u(x)$ and (2.32) trivially follows.

To verify (2.33), we first notice that, by (2.11) and (2.29) we have

$$
\begin{equation*}
\left|\delta_{g}(u, x ; \xi)\right| \leqslant\left|\frac{u(x+\xi)+u(x-\xi)-2 u(x)}{|\xi|}\right| . \tag{2.34}
\end{equation*}
$$

Then, by the mean value theorem we have

$$
u(x+\xi)-u(x)=\nabla u(x+t \xi) \cdot \xi \quad \text { and } \quad u(x-\xi)-u(x)=\nabla u(x-\tau \xi) \cdot(-\xi)
$$

for some $t, \tau \in[0,1]$, and thus

$$
\begin{aligned}
\left|\frac{u(x+\xi)+u(x-\xi)-2 u(x)}{|\xi|}\right| & =\left|\frac{\nabla u(x+t \xi) \cdot \xi-\nabla u(x-\tau \xi) \cdot \xi}{|\xi|}\right| \\
& \leqslant|\nabla u(x+t \xi)-\nabla u(x-\tau \xi)| \leqslant 2^{\gamma}\|u\|_{C^{1, \gamma}\left(B_{r}(x)\right)}|\xi|^{\gamma} .
\end{aligned}
$$

Estimate (2.33) then follows at once.

We stress that the right hand side of (2.32) is defined in the standard Lebesgue sense, not as a principal value. Also notice that, thanks to Remark 2.13, we need not ask any growth condition for $u$ at infinity.

When $u$ is not regular enough around $x$, the quantity $\mathscr{H} u(x)$ is in general not well-defined. Nevertheless, as already observed in the Introduction, we can understand the operator $\mathscr{H}$ as defined in the following weak (distributional) sense. Given a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we set

$$
\begin{equation*}
\langle\mathscr{H} u, v\rangle:=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} G\left(\frac{u(x)-u(y)}{|x-y|}\right)(v(x)-v(y)) \frac{d x d y}{|x-y|^{n+s}} \tag{2.35}
\end{equation*}
$$

for every $v \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$. More generally, it is immediate to see that (2.35) is well-defined for every $v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ such that $\left.[v]_{W^{s, 1}} \mathbb{R}^{n}\right)<\infty$. Indeed, taking advantage of the boundedness of $G$, one has that

$$
\begin{equation*}
|\langle\mathscr{H} u, v\rangle| \leqslant \frac{\Lambda}{2}[v]_{W^{s, 1}\left(\mathbb{R}^{n}\right)}, \tag{2.36}
\end{equation*}
$$

with $\Lambda$ as in (2.4). Hence, $\mathscr{H} u$ induces a continuous linear functional on $W^{s, 1}\left(\mathbb{R}^{n}\right)$, that is

$$
\langle\mathscr{H} u, \cdot\rangle \in\left(W^{s, 1}\left(\mathbb{R}^{n}\right)\right)^{*} .
$$

Remarkably, this holds for every measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$, regardless of its regularity or integrability.

Estimate (2.36) says that the pairing $(u, v) \mapsto\langle\mathscr{H} u, v\rangle$ is continuous in the second component $v$, with respect to the $W^{s, 1}\left(\mathbb{R}^{n}\right)$ topology. The next lemma shows that we also have continuity in $u$ with respect to almost everywhere convergence.

Lemma 2.15 Let $u_{k}, u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be such that $u_{k} \rightarrow u$ a.e. in $\mathbb{R}^{n}$ and let $v \in W^{s, 1}\left(\mathbb{R}^{n}\right)$. Then,

$$
\lim _{k \rightarrow \infty}\left\langle\mathscr{H} u_{k}, v\right\rangle=\langle\mathscr{H} u, v\rangle .
$$

Lemma 2.15 is a simple consequence of Lebesgue's dominated convergence theorem, thanks once again to the boundedness of $G$.

The next result shows that the nonlocal mean curvature operator $\mathscr{H}$ naturally arises when computing the Euler-Lagrange equation associated to the fractional area functional.

Lemma 2.16 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary, $M \geqslant 0$, and $u \in$ $\mathcal{W}^{s}(\Omega)$. Then,

$$
\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=0} \mathcal{F}^{M}(u+\varepsilon v, \Omega)=\langle\mathscr{H} u, v\rangle \text { for every } v \in \mathcal{W}_{0}^{s}(\Omega)
$$

Proof First, notice that $u+\varepsilon v \in \mathcal{W}^{s}(\Omega)$ for every $\varepsilon \in \mathbb{R}$. Hence, by Lemma 2.6, both $\mathcal{F}^{M}(u, \Omega)$ and $\mathcal{F}^{M}(u+\varepsilon v, \Omega)$ are finite. Now, by the mean value theorem, there is a function $\tilde{\tau}_{\varepsilon}: \mathbb{R} \times \mathbb{R} \rightarrow[0,1]$ such that $\mathcal{G}(A+\varepsilon B)-\mathcal{G}(A)=\varepsilon G\left(A+\varepsilon \tilde{\tau}_{\varepsilon}(A, B) B\right) B$ for every $A, B \in \mathbb{R}$. As $v=0$ in $\mathcal{C} \Omega$, calling

$$
\tau_{\varepsilon}(x, y):=\tilde{\tau}_{\varepsilon}\left(\frac{u(x)-u(y)}{|x-y|}, \frac{v(x)-v(y)}{|x-y|}\right) \text { for every } x, y \in \mathbb{R}^{n},
$$

we have

$$
\begin{aligned}
& \mathcal{F}^{M}(u+\varepsilon v, \Omega)-\mathcal{F}^{M}(u, \Omega) \\
& \quad=\varepsilon \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} G\left(\frac{u(x)-u(y)}{|x-y|}+\varepsilon \tau_{\varepsilon}(x, y) \frac{v(x)-v(y)}{|x-y|}\right)(v(x)-v(y)) \frac{d x d y}{|x-y|^{n+s}} .
\end{aligned}
$$

Since $G$ is bounded, $v \in \mathcal{W}_{0}^{s}(\Omega)$, and $\left|\tau_{\varepsilon}\right| \leqslant 1$, we may conclude the proof using Lebesgue's dominated convergence theorem.

Lemma 2.16 says in particular that minimizers of $\mathcal{F}$ solve $\mathscr{H} u=0$ in the weak sense made precise by Definition 1.5. However, notice that Definition 1.5 is a priori weaker than the conclusion of Lemma 2.16, as it requires the test functions $v$ to lie in $C_{c}^{\infty}(\Omega) \subsetneq \mathcal{W}_{0}^{s}(\Omega)$. Actually, if $\Omega$ is bounded and has Lipschitz boundary, then the two notions are equivalent.

Lemma 2.17 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary, $f \in L^{\infty}(\Omega)$, and $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ a measurable function. Then, the following are equivalent:
(i) $u$ is a weak subsolution of $\mathscr{H} u=f$ in $\Omega$ in the sense of Definition 1.5;
(ii) It holds

$$
\langle\mathscr{H} u, v\rangle \leqslant \int_{\Omega} f v d x \text { for every } v \in \mathcal{W}_{0}^{s}(\Omega) \text { such that } v \geqslant 0 \text { a.e. in } \mathbb{R}^{n} .
$$

Proof The implication (ii) $\Rightarrow$ (i) is obvious. As for the converse implication, let $v \in \mathcal{W}_{0}^{s}(\Omega)$ such that $v \geqslant 0$ almost everywhere. Then, there exists a sequence $\left\{v_{k}\right\} \subseteq C_{c}^{\infty}(\Omega)$ such that $v_{k} \geqslant 0$ and $v_{k} \rightarrow v$ in $W^{s, 1}(\Omega)$-see, e.g., Proposition A.1. Also notice that, by Corollary A.3,

$$
\left\|v-v_{k}\right\|_{W^{s, 1}\left(\mathbb{R}^{n}\right)} \leqslant C\left\|v-v_{k}\right\|_{W^{s, 1}(\Omega)} \text { for every } k \in \mathbb{N},
$$

for some constant $C>0$ depending only on $n, s$, and $\Omega$. Hence, $v_{k} \rightarrow v$ in $W^{s, 1}\left(\mathbb{R}^{n}\right)$, and exploiting the continuity ensured by (2.36) we have

$$
\begin{equation*}
\langle\mathscr{H} u, v\rangle=\lim _{k \rightarrow \infty}\left\langle\mathscr{H} u, v_{k}\right\rangle \leqslant \lim _{k \rightarrow \infty} \int_{\Omega} f v_{k} d x=\int_{\Omega} f v d x, \tag{2.37}
\end{equation*}
$$

concluding the proof.
Corollary 2.18 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary, $f \in L^{\infty}(\Omega)$, and $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ a measurable function. Then, the following are equivalent:
(i) $u$ is a weak solution of $\mathscr{H} u=f$ in $\Omega$ in the sense of Definition 1.5;
(ii) It holds

$$
\langle\mathscr{H} u, v\rangle=\int_{\Omega} f v d x \quad \text { for every } v \in \mathcal{W}_{0}^{s}(\Omega)
$$

Proof We only need to prove the implication (i) $\Rightarrow$ (ii). For this, given $v \in \mathcal{W}_{0}^{s}(\Omega)$, let us write $v$ as the sum of its positive and negative parts, i.e., $v=v_{+}-v_{-}$. Since $u$ is a weak subsolution and $v_{+}, v_{-} \in \mathcal{W}_{0}^{s}(\Omega)$ are such that $v_{+}, v_{-} \geqslant 0$ almost everywhere, by Lemma 2.17 we have

$$
\left\langle\mathscr{H} u, v_{+}\right\rangle \leqslant \int_{\Omega} f v_{+} d x \quad \text { and } \quad\left\langle\mathscr{H} u, v_{-}\right\rangle \leqslant \int_{\Omega} f v_{-} d x .
$$

In the same way, since $u$ is also a weak supersolution, it holds

$$
\left\langle\mathscr{H} u, v_{+}\right\rangle \geqslant \int_{\Omega} f v_{+} d x \quad \text { and } \quad\left\langle\mathscr{H} u, v_{-}\right\rangle \geqslant \int_{\Omega} f v_{-} d x
$$

Thus, by linearity we obtain

$$
\langle\mathscr{H} u, v\rangle=\left\langle\mathscr{H} u, v_{+}\right\rangle-\left\langle\mathscr{H} u, v_{-}\right\rangle=\int_{\Omega} f v_{+} d x-\int_{\Omega} f v_{-} d x=\int_{\Omega} f v d x
$$

which proves the claim.
Taking advantage of the convexity of the functionals $\mathcal{F}^{M}$, we can prove the equivalence between weak solutions having "finite energy" and minimizers. Actually, we can also prove that weak subsolutions are equivalent to subminimizers-in the sense defined here below.

Definition 2.19 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. A measurable function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a subminimizer of $\mathcal{F}$ in $\Omega$ if $u \in \mathcal{W}^{s}(\Omega)$ and

$$
\begin{equation*}
\iint_{Q(\Omega)}\left\{\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{v(x)-v(y)}{|x-y|}\right)\right\} \frac{d x d y}{|x-y|^{n-1+s}} \leqslant 0 \tag{2.38}
\end{equation*}
$$

for every $v \in \mathcal{W}^{s}(\Omega)$ such that $v=u$ a.e. in $\mathcal{C} \Omega$ and $v \leqslant u$ a.e. in $\Omega$. Symmetrically, $u$ is a superminimizer of $\mathcal{F}$ in $\Omega$ if $u \in \mathcal{W}^{s}(\Omega)$ and (2.38) holds for every $v \in \mathcal{W}^{s}(\Omega)$ such that $v=u$ a.e. in $\mathcal{C} \Omega$ and $v \geqslant u$ a.e. in $\Omega$.

Remark 2.20 In light of Lemma 2.8, we can equivalently characterize a subminimizer of $\mathcal{F}$ in $\Omega$ as a function $u \in \mathcal{W}^{s}(\Omega)$, such that

$$
\mathcal{F}^{M}(u, \Omega)=\inf \left\{\mathcal{F}^{M}(v, \Omega): v \in \mathcal{W}_{u}^{s}(\Omega) \text { s.t. } v \leqslant u \text { a.e. in } \Omega\right\}
$$

for some $M \geqslant 0$-and similarly for a superminimizer.
Lemma 2.21 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary and $u \in \mathcal{W}^{s}(\Omega)$. Then, $u$ is a subminimizer of $\mathcal{F}$ in $\Omega$ if and only if it is a weak subsolution of $\mathscr{H} u=0$ in $\Omega$.

Proof Fix a non-negative number $M \geqslant 0$. Assume first that $u$ is a subminimizer of $\mathcal{F}$ in $\Omega$, and let $v \in C_{c}^{\infty}(\Omega)$ such that $v \geqslant 0$. Then, by Remark 2.20, we have that

$$
\frac{1}{\varepsilon}\left(\mathcal{F}^{M}(u-\varepsilon v, \Omega)-\mathcal{F}^{M}(u, \Omega)\right) \geqslant 0 \text { for every } \varepsilon>0
$$

The conclusion then follows by passing to the limit $\varepsilon \searrow 0$ and recalling Lemma 2.16, as indeed

$$
0 \leqslant \lim _{\varepsilon \searrow 0} \frac{1}{\varepsilon}\left(\mathcal{F}^{M}(u-\varepsilon v, \Omega)-\mathcal{F}^{M}(u, \Omega)\right)=-\langle\mathscr{H} u, v\rangle
$$

for every $v \in C_{c}^{\infty}(\Omega)$ such that $v \geqslant 0$. Conversely, suppose that $u$ is a weak subsolution of $\mathscr{H} u=0$ in $\Omega$, and let $v \in \mathcal{W}^{s}(\Omega)$ be such that $v=u$ a.e. in $\mathcal{C} \Omega$ and $v \leqslant u$ a.e. in $\Omega$. Thus, $w:=u-v \in \mathcal{W}_{0}^{s}(\Omega)$ and $w \geqslant 0$ a.e. in $\mathbb{R}^{n}$. Lemma 2.17 then ensures that $\langle\mathscr{H} u, w\rangle \leqslant$ 0 . Now, we observe that the convexity of $\mathcal{G}$ implies that

$$
\mathcal{G}(t)-\mathcal{G}(\tau) \geqslant G(\tau)(t-\tau) \quad \text { for every } t, \tau \in \mathbb{R}
$$

Thus, by Lemma 2.8 and definition (2.35), we obtain

$$
\mathcal{F}^{M}(v, \Omega)-\mathcal{F}^{M}(u, \Omega) \geqslant\langle\mathscr{H} u, v-u\rangle=-\langle\mathscr{H} u, w\rangle \geqslant 0
$$

which—by Remark 2.20 -implies that $u$ is a subminimizer of $\mathcal{F}$ in $\Omega$.

We then have the following comprehensive result connecting minimizers, sub-/superminimizers, and weak solutions.

Corollary 2.22 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary and $u \in \mathcal{W}^{s}(\Omega)$. Then, the following are equivalent:
(i) $u$ is a minimizer of $\mathcal{F}$ in $\Omega$,
(ii) $u$ is both a subminimizer and a superminimizer of $\mathcal{F}$ in $\Omega$,
(iii) $u$ is a weak solution of $\mathscr{H} u=0$ in $\Omega$.

Proof The implication (i) $\Rightarrow$ (ii) simply follows from the definitions. The equivalence of (ii) and (iii) is the content of Lemma 2.21. As for the implication (iii) $\Rightarrow$ (i), we can argue as in the proof of Lemma 2.21. Indeed, given $v \in \mathcal{W}_{u}^{s}(\Omega)$, let $w:=v-u \in \mathcal{W}_{0}^{s}(\Omega)$ and recall that by Corollary 2.18 we know that $\langle\mathscr{H} u, w\rangle=0$. Then, by convexity we obtain

$$
\mathcal{F}^{M}(v, \Omega)-\mathcal{F}^{M}(u, \Omega) \geqslant\langle\mathscr{H} u, w\rangle=0
$$

Recalling Lemma 2.8, this concludes the proof.

It is worth observing that Lemma 2.15 and Corollary 2.22 yield straightaway that the set of minimizers of $\mathcal{F}$ is closed in $\mathcal{W}^{s}(\Omega)$, with respect to almost everywhere convergence.

Proposition 2.23 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary and $\left\{u_{k}\right\} \subseteq$ $\mathcal{W}^{s}(\Omega)$ be such that each $u_{k}$ is a minimizer of $\mathcal{F}$ in $\Omega$. If $u_{k} \rightarrow u$ a.e. in $\mathbb{R}^{n}$, for some function $u \in \mathcal{W}^{S}(\Omega)$, then $u$ is a minimizer of $\mathcal{F}$ in $\Omega$.

### 2.5 Comparison principle

This subsection is devoted to the proof of a comparison principle for sub- and superminimizersand thus for weak sub- and supersolutions belonging to $\mathcal{W}^{s}(\Omega)$, by Lemma 2.21. To obtain this result, we need a couple of preliminary lemmas. First, we have the following elementary result on convex functions.

Lemma 2.24 Let $\phi: \mathbb{R} \rightarrow \mathbb{R}$ be a convex function. Then, for every $A, B, C, D \in \mathbb{R}$ satisfying $\min \{C, D\} \leqslant A, B \leqslant \max \{C, D\}$ and $A+B=C+D$, it holds

$$
\phi(A)+\phi(B) \leqslant \phi(C)+\phi(D)
$$

Proof Without loss of generality, we may suppose that $A \leqslant B$ and $C \leqslant D$. Since we have that $C \leqslant A \leqslant B \leqslant D$, there exist two values $\lambda, \mu \in[0,1]$ such that

$$
A=\lambda C+(1-\lambda) D \quad \text { and } \quad B=\mu C+(1-\mu) D
$$

In view of the convexity of $\phi$, it holds

$$
\begin{align*}
\phi(A)+\phi(B) & =\phi(\lambda C+(1-\lambda) D)+\phi(\mu C+(1-\mu) D) \\
& \leqslant \lambda \phi(C)+(1-\lambda) \phi(D)+\mu \phi(C)+(1-\mu) \phi(D)  \tag{2.39}\\
& =(\lambda+\mu) \phi(C)+(2-\lambda-\mu) \phi(D)
\end{align*}
$$

By taking advantage of the fact that $A+B=C+D$, we now observe that

$$
\lambda C+(1-\lambda) D+\mu C+(1-\mu) D=C+D
$$

or, equivalently,

$$
(1-\lambda-\mu)(C-D)=0 .
$$

Consequently, either $C=D$ or $\lambda+\mu=1$ (or both). In any case, we conclude that the right-hand side of (2.39) is equal to $\phi(C)+\phi(D)$, and from this the thesis follows.

We use Lemma 2.24 to obtain the following inequality for rather general convex functionals. For our applications-both here and in Sect. 3.3-, we will apply it with $\Phi(U ; x, y):=$ $\mathcal{G}(U /|x-y|)$.

Lemma 2.25 Let $\Phi: \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function, convex with respect to the first variable, i.e., satisfying

$$
\begin{equation*}
\Phi(\lambda U+(1-\lambda) V ; x, y) \leqslant \lambda \Phi(U ; x, y)+(1-\lambda) \Phi(V ; x, y) \tag{2.40}
\end{equation*}
$$

for every $\lambda \in(0,1), U, V \in \mathbb{R}$, andfor a.e. $x, y \in \mathbb{R}^{n}$. Given a measurable $\operatorname{set} \mathcal{U} \subseteq \mathbb{R}^{n} \times \mathbb{R}^{n}$, consider the functional $\mathfrak{F}$ defined by

$$
\mathfrak{F}(w):=\iint_{\mathcal{U}} \Phi(w(x)-w(y) ; x, y) d x d y
$$

for every $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Then, for every $u, v: \mathbb{R}^{n} \rightarrow \mathbb{R}$, it holds

$$
\begin{equation*}
\mathfrak{F}(\min \{u, v\})+\mathfrak{F}(\max \{u, v\}) \leqslant \mathfrak{F}(u)+\mathfrak{F}(v) . \tag{2.41}
\end{equation*}
$$

Proof We define the two functions $m:=\min \{u, v\}$ and $M:=\max \{u, v\}$. For fixed $(x, y) \in$ $\mathcal{U}$, we write

$$
A:=m(x)-m(y), \quad B:=M(x)-M(y), \quad C:=u(x)-u(y), \quad D:=v(x)-v(y),
$$

and

$$
\phi(t)=\phi_{x, y}(t):=\Phi(t ; x, y) \quad \text { for every } t \in \mathbb{R} .
$$

Thanks to (2.40), the function $\phi$ is convex. Also, we claim that

$$
\begin{equation*}
\min \{C, D\} \leqslant A, B \leqslant \max \{C, D\} \tag{2.42}
\end{equation*}
$$

and

$$
\begin{equation*}
A+B=C+D . \tag{2.43}
\end{equation*}
$$

Indeed, identity (2.43) is immediate since $m+M \equiv u+v$. The inequalities in (2.42) are also obvious if $u(x) \leqslant v(x)$ and $u(y) \leqslant v(y)$ or if $u(x)>v(x)$ and $u(y)>v(y)$. On the other hand, when for example $u(x) \leqslant v(x)$ and $u(y)>v(y)$, we have

$$
A=u(x)-v(y) \quad \text { and } \quad B=v(x)-u(y) .
$$

Accordingly,

$$
C=u(x)-u(y)<u(x)-v(y)=A=u(x)-v(y) \leqslant v(x)-v(y)=D
$$

and

$$
C=u(x)-u(y) \leqslant v(x)-u(y)=B=v(x)-u(y)<v(x)-v(y)=D .
$$

Hence, (2.42) is proved in this case. Arguing analogously, one can check that (2.42) also holds when $u(x)>v(x)$ and $u(y) \leqslant v(y)$.

Thanks to (2.42) and (2.43), we may apply Lemma 2.24 and deduce that

$$
\phi(A)+\phi(B) \leqslant \phi(C)+\phi(D) .
$$

That is,

$$
\begin{aligned}
& \Phi(m(x)-m(y) ; x, y)+\Phi(M(x)-M(y) ; x, y) \\
& \quad \leqslant \Phi(u(x)-u(y) ; x, y)+\Phi(v(x)-v(y) ; x, y) .
\end{aligned}
$$

Inequality (2.41) then plainly follows by integrating the last formula in $x$ and $y$.
We are now in position to prove our comparison principle for sub- and superminimizers. Note that it is a consequence of the strict convexity of the functional $\mathcal{F}$.

Proposition 2.26 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipshitz boundary. Let $\underline{u}, \bar{u}$ be respectively a sub- and a superminimizer of $\mathcal{F}$ in $\Omega$. If $\underline{u} \leqslant \bar{u}$ a.e. in $\mathcal{C} \Omega$, then $\underline{u} \leqslant \bar{u}$ a.e. in $\mathbb{R}^{n}$.

Proof Consider the two functions $\min \{\underline{u}, \bar{u}\}, \max \{\underline{u}, \bar{u}\} \in \mathcal{W}^{s}(\Omega)$ and let $M \geqslant 0$ be fixed. By Lemma 2.25 , representation (2.22) for $\mathcal{N}^{M}$, and the fact that $\underline{u} \leqslant \bar{u}$ in $\mathcal{C} \Omega$, it is easy to see that

$$
\begin{equation*}
\mathcal{F}^{M}(\min \{\underline{u}, \bar{u}\}, \Omega)+\mathcal{F}^{M}(\max \{\underline{u}, \bar{u}\}, \Omega) \leqslant \mathcal{F}^{M}(\underline{u}, \Omega)+\mathcal{F}^{M}(\bar{u}, \Omega) . \tag{2.44}
\end{equation*}
$$

From the sub- and superminimality of $\underline{u}$ and $\bar{u}$ respectively, recalling Remark 2.20 we get that

$$
\mathcal{F}^{M}(\underline{u}, \Omega) \leqslant \mathcal{F}^{M}(\min \{\underline{u}, \bar{u}\}, \Omega) \text { and } \mathcal{F}^{M}(\bar{u}, \Omega) \leqslant \mathcal{F}^{M}(\max \{\underline{u}, \bar{u}\}, \Omega) .
$$

By the second inequality and (2.44), we conclude that $\mathcal{F}^{M}(\underline{u}, \Omega)=\mathcal{F}^{M}(\min \{\underline{u}, \bar{u}\}, \Omega)$.
Now, either $\underline{u}=\min \{\underline{u}, \bar{u}\}$ a.e. in $\mathbb{R}^{n}$ or, by the strict convexity of $\mathcal{F}^{M}$ (recall Lemma 2.7),

$$
\mathcal{F}^{M}\left(\frac{\min \{\underline{u}, \bar{u}\}+\underline{u}}{2}, \Omega\right)<\frac{1}{2} \mathcal{F}^{M}(\underline{u}, \Omega)+\frac{1}{2} \mathcal{F}^{M}(\min \{\underline{u}, \bar{u}\}, \Omega)=\mathcal{F}^{M}(\underline{u}, \Omega) .
$$

Since $(\min \{\underline{u}, \bar{u}\}+\underline{u}) / 2 \leqslant \underline{u}$ a.e. in $\Omega$ and $(\min \{\underline{u}, \bar{u}\}+\underline{u}) / 2=\underline{u}$ a.e. in $\mathcal{C} \Omega$, the latter possibility is excluded by the subminimality of $\underline{u}$. Thus, $\underline{u}=\min \{\underline{u}, \bar{u}\}$ a.e. in $\mathbb{R}^{n}$, i.e., $\underline{u} \leqslant \bar{u}$ a.e. in $\mathbb{R}^{n}$.

## 3 A priori bounds

We collect in this section a few a priori estimates for weak solutions and minimizers.

## $3.1 W^{\boldsymbol{s}, 1}$ estimates

We establish here a couple of bounds for the $W^{s, 1}$ norm of solutions and minimizers. We begin with an estimate valid for weak subsolutions of $\mathscr{H} u=f$ which are bounded from above. We will use it later in Sect. 4 to prove that viscosity solutions have finite energy. The result is stated for the positive part of the subsolution $u$, but of course analogous estimates hold for all truncations $(u-k)_{+}$with $k \in \mathbb{R}$.

Proposition 3.1 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary, $f: \Omega \rightarrow \mathbb{R}$ such that $f_{+} \in L^{1}(\Omega)$, and $u$ be a weak subsolution of $\mathscr{H} u=f$ in $\Omega$. If $u_{+} \in \mathcal{W}^{s}(\Omega) \cap L^{\infty}(\Omega)$, then

$$
\begin{equation*}
\left[u_{+}\right]_{W^{s, 1}(\Omega)} \leqslant C\left(1+\left(1+\left\|f_{+}\right\|_{L^{1}(\Omega)}\right)\left\|u_{+}\right\|_{L^{\infty}(\Omega)}\right) \tag{3.1}
\end{equation*}
$$

for a constant $C>0$ depending only on $n, s, g$, and on upper bounds on $|\Omega|, \operatorname{diam}(\Omega)$, and $\operatorname{Per}_{s}(\Omega)$.

Proof First of all, as $f \leqslant f_{+}$, we have that

$$
\begin{equation*}
\langle\mathscr{H} u, v\rangle \leqslant \int_{\Omega} f_{+} v d x \quad \text { for every } v \in C_{c}^{\infty}(\Omega) \text { such that } v \geqslant 0 . \tag{3.2}
\end{equation*}
$$

We now apply (3.2) with $v:=\chi_{\Omega} u_{+} \in \mathcal{W}_{0}^{s}(\Omega)$. This can be done even though $v$ might not belong to $C_{c}^{\infty}(\Omega)$, thanks to the same considerations made in the proof of Lemma 2.17. Note that the convergence of the right-hand side in (2.37) follows from Lebesgue's dominated convergence theorem, as the approximating sequence $\left\{v_{k}\right\}$ is now uniformly bounded by the $L^{\infty}(\Omega)$ norm of $u_{+}$-see Proposition A.1.

Recalling definition (2.35), we get

$$
\begin{aligned}
& \int_{\Omega} \int_{\Omega} G\left(\frac{u(x)-u(y)}{|x-y|}\right)\left(u_{+}(x)-u_{+}(y)\right) \frac{d x d y}{|x-y|^{n+s}} \\
& \quad \leqslant-2 \int_{\Omega}\left\{\int_{\mathcal{C} \Omega} G\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n+s}}\right\} u_{+}(x) d x+\int_{\Omega} f_{+}(x) u_{+}(x) d x .
\end{aligned}
$$

From the monotonicity of $G$, it is not hard to see that

$$
\begin{aligned}
& G\left(\frac{u(x)-u(y)}{|x-y|}\right)\left(u_{+}(x)-u_{+}(y)\right) \\
& \quad \geqslant G\left(\frac{u_{+}(x)-u_{+}(y)}{|x-y|}\right)\left(u_{+}(x)-u_{+}(y)\right) \text { for a.e. } x, y \in \Omega .
\end{aligned}
$$

Combining this with the fact that $G(t) t \geqslant c_{\star}(|t|-1)$ for all $t \in \mathbb{R}$-which follows from the properties of $G$, in particular the left-hand inequality in (2.9)—and Lemma 2.2, we obtain

$$
\int_{\Omega} \int_{\Omega} G\left(\frac{u(x)-u(y)}{|x-y|}\right)\left(u_{+}(x)-u_{+}(y)\right) \frac{d x d y}{|x-y|^{n+s}} \geqslant c_{\star}\left(\left[u_{+}\right]_{W^{s, 1}(\Omega)}-c_{s}(\Omega)\right),
$$

with $c_{s}(\Omega)$ as in (2.20). On the other hand, using the right-hand bound in (2.9), we have that

$$
-2 \int_{\Omega}\left\{\int_{\mathcal{C} \Omega} G\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n+s}}\right\} u_{+}(x) d x \leqslant \Lambda \operatorname{Per}_{s}(\Omega)\left\|u_{+}\right\|_{L^{\infty}(\Omega)}
$$

and

$$
\int_{\Omega} f_{+}(x) u_{+}(x) d x \leqslant\left\|f_{+}\right\|_{L^{1}(\Omega)}\left\|u_{+}\right\|_{L^{\infty}(\Omega)} .
$$

Estimate (3.1) then plainly follows.
Next is a $W^{s, 1}$ bound for minimizers of $\mathcal{F}$. We will use it in Sect. 5 to gain the compactness needed to obtain the existence of solutions to the Dirichlet problem and prove Theorem 1.3. We stress that, although we will apply it to the family of bounded minimizers $\left\{u_{M}\right\}$, no boundedness assumption on the minimizer is required for its validity. Recall the definition (1.12) of Tail ${ }_{s}$.

Proposition 3.2 There exist two positive constants $\Theta$ and $C$, depending only on $n, s$, and $g$, such that the following holds true. If $\Omega \subseteq \mathbb{R}^{n}$ is a bounded open set with Lipschitz boundary, $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ is such that $\operatorname{Tail}_{s}\left(\varphi, \Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega ; \cdot\right) \in L^{1}(\Omega)$, and $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ is such that

$$
\mathcal{F}^{M}(u, \Omega) \leqslant \mathcal{F}^{M}(v, \Omega) \text { for every } v \in \mathcal{W}_{\varphi}^{s}(\Omega) \text { s.t. }|v| \leqslant M \text { a.e. in } \Omega,
$$

for some $M \geqslant 0$, then

$$
\begin{aligned}
& \operatorname{diam}(\Omega)^{-s}\|u\|_{L^{1}(\Omega)}+[u]_{W^{s, 1}(\Omega)} \\
& \quad \leqslant C\left(\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)}+\operatorname{diam}(\Omega)^{1-s}|\Omega|\right)
\end{aligned}
$$

Proof We use the function $v:=\chi_{\mathcal{C} \Omega} u$ as a competitor for $u$. We get

$$
\begin{equation*}
0 \leqslant \mathcal{F}^{M}(v, \Omega)-\mathcal{F}^{M}(u, \Omega)=-\mathcal{A}(u, \Omega)+2 \int_{\Omega} \int_{\mathcal{C} \Omega} \frac{\mathcal{I}(x, y)}{|x-y|^{n-1+s}} d x d y \tag{3.3}
\end{equation*}
$$

with

$$
\mathcal{I}(x, y):=\mathcal{G}\left(\frac{v(x)-v(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right) .
$$

Write $d:=\operatorname{diam}(\Omega)$. On the one hand, by Lemma 2.3,

$$
\begin{equation*}
\mathcal{A}(u, \Omega) \geqslant \frac{c_{\star}}{2} \int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|}{|x-y|^{n+s}} d x d y-\frac{c_{\star} \mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{2(1-s)}|\Omega| d^{1-s}, \tag{3.4}
\end{equation*}
$$

with $c_{\star}>0$ as defined in (2.10). On the other hand, let $R:=\Theta d$, with $\Theta \geqslant 1$ to be chosen later. Recalling the definition of $v$ and taking advantage of point (ii) of Lemma 2.1, we obtain

$$
\mathcal{I}(x, y) \leqslant \frac{\Lambda}{2} \frac{|\varphi(y)|}{|x-y|}+\frac{c_{\star}}{2}-\frac{c_{\star}}{2} \frac{|u(x)-u(y)|}{|x-y|} \text { for every } x \in \Omega, y \in \Omega_{R} \backslash \Omega
$$

and

$$
\mathcal{I}(x, y) \leqslant \frac{\Lambda}{2} \frac{|u(x)|}{|x-y|} \quad \text { for every } x \in \Omega, y \in \mathcal{C} \Omega_{R}
$$

Hence, using Lemma 2.2, that $c_{\star} \leqslant \Lambda$, and that $\mathcal{C} \Omega_{R} \subseteq \mathcal{C} B_{R}(x)$ for every $x \in \Omega$, we get

$$
\begin{aligned}
& 2 \int_{\Omega} \int_{\mathcal{C} \Omega} \frac{\mathcal{I}(x, y)}{|x-y|^{n-1+s}} d x d y \\
& \quad \leqslant \int_{\Omega}\left(\int_{\Omega_{R} \backslash \Omega} \frac{\Lambda|\varphi(y)|-c_{\star}|u(x)-u(y)|}{|x-y|^{n+s}} d y\right) d x \\
& \quad+c_{\star} \int_{\Omega} \int_{\Omega_{R} \backslash \Omega} \frac{d x d y}{|x-y|^{n-1+s}}+\Lambda \int_{\Omega}|u(x)|\left(\int_{\mathcal{C} \Omega_{R}} \frac{d y}{|x-y|^{n+s}}\right) d x \\
& \quad \leqslant \Lambda\left(\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{\Theta d} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)}+\frac{\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{1-s}(1+2 \Theta)^{1-s} d^{1-s}|\Omega|\right. \\
& \left.\quad+\frac{\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{s \Theta^{s} d^{s}}\|u\|_{L^{1}(\Omega)}\right)-c_{\star} \int_{\Omega} \int_{\Omega_{\Theta d} \backslash \Omega} \frac{|u(x)-u(y)|}{|x-y|^{n+s}} d x d y .
\end{aligned}
$$

Putting together this estimate with (3.3) and (3.4), and recalling that $\Theta \geqslant 1$, we find that

$$
\begin{align*}
& \int_{\Omega} \int_{\Omega_{\Theta d}} \frac{|u(x)-u(y)|}{|x-y|^{n+s}} d x d y \\
& \quad \leqslant C_{1}\left(\left\|\operatorname{Taiil}_{s}\left(\varphi, \Omega_{\Theta d} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)}+\Theta^{1-s} d^{1-s}|\Omega|+\frac{\|u\|_{L^{1}(\Omega)}}{\Theta^{s} d^{s}}\right) \tag{3.5}
\end{align*}
$$

for some constant $C_{1}>0$ depending only on $n, s$, and $g$.
Observe now that $\operatorname{diam}\left(\Omega_{d}\right)=3 d$ and $\left|\Omega_{d} \backslash \Omega\right| \geqslant c_{n} d^{n}$, for a dimensional constant $c_{n}>0$. Indeed, the equality is an immediate consequence of the definition of $\Omega_{d}$, while the measure estimate follows from the fact that $B_{d / 2}\left(x_{0}\right) \subseteq \Omega_{d} \backslash \Omega$ for every $x_{0} \in \partial \Omega_{d / 2}$. Using these two facts, we estimate

$$
\int_{\Omega_{d} \backslash \Omega} \frac{d y}{|x-y|^{n+s}} \geqslant \frac{\left|\Omega_{d} \backslash \Omega\right|}{\operatorname{diam}\left(\Omega_{d}\right)^{n+s}} \geqslant \frac{c_{n}}{3^{n+s} d^{s}} \quad \text { for every } x \in \Omega .
$$

By this and the triangular inequality, we have

$$
\begin{align*}
\|u\|_{L^{1}(\Omega)} & \leqslant \frac{3^{n+s} d^{s}}{c_{n}} \int_{\Omega}|u(x)|\left(\int_{\Omega_{d} \backslash \Omega} \frac{d y}{|x-y|^{n+s}}\right) d x \\
& \leqslant \frac{3^{n+s} d^{s}}{c_{n}}\left(\int_{\Omega} \int_{\Omega_{d} \backslash \Omega} \frac{|u(x)-u(y)|}{|x-y|^{n+s}} d x d y+\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{d} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)}\right) . \tag{3.6}
\end{align*}
$$

Using this estimate together with (3.5) and recalling that $\Theta \geqslant 1$, we get

$$
\|u\|_{L^{1}(\Omega)} \leqslant C_{2}\left(d^{s}\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{\Theta d} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)}+\Theta^{1-s} d|\Omega|+\Theta^{-s}\|u\|_{L^{1}(\Omega)}\right),
$$

with $C_{2}>0$ depending only on $n, s$, and $g$. By taking $\Theta$ sufficiently large (in dependence of $n, s$, and $g$ only), we can reabsorb the $L^{1}$ norm of $u$ on the left-hand side and obtain that

$$
\|u\|_{L^{1}(\Omega)} \leqslant C_{2}\left(d^{s}\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{\Theta d} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)}+d|\Omega|\right),
$$

for possibly a larger $C_{2}$. The conclusion follows by combining this estimate with (3.5).

### 3.2 Interior $L^{\infty}$ estimates

In this subsection, we establish some interior boundedness results for minimizers of $\mathcal{F}$ and $\operatorname{Per}_{s}$. First, through a rather standard De Giorgi-type iteration, we prove the following proposition. It is stated for subminimizers-recall Definition 2.19—and provides a bound from above. Of course, a two-sided $L^{\infty}$ estimate can then be deduced for minimizers.

Proposition 3.3 Let $R>0$ and $u$ be a subminimizer of $\mathcal{F}$ in $B_{2 R}$. Then,

$$
\begin{equation*}
\sup _{B_{R}} u \leqslant C\left(R+\int_{B_{2 R}} u_{+}(x) d x\right), \tag{3.7}
\end{equation*}
$$

for some constant $C>0$ depending only on $n, s$, and $g$.
Proof Let $0<\varrho<\tau \leqslant 2 R$ and $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ be a cutoff function acting between the balls $B_{\varrho}$ and $B_{\tau}$, i.e., satisfying $0 \leqslant \eta \leqslant 1$ in $\mathbb{R}^{n}$, $\operatorname{supp}(\eta) \Subset B_{\tau}, \eta=1$ in $B_{\varrho}$ and $|\nabla \eta| \leqslant 2 /(\tau-\varrho)$ in $\mathbb{R}^{n}$. For $k \geqslant 0$, we consider the functions $w=w_{k}:=(u-k)_{+}$and $v:=u-\eta w$. Clearly, $v \leqslant u$ in $\mathbb{R}^{n}$ and $v=u$ in $\mathcal{C} B_{\tau}$. Therefore,

$$
\begin{equation*}
\iint_{Q\left(B_{\tau}\right)} \frac{\mathcal{I}(x, y)}{|x-y|^{n-1+s}} d x d y \geqslant 0 \tag{3.8}
\end{equation*}
$$

with

$$
\mathcal{I}(x, y):=\mathcal{G}\left(\frac{v(x)-v(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right) .
$$

We consider the sets $A(k):=\left\{x \in \mathbb{R}^{n}: u>k\right\}$ and $A(k, t):=B_{t} \cap A(k)$, for $t>0$. First of all, we claim that

$$
\begin{equation*}
\mathcal{I}(x, y) \leqslant-\frac{\Lambda}{2} \frac{|w(x)-w(y)|}{|x-y|}+\lambda \chi_{B_{\varrho}^{2} \backslash\left(B_{\varrho} \backslash A(k, \varrho)\right)^{2}}(x, y) \quad \text { for } x, y \in B_{\varrho}, \tag{3.9}
\end{equation*}
$$

with $\lambda$ and $\Lambda$ as defined in (2.3) and (2.4) respectively. Clearly, (3.9) holds for every $x, y \in$ $\mathcal{C} A(k)$, since $\mathcal{I}(x, y)=0$ for these points and $w=0$ in $\mathcal{C} A(k)$. Furthermore, it is also valid for $x, y \in A(k, \varrho)$, as, indeed, by (2.13) we have

$$
\mathcal{I}(x, y)=-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)=-\mathcal{G}\left(\frac{w(x)-w(y)}{|x-y|}\right) \leqslant-\frac{\Lambda}{2} \frac{|w(x)-w(y)|}{|x-y|}+\lambda .
$$

By symmetry, we are left to check (3.9) for $x \in A(k, \varrho)$ and $y \in B_{\varrho} \backslash A(k, \varrho)$. In this case, using $u(x)>k \geqslant u(y)$ along with (2.13), we get

$$
\begin{aligned}
\mathcal{I}(x, y) & =\mathcal{G}\left(\frac{k-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right) \leqslant \frac{\Lambda}{2}\left(\frac{k-u(y)}{|x-y|}-\frac{u(x)-u(y)}{|x-y|}\right)+\lambda \\
& =-\frac{\Lambda}{2} \frac{u(x)-k}{|x-y|}+\lambda=-\frac{\Lambda}{2} \frac{|w(x)-w(y)|}{|x-y|}+\lambda .
\end{aligned}
$$

Hence, (3.9) is verified.
We now claim that

$$
\begin{equation*}
\mathcal{I}(x, y) \leqslant \Lambda\left(\chi_{B_{\tau}}(y) \frac{|w(x)-w(y)|}{|x-y|}+\frac{w(x)}{\max \{\tau-\varrho,|x-y|\}}\right) \quad \text { for } x \in B_{\tau}, y \in \mathcal{C} B_{\varrho} . \tag{3.10}
\end{equation*}
$$

We already observed that $\mathcal{I}(x, y)=0$ for every $x, y \in \mathcal{C} A(k)$. When $x \in B_{\tau} \backslash A(k, \tau)$ and $y \in A(k)$,

$$
\begin{aligned}
u(y)-u(x) & \geqslant u(y)-u(x)-\eta(y)(u(y)-k)=(1-\eta(y)) u(y)+k \eta(y)-u(x) \\
& \geqslant(1-\eta(y)) u(y)+k \eta(y)-k=(1-\eta(y))(u(y)-k) \geqslant 0
\end{aligned}
$$

and therefore

$$
\mathcal{I}(x, y)=\mathcal{G}\left(\frac{u(y)-u(x)-\eta(y)(u(y)-k)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(y)-u(x)}{|x-y|}\right) \leqslant 0,
$$

by the symmetry and monotonicity properties of $\mathcal{G}$. We are thus left to deal with $x \in A(k, \tau)$ and $y \in \mathcal{C} B_{\varrho}$. In this case, by the Lipschitz character of $\mathcal{G}$ and the properties of $\eta$,

$$
\begin{aligned}
\mathcal{I}(x, y) & \leqslant \frac{\Lambda}{2} \frac{|\eta(x) w(x)-\eta(y) w(y)|}{|x-y|} \leqslant \frac{\Lambda}{2} \frac{\eta(y)|w(x)-w(y)|+w(x)|\eta(x)-\eta(y)|}{|x-y|} \\
& \leqslant \frac{\Lambda}{2}\left(\chi_{B_{\tau}}(y) \frac{|w(x)-w(y)|}{|x-y|}+\min \left\{\frac{2}{\tau-\varrho}, \frac{1}{|x-y|}\right\} w(x)\right),
\end{aligned}
$$

and (3.10) follows.

By taking advantage of estimates (3.9) and (3.10) in (3.8), by symmetry we deduce that

$$
\begin{aligned}
& \iint_{B_{\varrho}^{2}} \frac{|w(x)-w(y)|}{|x-y|^{n+s}} d x d y \\
& \quad \leqslant C\left\{\iint_{B_{\tau}^{2} \backslash B_{\varrho}^{2}} \frac{|w(x)-w(y)|}{|x-y|^{n+s}} d x d y+\int_{A(k, \varrho)} \int_{B_{\varrho}} \frac{d x d y}{|x-y|^{n-1+s}}\right. \\
& \left.\quad+\int_{B_{\tau}} w(x)\left(\frac{1}{\tau-\varrho} \int_{B_{\tau-\varrho}} \frac{d z}{|z|^{n-1+s}}+\int_{\mathcal{C} B_{\tau-\varrho}} \frac{d z}{|z|^{n+s}}\right) d x\right\} \\
& \quad \leqslant C\left\{\iint_{B_{\tau}^{2} \backslash B_{\varrho}^{2}} \frac{|w(x)-w(y)|}{|x-y|^{n+s}} d x d y+|A(k, \varrho)| \varrho^{1-s}+\frac{\|w\|_{L^{1}\left(B_{\tau}\right)}}{(\tau-\varrho)^{s}}\right\},
\end{aligned}
$$

for some constant $C>0$ depending only on $n, s$, and $g$. Note that for the second inequality we also used Lemma 2.2. Adding to both sides $C$ times the left-hand side and dividing by $1+C$, we get that

$$
[w]_{W^{s, 1}\left(B_{Q}\right)} \leqslant \theta\left([w]_{W^{s, 1}\left(B_{\tau}\right)}+|A(k, \tau)| \tau^{1-s}+\frac{\|w\|_{L^{1}\left(B_{\tau}\right)}}{(\tau-\varrho)^{s}}\right)
$$

for every $0<\varrho<\tau \leqslant 2 R$ and for some constant $\theta \in(0,1)$ depending only on $n, s$, and $g$. Applying, e.g, [29, Lemma 1.1], we infer that

$$
[w]_{W^{s, 1}\left(B_{(\varrho+\tau) / 2}\right)} \leqslant C\left(|A(k, \tau)| \tau^{1-s}+\frac{\|w\|_{L^{1}\left(B_{\tau}\right)}}{(\tau-\varrho)^{s}}\right) .
$$

Let $\eta$ be a new cutoff acting between the balls $B_{\varrho}$ and $B_{(3 \varrho+\tau) / 4}$. Then, by the fractional Sobolev inequality (see, e.g., [37, Theorem 1] or [19, Theorem 6.5]) and computations similar to other made previously, we have that

$$
\begin{aligned}
\|w\|_{L^{\frac{n}{n-s}\left(B_{Q}\right)}} & \leqslant\|\eta w\|_{L^{\frac{n}{n-s}}} \mathbb{R}_{\left.\mathbb{R}^{n}\right)} \leqslant C \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|\eta(x) w(x)-\eta(y) w(y)|}{|x-y|^{n+s}} d x d y \\
& \leqslant C\left([w]_{W^{s, 1}\left(B_{(\varrho+\tau) / 2}\right)}+\frac{\|w\|_{L^{1}\left(B_{\tau}\right)}}{(\tau-\varrho)^{s}}\right) .
\end{aligned}
$$

Combining the last two inequalities and recalling that $w=w_{k}$, we arrive at

$$
\begin{equation*}
\left\|w_{k}\right\|_{L^{\frac{n}{n-s}\left(B_{\varrho}\right)}} \leqslant C\left(|A(k, \tau)| \tau^{1-s}+\frac{\left\|w_{k}\right\|_{L^{1}\left(B_{\tau}\right)}}{(\tau-\varrho)^{s}}\right) \tag{3.11}
\end{equation*}
$$

for every $0<\varrho<\tau \leqslant 2 R$ and $k \geqslant 0$.
Take now $k>h \geqslant 0$. We have

$$
\left\|w_{h}\right\|_{L^{1}\left(B_{\tau}\right)} \geqslant \int_{A(k, \tau)}(u(x)-h) d x \geqslant(k-h)|A(k, \tau)|
$$

and

$$
\left\|w_{h}\right\|_{L^{1}\left(B_{\tau}\right)} \geqslant \int_{A(k, \tau)}(u(x)-h) d x \geqslant \int_{A(k, \tau)}(u(x)-k) d x=\left\|w_{k}\right\|_{L^{1}\left(B_{\tau}\right)} .
$$

Thanks to these relations, (3.11), and Hölder's inequality, it is easy to see that

$$
\begin{equation*}
\varphi(k, \varrho) \leqslant \frac{C}{(k-h)^{s / n}}\left(\frac{\tau^{1-s}}{k-h}+\frac{1}{(\tau-\varrho)^{s}}\right) \varphi(h, \tau)^{1+\frac{s}{n}}, \tag{3.12}
\end{equation*}
$$

where we set $\varphi(\ell, t):=\left\|w_{\ell}\right\|_{L^{1}\left(B_{t}\right)}$.
Consider the two sequences $\left\{k_{j}\right\}$ and $\left\{r_{j}\right\}$ defined by $k_{j}:=M\left(1-2^{-j}\right)$ and $r_{j}:=R(1+$ $2^{-j}$ ) for every non-negative integer $j$ and with $M>0$ to be chosen later. By applying (3.12) with $k=k_{j+1}, \varrho=r_{j+1}, h=k_{j}$, and $\tau=r_{j}$, setting $\varphi_{j}:=\varphi\left(k_{j}, r_{j}\right)$, and taking $M \geqslant R$, we find

$$
\varphi_{j+1} \leqslant \frac{C\left(2^{j} \varphi_{j}\right)^{1+\frac{s}{n}}}{(R \sqrt[n]{M})^{s}}
$$

Applying now, e.g., [31, Lemma 7.1], we conclude that $\varphi_{j}$ converges to 0 -i.e., $u \leqslant M$ in $B_{R}$-, provided we choose $M$ in such a way that

$$
\left\|u_{+}\right\|_{L^{1}\left(B_{2 R}\right)}=\varphi_{0} \leqslant c_{\sharp} R^{n} M,
$$

for a sufficiently small constant $c_{\sharp}>0$ depending only on $n, s$, and $g$. This concludes the proof.

The counterpart of Proposition 3.3 for subgraphs that (locally) minimize $\mathrm{Per}_{s}$ is contained in the next result, which easily follows from the density estimates of [10].

Proposition 3.4 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set and $E \subseteq \mathbb{R}^{n+1}$ be a locally s-minimal set in $\Omega \times \mathbb{R}$ satisfying

$$
E \cap(\Omega \times \mathbb{R})=\{(x, t) \in \Omega \times \mathbb{R}: t<u(x)\},
$$

for some measurable function $u: \Omega \rightarrow \mathbb{R}$. Then, $u \in L_{\text {loc }}^{\infty}(\Omega)$.
Proof The claim is equivalent to proving that, for every ball $B:=B_{r}\left(x_{0}\right)$ with $4 B:=$ $B_{4 r}\left(x_{0}\right) \subseteq \Omega$, there exists a constant $M>0$ such that, up to sets of measure zero,

$$
B \times(-\infty,-M) \subseteq E \cap(B \times \mathbb{R}) \subseteq B \times(-\infty, M)
$$

We only establish the rightmost inclusion, the other one being analogous.
We argue by contradiction and suppose that

$$
|E \cap(B \times(k,+\infty))|>0,
$$

for every $k \in \mathbb{N}$. Notice that, for every $k \in \mathbb{N}$, it holds

$$
|(B \times(k,+\infty)) \backslash E|>0,
$$

as otherwise we would have $u \equiv+\infty$ in $B$. These two facts imply that there exists a sequence of points $X_{k}=\left(x_{k}, t_{k}\right) \in \partial E \cap(B \times \mathbb{R})$ such that $t_{k}>k$. As $E$ is $s$-minimal in the $(n+1)$ dimensional ball $\mathcal{B}_{r}\left(X_{k}\right):=\left\{Y \in \mathbb{R}^{n+1}:\left|Y-X_{k}\right|<r\right\} \Subset \Omega \times \mathbb{R}$, the clean ball condition [10, Corollary 4.3] ensures the existence of a point $Z_{k}=\left(z_{k}, \tau_{k}\right)$ such that

$$
\mathcal{B}_{2 c r}\left(Z_{k}\right) \subseteq E \cap \mathcal{B}_{r}\left(X_{k}\right)
$$

for some constant $c \in(0,1 / 2)$ depending only on $n$ and $s$. This yields that $u \geqslant \tau_{k}>k-r$ in $B_{c r}\left(z_{k}\right)$.

Now, up to passing to a subsequence, the points $z_{k}$ converge to some $z_{0} \in 3 B:=B_{3 r}\left(x_{0}\right)$. Hence, $B_{c r}\left(z_{0}\right) \subseteq B_{2 c r}\left(z_{k}\right)$ for every large enough $k$. As a result, $u \geqslant k-d$ in $B_{c r}\left(z_{0}\right)$ for every large $k$. Since this is a contradiction, the proof of the proposition is complete.

Proposition 3.4 establishes that the function $u$ defining a locally $s$-minimal subgraph is necessarily locally bounded. We point out that, by suitably modifying the proof we just presented, one can also obtain a quantitative $L^{\infty}$ bound in terms of the $L^{1}$ norm of $u-$ such as (3.7). For our aims, the statement of Proposition 3.4 is however more powerful, since it does not require a priori $u$ to be integrable, but merely measurable.

### 3.3 Global $L^{\infty}$ estimates

When the outside datum is bounded in a suitably large neighborhood of $\Omega$, we can establish the boundedness of minimizers of $\mathcal{F}$ up to the boundary of $\Omega$-as claimed in Theorem 1.4. We obtain this result by showing that, if $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is bounded in $\Omega_{R} \backslash \Omega$ for some large $R>0$, the value of $\mathcal{F}^{M}$ decreases when $u$ is truncated at a high enough level-namely considering

$$
u^{(N)}:= \begin{cases}\min \{u, N\} & \text { in } \Omega  \tag{3.13}\\ u & \text { in } \mathcal{C} \Omega\end{cases}
$$

for $N \geqslant 0$. The precise formulation of this fact is as follows.
Proposition 3.5 There exists a positive constant $\Theta$, depending only on $n$, $s$, and $g$, such that the following holds true. If $\Omega \subseteq \mathbb{R}^{n}$ is a bounded open set with Lipschitz boundary, $M \geqslant 0$, and $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a function bounded from above in $\Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega$, then it holds

$$
\begin{equation*}
\mathcal{A}\left(u^{(N)}, \Omega\right) \leqslant \mathcal{A}(u, \Omega) \quad \text { and } \quad \mathcal{N}^{M}\left(u^{(N)}, \Omega\right) \leqslant \mathcal{N}^{M}(u, \Omega) \tag{3.14}
\end{equation*}
$$

for every

$$
\begin{equation*}
N \geqslant \operatorname{diam}(\Omega)+\sup _{\Omega_{\Theta} \operatorname{diam}(\Omega) \backslash \Omega} u . \tag{3.15}
\end{equation*}
$$

In particular,

$$
\mathcal{F}^{M}\left(u^{(N)}, \Omega\right) \leqslant \mathcal{F}^{M}(u, \Omega)
$$

for every $N$ satisfying (3.15).
Observe that Proposition 3.5 directly implies Theorem 1.4, thanks to the uniqueness of the minimizer of $\mathcal{F}$ in $\Omega$ with respect to its own outside datum-see point (iii) of Remark 2.9.

Proof of Proposition 3.5 Write $v:=u^{(N)}, R_{0}:=\operatorname{diam}(\Omega)$, and $R:=\Theta R_{0}$, with $\Theta \geqslant 1$ to be chosen later sufficiently large, in dependence of $n, s$, and $g$ only. From Lemma 2.25, it clearly follows that $\mathcal{A}(v, \Omega) \leqslant \mathcal{A}(u, \Omega)$. Hence, we can focus on the inequality for the nonlocal part $\mathcal{N}^{M}$.

Thanks to representation (2.22), we have
$\mathcal{N}^{M}(v, \Omega)-\mathcal{N}^{M}(u, \Omega)=2 \int_{\Omega} \int_{\mathcal{C} \Omega}\left\{\mathcal{G}\left(\frac{v(x)-v(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)\right\} \frac{d x d y}{|x-y|^{n-1+s}}$.
Setting $\Omega_{+}:=\{x \in \Omega: u(x)>N\}$ and writing $\mathcal{C} \Omega=A_{1} \cup A_{2}$, with $A_{1}:=\Omega_{R} \backslash \Omega$ and $A_{2}:=\mathcal{C} \Omega_{R}$, we infer from the above identity that the second inequality in (3.14) is equivalent to

$$
\begin{equation*}
\alpha_{1}+\alpha_{2} \leqslant 0, \tag{3.16}
\end{equation*}
$$

where we set
$\alpha_{i}:=\int_{\Omega_{+}}\left\{\int_{A_{i}}\left\{\mathcal{G}\left(\frac{N-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)\right\} \frac{d y}{|x-y|^{n-1+s}}\right\} d x \quad$ for $i=1,2$.
First, we establish a (negative) upper bound for $\alpha_{1}$. Let $x \in \Omega_{+}$and $y \in A_{1}$. Since, by hypothesis (3.15), $u(y) \leqslant N<u(x)$ and $G$ is increasing, we have

$$
\begin{align*}
\mathcal{G}\left(\frac{N-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right) & =-\int_{\frac{N-u(y)}{|x-y|}}^{\frac{u(x)-u(y)}{|x-y|}} G(t) d t  \tag{3.17}\\
& \leqslant-G\left(\frac{N-u(y)}{|x-y|}\right) \frac{u(x)-N}{|x-y|},
\end{align*}
$$

and consequently

$$
\alpha_{1} \leqslant-\int_{\Omega}(u(x)-N)_{+}\left\{\int_{A_{1}} G\left(\frac{N-u(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n+s}}\right\} d x .
$$

Let $D_{1} \subseteq \Omega_{R_{0}} \backslash \Omega \subseteq A_{1}$ be a measurable set with $\left|D_{1}\right| \geqslant c_{\star} R_{0}^{n}$ for some dimensional constant $c_{\star}>0$. To obtain such a set, we can select a point $x_{0} \in \partial \Omega$ for which $\Omega$ lies on one side of a supporting hyperplane for $\partial \Omega$ at $x_{0}$-the existence of such a point follows from the boundedness of $\Omega$. Calling $H_{+}$the half-space bounded by this hyperplane which does not contain $\Omega$, we can simply set $D_{1}:=H_{+} \cap B_{R_{0}}\left(x_{0}\right)$. Using (3.15) and the monotonicity of $G$, we estimate

$$
\begin{aligned}
\int_{A_{1}} G\left(\frac{N-u(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n+s}} & \geqslant \int_{D_{1}} G\left(\frac{R_{0}}{R_{0}+R_{0}}\right) \frac{d y}{\left(R_{0}+R_{0}\right)^{n+s}} \\
& =\frac{G(1 / 2)\left|D_{1}\right|}{\left(2 R_{0}\right)^{n+s}} \geqslant \frac{c_{1}}{R_{0}^{s}}
\end{aligned}
$$

for every $x \in \Omega$ and for some constant $c_{1}>0$ depending only on $n, s$, and $g$. Accordingly,

$$
\begin{equation*}
\alpha_{1} \leqslant-\frac{c_{1}}{R_{0}^{s}} \int_{\Omega}(u(x)-N)_{+} d x . \tag{3.18}
\end{equation*}
$$

On the other hand, to control $\alpha_{2}$ we simply use that $\mathcal{G}$ is a globally Lipschitz function, by (2.14), and compute

$$
\begin{aligned}
\alpha_{2} & \leqslant \frac{\Lambda}{2} \int_{\Omega}(u(x)-N)_{+}\left(\int_{\mathcal{C} \Omega_{R}} \frac{d y}{|x-y|^{n+s}}\right) d x \\
& \leqslant \frac{\Lambda}{2} \int_{\Omega}(u(x)-N)_{+}\left(\int_{\mathcal{C} B_{R}} \frac{d z}{|z|^{n+s}}\right) d x \leqslant \frac{C_{2}}{\Theta^{s} R_{0}^{s}} \int_{\Omega}(u(x)-N)_{+} d x,
\end{aligned}
$$

for some constant $C_{2}>0$ depending only on $n, s$, and $g$. Notice that to get the second inequality we changed variables and took advantage of the inclusion $B_{R}(x) \subseteq \Omega_{R}$, which holds for all $x \in \Omega$. Combining this last estimate with (3.18), we obtain

$$
\alpha_{1}+\alpha_{2} \leqslant-\frac{1}{R_{0}^{s}}\left(c_{1}-\frac{C_{2}}{\Theta^{s}}\right) \int_{\Omega}(u(x)-N)_{+} d x,
$$

and (3.16) follows provided we take $\Theta \geqslant\left(C_{2} / c_{1}\right)^{1 / s}$.
Through an appropriate modification of the proof of Proposition 3.5 and the interior $L^{\infty}$ bound of Proposition 3.3, we can actually improve Theorem 1.4, establishing the global
boundedness of minimizers of $\mathcal{F}$ which have exterior data bounded only in an arbitrarily small neighborhood of $\Omega$.

We indicate with $\bar{d}_{\Omega}$ the signed distance function from $\partial \Omega$, negative inside $\Omega$, and write

$$
\begin{equation*}
\Omega_{\varrho}:=\left\{x \in \mathbb{R}^{n}: \bar{d}_{\Omega}(x)<\varrho\right\} \text { for } \varrho \in \mathbb{R} . \tag{3.19}
\end{equation*}
$$

Proposition 3.6 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. If $u$ is a minimizer of $\mathcal{F}$ in $\Omega$ and $u \in L^{\infty}\left(\Omega_{d} \backslash \Omega\right)$ for some $d>0$, then $u \in L^{\infty}(\Omega)$ and it holds

$$
\|u\|_{L^{\infty}\left(\Omega \backslash \Omega_{-\theta d}\right)} \leqslant d+\max \left\{\|u\|_{L^{\infty}\left(\Omega_{-\theta d}\right)},\|u\|_{L^{\infty}\left(\Omega_{d} \backslash \Omega\right)}\right\},
$$

for some constant $\theta \in(0,1)$ depending only on $n, s, \Omega$, and $g$.
We stress that the $L^{\infty}$ norm of $u$ in $\Omega_{-\theta d} \Subset \Omega$ is finite thanks to the interior $L^{\infty}$ estimate of Proposition 3.3 and a simple covering argument. Also, note that if we further assume that $\operatorname{Tail}_{s}\left(u, \Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega ; \cdot\right) \in L^{1}(\Omega)$ for $\Theta>0$ sufficiently large, then the combination of the $L^{1}$ estimate of Proposition 3.2, the $L^{\infty}$ one of Proposition 3.3, and the bound of Proposition 3.6 leads to an estimate on $\|u\|_{L^{\infty}(\Omega)}$ purely in terms of the exterior data and of the geometry of $\Omega$.

Proof of Proposition 3.6 Without loss of generality, we only prove the bound from above.
Pick any

$$
\begin{equation*}
N \geqslant d+\max \left\{\sup _{\Omega_{-\theta d}} u, \sup _{\Omega_{d} \backslash \Omega} u\right\}, \tag{3.20}
\end{equation*}
$$

with $\theta \in(0,1 / 4]$ to be chosen suitably small later, and let $u^{(N)}$ be defined by (3.13). By taking $u^{(N)}$ as a competitor in Definition 1.2 and using Lemma 2.25 as in the proof of Proposition 3.5, we easily deduce that

$$
\begin{equation*}
\beta_{1}+\beta_{2} \geqslant 0, \tag{3.21}
\end{equation*}
$$

where, setting $\Omega_{+}:=\{x \in \Omega: u(x)>N\}$,

$$
\begin{aligned}
& \beta_{1}:=\int_{\Omega_{+}}\left\{\int_{\mathcal{C} B_{d}(x) \backslash \Omega}\left\{\mathcal{G}\left(\frac{N-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)\right\} \frac{d y}{|x-y|^{n-1+s}}\right\} d x, \\
& \beta_{2}:=\int_{\Omega_{+}}\left\{\int_{B_{d}(x) \backslash \Omega}\left\{\mathcal{G}\left(\frac{N-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)\right\} \frac{d y}{\left.|x-y|^{n-1+s}\right\}} d x .\right.
\end{aligned}
$$

On the one hand, by the Lipschitz character of $\mathcal{G}$-see (2.14)—we compute

$$
\begin{equation*}
\beta_{1} \leqslant \frac{\Lambda}{2} \int_{\Omega_{+}}(u(x)-N)\left(\int_{\mathcal{C} B_{d}(x)} \frac{d y}{|x-y|^{n+s}}\right) d x \leqslant \frac{C_{1}}{d^{s}} \int_{\Omega}(u(x)-N)_{+} d x, \tag{3.22}
\end{equation*}
$$

for some constant $C_{1}>0$ depending only on $n, s$, and $g$.
We now address $\beta_{2}$. First, notice that, in view of hypothesis (3.20), we have that $u(y) \leqslant$ $N<u(x)$ for every $x \in \Omega_{+}$and $y \in B_{d}(x) \backslash \Omega$. Hence, applying inequality (3.17) we get

$$
\beta_{2} \leqslant-\int_{\Omega_{+}}(u(x)-N)\left\{\int_{B_{d}(x) \backslash \Omega} G\left(\frac{N-u(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n+s}}\right\} d x .
$$

As $\Omega$ is bounded and Lipschitz, there exists a small constant $\delta>0$, depending only on $n$ and $\Omega$, such that $\left|B_{r}(p) \backslash \Omega\right| \geqslant \delta r^{n}$ for every $p \in \partial \Omega$ and $r>0$. Given $x \in \Omega \backslash \Omega_{-\theta d}$, let $p_{x}$ be any point on $\partial \Omega$ such that $\left|x-p_{x}\right|=\operatorname{dist}(x, \partial \Omega)$. Then, $x \in \overline{B_{\theta d}\left(p_{x}\right)} \subseteq B_{d}(x)$
and $\left|B_{\theta d}\left(p_{x}\right) \backslash \Omega\right| \geqslant \delta \theta^{n} d^{n}$. Since, by (3.20), $\Omega_{+} \subseteq \Omega \backslash \Omega_{-\theta d}$, this holds in particular for every $x \in \Omega_{+}$. By virtue of this and the fact that, by the monotonicity of $G$ and again (3.20), $G\left(\frac{N-u(y)}{|x-y|}\right) \geqslant G(1)>0$ for every $x \in \Omega_{+}$and $y \in B_{d}(x) \backslash \Omega$, we further estimate
$\beta_{2} \leqslant-G(1) \int_{\Omega_{+}}(u(x)-N)\left(\int_{B_{\theta d}\left(p_{x}\right) \backslash \Omega} \frac{d y}{|x-y|^{n+s}}\right) d x \leqslant-\frac{c_{2}}{\theta^{s} d^{s}} \int_{\Omega}(u(x)-N)_{+} d x$,
for some constant $c_{2}>0$ depending only on $n, s, \Omega$, and $g$.
By combining this estimate, (3.22), and (3.21), we find that

$$
0 \leqslant-\frac{1}{d^{s}}\left(\frac{c_{2}}{\theta^{s}}-C_{1}\right) \int_{\Omega}(u(x)-N)_{+} d x .
$$

If $\theta<\left(c_{2} / C_{1}\right)^{1 / s}$, this is a contradiction, unless $u \leqslant N$ a.e. in $\Omega$. The proof is thus complete.

## 4 Viscosity solutions of fractional mean curvature-type equations

In Sect. 2.4 we have seen how weak solutions of $\mathscr{H} u=0$ naturally arise when dealing with the fractional area-type functional $\mathcal{F}^{M}$. Here, we focus instead on a different notion of solution, based on the viscosity approach developed by Caffarelli and Silvestre [11,12] for a different class of integro-differential operators. In the geometric case $g=g_{s}$, this notion is strongly related to the one considered in [10]. The final aim of the section will be to show that viscosity (sub)solutions are also weak distributional (sub)solutions, thus proving Theorem 1.8.

### 4.1 Viscosity (sub)solutions

The starting point of our analysis is the following simple remark about an important monotonicity property enjoyed by the operator $\mathscr{H}$.

Remark 4.1 Let $x_{0} \in \mathbb{R}^{n}$ and $u, v: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be such that

$$
u\left(x_{0}\right)=v\left(x_{0}\right) \text { and } u(x) \leqslant v(x) \text { for all } x \in \mathbb{R}^{n} .
$$

Then, recalling definition (2.29) and the monotonicity of the function $G$, we infer that

$$
\delta_{g}\left(u, x_{0} ; \xi\right) \geqslant \delta_{g}\left(v, x_{0} ; \xi\right) \text { for all } \xi \in \mathbb{R}^{n}
$$

In particular, it follows that

$$
\mathscr{H} u\left(x_{0}\right) \geqslant \mathscr{H} v\left(x_{0}\right),
$$

provided the quantities $\mathscr{H} u\left(x_{0}\right)$ and $\mathscr{H} v\left(x_{0}\right)$ are well-defined.
In light of the above remark, it is reasonable to consider the following definition.
Definition 4.2 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set and $f \in C(\bar{\Omega})$. We say that a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a viscosity subsolution of $\mathscr{H} u=f$ in $\Omega$, and we write

$$
\mathscr{H} u \leqslant f \text { in } \Omega,
$$

if $u$ is upper semicontinuous in $\Omega$ and the following happens: if
(i) $x_{0} \in \Omega$,
(ii) $v \in C^{1,1}\left(B_{r}\left(x_{0}\right)\right)$ for some $r<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$,
(iii) $v\left(x_{0}\right)=u\left(x_{0}\right)$ and $v(y) \geqslant u(y)$ for every $y \in B_{r}\left(x_{0}\right)$,
then the function

$$
\tilde{v}(x):= \begin{cases}v(x) & \text { if } x \in B_{r}\left(x_{0}\right)  \tag{4.1}\\ u(x) & \text { if } x \in \mathbb{R}^{n} \backslash B_{r}\left(x_{0}\right)\end{cases}
$$

satisfies

$$
\mathscr{H} \tilde{v}\left(x_{0}\right) \leqslant f\left(x_{0}\right)
$$

A function $u$ is a viscosity supersolution of $\mathscr{H} u=f$ in $\Omega$, and we write $\mathscr{H} u \geqslant f$ in $\Omega$, if $-u$ is a viscosity subsolution of $\mathscr{H}(-u)=-f$ in $\Omega$. A viscosity solution of $\mathscr{H} u=f$ in $\Omega$ is a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ which is continuous in $\Omega$ and is both a viscosity subsolution and supersolution of $\mathscr{H} u=f$ in $\Omega$.

From now on, we will mostly focus on subsolutions, as corresponding statements for supersolutions can be easily obtained by symmetry arguments. Also, unless otherwise specified, $\Omega$ always denotes a bounded open subset of $\mathbb{R}^{n}$ and $f$ a continuous function in $\bar{\Omega}$.

A first, useful observation on viscosity subsolutions is contained in the following result.
Proposition 4.3 Let u be a viscosity subsolution of $\mathscr{H} u=f$ in $\Omega$. Assume that $u$ is touched from above at a point $x_{0} \in \Omega$ by a $C^{1,1}$ function $v$, namely that points (ii) and (iii) of Definition 4.2 hold true. Then, $\mathscr{H} u\left(x_{0}\right)$ is well-defined in the Lebesgue sense, is finite, and satisfies

$$
\mathscr{H} u\left(x_{0}\right) \leqslant f\left(x_{0}\right) .
$$

Proof We begin by showing that $\delta_{g}\left(u, x_{0} ; \xi\right)|\xi|^{-n-s}$ is integrable in $\mathbb{R}^{n}$, so that $\mathscr{H} u\left(x_{0}\right)$ is well-defined as a Lebesgue integral. Our argument follows that of [33, Proposition 1].

For every $\varrho \in(0, r]$, we consider the functions

$$
v_{\varrho}(y):= \begin{cases}v(y) & \text { if } y \in B_{\varrho}\left(x_{0}\right) \\ u(y) & \text { if } y \in \mathbb{R}^{n} \backslash B_{\varrho}\left(x_{0}\right)\end{cases}
$$

As $v \in C^{1,1}\left(B_{r}\left(x_{0}\right)\right)$, the function $\xi \mapsto \delta_{g}\left(v_{\varrho}, x_{0} ; \xi\right)|\xi|^{-n-s}$ is integrable in $\mathbb{R}^{n}$, that is

$$
\int_{\mathbb{R}^{n}} \frac{\delta_{g}^{+}\left(v_{\varrho}, x_{0} ; \xi\right)+\delta_{g}^{-}\left(v_{\varrho}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi=\int_{\mathbb{R}^{n}} \frac{\left|\delta_{g}\left(v_{\varrho}, x_{0} ; \xi\right)\right|}{|\xi|^{n+s}} d \xi<+\infty
$$

where, for a general function $\psi$, we write

$$
\delta_{g}^{+}\left(\psi, x_{0} ; \xi\right):=\max \left\{\delta_{g}\left(\psi, x_{0} ; \xi\right), 0\right\} \quad \text { and } \delta_{g}^{-}\left(\psi, x_{0} ; \xi\right):=\max \left\{-\delta_{g}\left(\psi, x_{0} ; \xi\right), 0\right\} .
$$

Moreover, by Remark 4.1,

$$
\begin{equation*}
\delta_{g}\left(u, x_{0} ; \xi\right) \geqslant \delta_{g}\left(v_{\varrho_{1}}, x_{0} ; \xi\right) \geqslant \delta_{g}\left(v_{\varrho_{2}}, x_{0} ; \xi\right) \text { for every } 0<\varrho_{1} \leqslant \varrho_{2} \leqslant r \tag{4.2}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{\delta_{g}^{-}\left(u, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi \leqslant \int_{\mathbb{R}^{n}} \frac{\left|\delta_{g}\left(v_{r}, x_{0} ; \xi\right)\right|}{|\xi|^{n+s}} d \xi<+\infty . \tag{4.3}
\end{equation*}
$$

Also, $\delta_{g}^{+}\left(v_{\varrho}, x_{0} ; \xi\right) \nearrow \delta_{g}^{+}\left(u, x_{0} ; \xi\right)$ as $\varrho \searrow 0$, and therefore the monotone convergence theorem gives that

$$
\int_{\mathbb{R}^{n}} \frac{\delta_{g}^{+}\left(u, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi=\lim _{\varrho \rightarrow 0^{+}} \int_{\mathbb{R}^{n}} \frac{\delta_{g}^{+}\left(v_{\varrho}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi
$$

Now, since $u$ is a subsolution, we have

$$
\int_{\mathbb{R}^{n}} \frac{\delta_{g}^{+}\left(v_{\varrho_{1}}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi-\int_{\mathbb{R}^{n}} \frac{\delta_{g}^{-}\left(v_{\varrho_{1}}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi=\int_{\mathbb{R}^{n}} \frac{\delta_{g}\left(v_{\varrho_{1}}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi \leqslant f\left(x_{0}\right),
$$

and thus, recalling (4.2),
$\int_{\mathbb{R}^{n}} \frac{\delta_{g}^{+}\left(v_{\varrho_{1}}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi \leqslant \int_{\mathbb{R}^{n}} \frac{\delta_{g}^{-}\left(v_{\varrho_{1}}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi+f\left(x_{0}\right) \leqslant \int_{\mathbb{R}^{n}} \frac{\delta_{g}^{-}\left(v_{\varrho_{2}}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi+f\left(x_{0}\right)$, for every $0<\varrho_{1} \leqslant \varrho_{2} \leqslant r$. Letting $\varrho_{1} \rightarrow 0$ and taking $\varrho_{2}=\varrho$, we obtain that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{\delta_{g}^{+}\left(u, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi \leqslant \int_{\mathbb{R}^{n}} \frac{\delta_{g}^{-}\left(v_{\varrho}, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi+f\left(x_{0}\right)<+\infty \tag{4.4}
\end{equation*}
$$

for every $\varrho \in(0, r]$. Combining (4.3) and (4.4), we conclude that $\delta_{g}\left(u, x_{0} ; \xi\right)|\xi|^{-n-s}$ is integrable in $\mathbb{R}^{n}$ and hence $\mathscr{H} u\left(x_{0}\right)$ is well-defined and finite.

To check that $\mathscr{H} u\left(x_{0}\right) \leqslant f\left(x_{0}\right)$, notice that, by (4.2),

$$
\frac{\delta_{g}^{-}\left(v_{\varrho}, x_{0} ; \xi\right)}{|\xi|^{n+s}} \leqslant \frac{\delta_{g}^{-}\left(v_{r}, x_{0} ; \xi\right)}{|\xi|^{n+s}} \text { for every } \varrho \in(0, r] .
$$

As the function on the right-hand side is integrable in $\mathbb{R}^{n}$, by Lebesgue's dominated convergence theorem we can let $\varrho \rightarrow 0$ in (4.4), obtaining

$$
\int_{\mathbb{R}^{n}} \frac{\delta_{g}^{+}\left(u, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi \leqslant \int_{\mathbb{R}^{n}} \frac{\delta_{g}^{-}\left(u, x_{0} ; \xi\right)}{|\xi|^{n+s}} d \xi+f\left(x_{0}\right),
$$

which is the claim.
For later use, it is convenient to introduce the following definition.
Definition 4.4 A function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be $C^{1,1}$ at a point $x_{0} \in \mathbb{R}^{n}$, and we write $u \in$ $C^{1,1}\left(x_{0}\right)$, if there exist $\ell \in \mathbb{R}^{n}$ and $M, r>0$ such that

$$
\begin{equation*}
\left|u\left(x_{0}+\xi\right)-u\left(x_{0}\right)-\ell \cdot \xi\right| \leqslant M|\xi|^{2} \text { for all } \xi \in B_{r} . \tag{4.5}
\end{equation*}
$$

Clearly, if $u \in C^{1,1}\left(B_{R}\left(x_{0}\right)\right)$ for some $R>0$, then $u \in C^{1,1}\left(x_{0}\right)$. Geometrically, $u$ is $C^{1,1}$ at $x_{0}$ if there exist both an interior and an exterior tangent paraboloid to the subgraph of $u$ at the point $\left(x_{0}, u\left(x_{0}\right)\right)$.

As a consequence of Proposition 4.3, we obtain the following corollary.
Corollary 4.5 Let u be a viscosity subsolution of $\mathscr{H} u=f$ in $\Omega$ and assume that $u$ is $C^{1,1}$ at some point $x_{0} \in \Omega$. Then, $\mathscr{H} u\left(x_{0}\right)$ is well-defined in the Lebesgue sense, is finite, and satisfies

$$
\mathscr{H} u\left(x_{0}\right) \leqslant f\left(x_{0}\right) .
$$

Proof Consider the paraboloid

$$
q(x):=u\left(x_{0}\right)+\ell \cdot\left(x-x_{0}\right)+M\left|x-x_{0}\right|^{2} \text { for all } x \in B_{r}\left(x_{0}\right),
$$

with $\ell, M$ and $r$ as in Definition 4.4. Obviously, $q \in C^{1,1}\left(B_{r}\left(x_{0}\right)\right)$. Also, by (4.5) we know that $q$ touches $u$ from above at $x_{0}$. The conclusion then follows from Proposition 4.3.

### 4.2 Sup-convolutions

Here, we introduce and study the so-called sup-convolutions $u^{\varepsilon}$ of a viscosity subsolution $u$ namely, a sequence of subsolutions of approximating equations which converge to $u$ and enjoy nice regularity properties. For simplicity, we will consider only subsolutions which are bounded in the whole of $\mathbb{R}^{n}$.

Definition 4.6 Let $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a bounded function and $\varepsilon>0$. We define the supconvolution $u^{\varepsilon}$ of $u$ as

$$
u^{\varepsilon}(x):=\sup _{y \in \mathbb{R}^{n}}\left\{u(y)-\frac{1}{\varepsilon}|y-x|^{2}\right\} \quad \text { for } x \in \mathbb{R}^{n} .
$$

Now we point out some easy properties of sup-convolutions. From the definition, it immediately follows that

$$
\begin{equation*}
u^{\varepsilon} \geqslant u \text { in } \mathbb{R}^{n} \tag{4.6}
\end{equation*}
$$

Moreover, setting $M:=\sup _{\mathbb{R}^{n}}|u|<+\infty$, we see that $u^{\varepsilon}$ can be equivalently written as

$$
\begin{equation*}
u^{\varepsilon}(x)=\sup _{|y-x| \leqslant \sqrt{2 M \varepsilon}}\left\{u(y)-\frac{1}{\varepsilon}|y-x|^{2}\right\} . \tag{4.7}
\end{equation*}
$$

Indeed, if $|y-x|>\sqrt{2 M \varepsilon}$, then $u(y)-|y-x|^{2} / \varepsilon<-M \leqslant u(x)$, and (4.7) follows from (4.6).

Remark 4.7 Given an open set $\Omega \subseteq \mathbb{R}^{n}$, we define

$$
\begin{equation*}
\Omega^{\varepsilon}:=\{x \in \Omega: d(x, \partial \Omega)>2 \sqrt{2 M \varepsilon}\} . \tag{4.8}
\end{equation*}
$$

If $u$ is upper semicontinuous in $\Omega$, then for every $x \in \Omega^{\varepsilon}$ there exists $y_{0} \in B_{\sqrt{2 M \varepsilon}}(x) \subseteq \Omega$ such that

$$
u^{\varepsilon}(x)=u\left(y_{0}\right)-\frac{1}{\varepsilon}\left|y_{0}-x\right|^{2}=\max _{|y-x| \leqslant \sqrt{2 M \varepsilon}}\left\{u(y)-\frac{1}{\varepsilon}|y-x|^{2}\right\} .
$$

This is a straightforward consequence of (4.7) and the upper semicontinuity of $u$.
In the next theorem we collect some important properties of sup-convolutions, whose proofs can be found, for instance, in [2]. First, we recall the definition of semiconvex functions.

Definition 4.8 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set and let $u: \Omega \rightarrow \mathbb{R}$. We say that $u$ is semiconvex in $\Omega$ if there exists a constant $c \geqslant 0$ such that

$$
x \mapsto u(x)+\frac{c}{2}|x|^{2}
$$

is convex in every ball $B \subseteq \Omega$. The smallest constant $c \geqslant 0$ for which this happens is called the semiconvexity constant of $u$ and is denoted by $\operatorname{sc}(u, \Omega)$.

Proposition 4.9 Let $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a bounded function and $\varepsilon>0$. Then, $u^{\varepsilon}$ is semiconvex in $\mathbb{R}^{n}$ and $\operatorname{sc}\left(u^{\varepsilon}, \mathbb{R}^{n}\right) \leqslant \frac{2}{\varepsilon}$. Also, $u^{\varepsilon} \in W_{\mathrm{loc}}^{1, \infty}\left(\mathbb{R}^{n}\right), \nabla u^{\varepsilon} \in \mathrm{BV}_{\mathrm{loc}}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, and $u^{\varepsilon} \in C^{1,1}(x)$ for a.e. $x \in \mathbb{R}^{n}$.

Furthermore, if u is upper semicontinuous in an open set $\Omega \subseteq \mathbb{R}^{n}$, then, for every $x \in \Omega$,

$$
u^{\varepsilon}(x) \searrow u(x) \text { as } \varepsilon \searrow 0 .
$$

The convergence is locally uniform if $u$ is continuous in $\Omega$.

Proof The semiconvexity of $u^{\varepsilon}$ follows from [2, Proposition 4(i)]. By [2, Theorems 15 and 16], this gives in turn that $u^{\varepsilon} \in W_{\operatorname{loc}}^{1, \infty}\left(\mathbb{R}^{n}\right)$ and $\nabla u^{\varepsilon} \in \mathrm{BV}_{\text {loc }}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$. That $u^{\varepsilon} \in C^{1,1}(x)$ for a.e. $x \in \mathbb{R}^{n}$ follows from the Taylor expansion of [2, Theorem 16(ii)]. Finally, the convergence of $u^{\varepsilon}$ to $u$ can be obtained by arguing as in the proof of [2, Proposition 4(ii)].

Sup-convolutions are particularly useful since they preserve the subsolution property, eventually up to a small error. We deal with this in the next result.

Proposition 4.10 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set, $f \in C(\bar{\Omega})$, and $u$ be a viscosity subsolution of $\mathscr{H} u=f$ in $\Omega$, bounded in $\mathbb{R}^{n}$. Then,

$$
\mathscr{H} u^{\varepsilon}(x) \leqslant f(x)+c_{\varepsilon} \text { for a.e. } x \in \Omega^{\varepsilon}
$$

where $\Omega^{\varepsilon}$ is defined by (4.8), with $M:=\sup _{\mathbb{R}^{n}}|u|$, and

$$
\begin{equation*}
c_{\varepsilon}:=\sup _{\substack{x, y \in \bar{\Omega} \\|x-y| \leqslant \sqrt{2 M \varepsilon}}}|f(x)-f(y)| . \tag{4.9}
\end{equation*}
$$

Notice in particular that

$$
\begin{equation*}
c_{\varepsilon} \searrow 0 \text { as } \varepsilon \searrow 0 \text { and } c_{\varepsilon}=0 \text { if } f \text { is constant. } \tag{4.10}
\end{equation*}
$$

Proof Observe that, in view of Proposition 4.9, $u^{\varepsilon}$ is $C^{1,1}$ at a.e. point of $\Omega^{\varepsilon}$. Thanks to this and Corollary 4.5, it then suffices to show that $u^{\varepsilon}$ is a viscosity subsolution of $\mathscr{H} u^{\varepsilon}=f+c_{\varepsilon}$ in $\Omega^{\varepsilon}$.

Let $x_{0} \in \Omega^{\varepsilon}$ and suppose that there exist $r \in\left(0, \operatorname{dist}\left(x_{0}, \partial \Omega^{\varepsilon}\right)\right)$ and $v \in C^{1,1}\left(B_{r}\left(x_{0}\right)\right)$ such that

$$
v\left(x_{0}\right)=u^{\varepsilon}\left(x_{0}\right) \text { and } v(x) \geqslant u^{\varepsilon}(x) \text { for all } x \in B_{r}\left(x_{0}\right)
$$

Defining $\tilde{v}$ as in (4.1), we need to show that

$$
\begin{equation*}
\mathscr{H} \tilde{v}\left(x_{0}\right) \leqslant f\left(x_{0}\right)+c_{\varepsilon} \tag{4.11}
\end{equation*}
$$

with $c_{\varepsilon}$ as in (4.9).
Thanks to Remark 4.7, we can find $y_{0} \in \Omega$ in such a way that $\left|y_{0}-x_{0}\right| \leqslant \sqrt{2 M \varepsilon}$ and

$$
u^{\varepsilon}\left(x_{0}\right)=u\left(y_{0}\right)-\frac{1}{\varepsilon}\left|y_{0}-x_{0}\right|^{2}
$$

Then, we define

$$
\psi(x):=v\left(x+x_{0}-y_{0}\right)+\frac{1}{\varepsilon}\left|y_{0}-x_{0}\right|^{2} \quad \text { for all } x \in B_{r}\left(y_{0}\right)
$$

Clearly, $\psi \in C^{1,1}\left(B_{r}\left(y_{0}\right)\right)$. Moreover,

$$
\psi\left(y_{0}\right)=v\left(x_{0}\right)+\frac{1}{\varepsilon}\left|y_{0}-x_{0}\right|^{2}=u^{\varepsilon}\left(x_{0}\right)+\frac{1}{\varepsilon}\left|y_{0}-x_{0}\right|^{2}=u\left(y_{0}\right)
$$

As $v \geqslant u^{\varepsilon}$ in $B_{r}\left(x_{0}\right)$, by definition of $u^{\varepsilon}$ we also have that

$$
u(y)-\frac{1}{\varepsilon}|y-x|^{2} \leqslant u^{\varepsilon}(x) \leqslant v(x) \text { for all } y \in \mathbb{R}^{n} \text { and } x \in B_{r}\left(x_{0}\right)
$$

Taking $y \in B_{r}\left(y_{0}\right)$ and $x:=y+x_{0}-y_{0}$, we get

$$
u(y) \leqslant \psi(y) \text { for all } y \in B_{r}\left(y_{0}\right)
$$

Thus, $\psi$ touches $u$ from above at $y_{0}$ and hence

$$
\begin{equation*}
\mathscr{H} \tilde{\psi}\left(y_{0}\right) \leqslant f\left(y_{0}\right) \tag{4.12}
\end{equation*}
$$

where, again, $\tilde{\psi}$ is defined as in (4.1) around the point $y_{0}$, starting from $\psi$.
Recalling definition (2.31) and changing variables appropriately, we compute

$$
\begin{align*}
\mathscr{H}^{<r} \tilde{\psi}\left(y_{0}\right) & =2 \text { P.V. } \int_{B_{r}\left(y_{0}\right)} G\left(\frac{\psi\left(y_{0}\right)-\psi(y)}{\left|y-y_{0}\right|}\right) \frac{d y}{\left|y-y_{0}\right|^{n+s}} \\
& =2 \text { P.V. } \int_{B_{r}\left(x_{0}\right)} G\left(\frac{v\left(x_{0}\right)-v(x)}{\left|x-x_{0}\right|}\right) \frac{d x}{\left|x-x_{0}\right|^{n+s}}=\mathscr{H}^{<r} \tilde{v}\left(x_{0}\right) . \tag{4.13}
\end{align*}
$$

On the other hand,

$$
\begin{aligned}
\mathscr{H} \geqslant r \tilde{\psi}\left(y_{0}\right) & =2 \int_{\mathbb{R}^{n} \backslash B_{r}\left(y_{0}\right)} G\left(\frac{u^{\varepsilon}\left(x_{0}\right)+\varepsilon^{-1}\left|y_{0}-x_{0}\right|^{2}-u(y)}{\left|y-y_{0}\right|}\right) \frac{d y}{\left|y-y_{0}\right|^{n+s}} \\
& =2 \int_{\mathbb{R}^{n} \backslash B_{r}\left(x_{0}\right)} G\left(\frac{u^{\varepsilon}\left(x_{0}\right)+\varepsilon^{-1}\left|y_{0}-x_{0}\right|^{2}-u\left(x+y_{0}-x_{0}\right)}{\left|x-x_{0}\right|}\right) \frac{d x}{\left|x-x_{0}\right|^{n+s}} .
\end{aligned}
$$

Plugging $y:=x+y_{0}-x_{0}$ in the definition of $u^{\varepsilon}(x)$ yields

$$
\varepsilon^{-1}\left|y_{0}-x_{0}\right|^{2}-u\left(x+y_{0}-x_{0}\right) \geqslant-u^{\varepsilon}(x) \text { for all } x \in \mathbb{R}^{n} .
$$

Hence, by the monotonicity of $G$,

$$
\mathscr{H} \geqslant r \tilde{\psi}\left(y_{0}\right) \geqslant 2 \int_{\mathbb{R}^{n} \backslash B_{r}\left(x_{0}\right)} G\left(\frac{u^{\varepsilon}\left(x_{0}\right)-u^{\varepsilon}(x)}{\left|x-x_{0}\right|}\right) \frac{d x}{\left|x-x_{0}\right|^{n+s}}=\mathscr{H} \geqslant r \tilde{v}\left(x_{0}\right) .
$$

By combining this with (4.13) and (4.12), we obtain that

$$
\mathscr{H} \tilde{v}\left(x_{0}\right) \leqslant \mathscr{H} \tilde{\psi}\left(y_{0}\right) \leqslant f\left(y_{0}\right) \leqslant f\left(x_{0}\right)+c_{\varepsilon}
$$

which is (4.11). This concludes the proof.

### 4.3 Relationship with weak (sub)solutions

In this subsection, we explore the connection existing between viscosity and weak subsolutions-recall Definition 1.5. In particular, we will show the validity of Theorem 1.8.

To do this, we use a perturbative approach based on the sup-convolutions introduced in the previous subsection. Observe that, by Proposition 4.10, we already know that supconvolutions are pointwise a.e. subsolutions of approximating equations. To improve this result to an inequality holding in the weak sense of Definition 1.5 , it is convenient to consider the space of functions with bounded Hessian in $\Omega$, defined as

$$
\begin{aligned}
\operatorname{BH}(\Omega) & :=\left\{u \in W^{1,1}(\Omega): \nabla u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{n}\right)\right\} \\
& =\left\{u \in W^{1,1}(\Omega): \partial_{j} u \in \operatorname{BV}(\Omega) \text { for every } j=1, \ldots, n\right\}
\end{aligned}
$$

and endowed with the norm

$$
\|u\|_{\mathrm{BH}(\Omega)}:=\|u\|_{W^{1,1}(\Omega)}+\left|D^{2} u\right|(\Omega),
$$

where $\left|D^{2} u\right|(\Omega)$ indicates the total variation of $D^{2} u$ in $\Omega$, i.e., the BV seminorm of $\nabla u$ in $\Omega$.
For the properties of the space $\operatorname{BH}(\Omega)$, we refer the interested reader to [16]. We only recall the following useful density property-see [16, Proposition 1.4] for a proof.

Proposition 4.11 Let $\mathcal{O} \subseteq \mathbb{R}^{n}$ be a bounded open set with $C^{2}$ boundary and let $u \in \mathrm{BH}(\mathcal{O})$. Then, there exist a sequence of functions $\left\{u_{k}\right\} \subseteq C^{2}(\mathcal{O}) \cap W^{2,1}(\mathcal{O})$ such that

$$
\lim _{k \rightarrow \infty}\left\{\left\|u-u_{k}\right\|_{W^{1,1}(\mathcal{O})}+\left|\left|D^{2} u\right|(\mathcal{O})-\left|D^{2} u_{k}\right|(\mathcal{O})\right|\right\}=0
$$

Exploiting this density property, we can prove the following result.
Lemma 4.12 Let $\Omega^{\prime} \Subset \Omega \subseteq \mathbb{R}^{n}$ be bounded open sets and $u \in \operatorname{BH}(\Omega)$. Then,

$$
\begin{equation*}
\int_{\Omega^{\prime}}|u(x+\xi)+u(x-\xi)-2 u(x)| d x \leqslant 2|\xi|^{2}\left|D^{2} u\right|(\Omega) \text { for every } \xi \in B_{d} \tag{4.14}
\end{equation*}
$$

where we set $d:=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right) / 2$.
Proof Let $\mathcal{O} \subseteq \Omega$ be a bounded open set with $C^{2}$ boundary such that

$$
\begin{equation*}
\Omega^{\prime} \Subset \mathcal{O} \text { and } d\left(\Omega^{\prime}, \partial \mathcal{O}\right)>d \tag{4.15}
\end{equation*}
$$

By Proposition 4.11, we can find a sequence $\left\{u_{k}\right\} \subseteq C^{2}(\mathcal{O}) \cap W^{2,1}(\mathcal{O})$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\{\left\|u-u_{k}\right\|_{W^{1,1}(\mathcal{O})}+\left|\left|D^{2} u\right|(\mathcal{O})-\left|D^{2} u_{k}\right|(\mathcal{O})\right|\right\}=0 \tag{4.16}
\end{equation*}
$$

Now, let $\xi \in B_{d}$ be fixed and notice that

$$
\begin{aligned}
\left|u_{k}(x+\xi)+u_{k}(x-\xi)-2 u_{k}(x)\right| \leqslant & \left|u_{k}(x+\xi)-u_{k}(x)-\nabla u_{k}(x) \cdot \xi\right| \\
& +\left|u_{k}(x-\xi)-u_{k}(x)-\nabla u_{k}(x) \cdot(-\xi)\right| .
\end{aligned}
$$

By Taylor's theorem with integral remainder, we have

$$
\left|u_{k}(x \pm \xi)-u_{k}(x)-\nabla u_{k}(x) \cdot( \pm \xi)\right| \leqslant|\xi|^{2} \int_{0}^{1}\left|D^{2} u_{k}(x \pm t \xi)\right| d t
$$

so that, integrating as $x$ ranges over $\Omega^{\prime}$ and using Fubini's theorem, we get

$$
\begin{aligned}
\int_{\Omega^{\prime}}\left|u_{k}(x+\xi)+u_{k}(x-\xi)-2 u_{k}(x)\right| d x & \leqslant|\xi|^{2} \int_{-1}^{1}\left(\int_{\Omega^{\prime}}\left|D^{2} u_{k}(x+t \xi)\right| d x\right) d t \\
& \leqslant 2|\xi|^{2}\left|D^{2} u_{k}\right|(\mathcal{O})
\end{aligned}
$$

since $|\xi|<d$ and $\mathcal{O}$ satisfies (4.15). Then, Fatou's Lemma and (4.16) yield

$$
\begin{aligned}
& \int_{\Omega^{\prime}}|u(x+\xi)+u(x-\xi)-2 u(x)| d x \\
& \quad \leqslant 2|\xi|^{2} \lim _{k \rightarrow \infty}\left|D^{2} u_{k}\right|(\mathcal{O})=2|\xi|^{2}\left|D^{2} u\right|(\mathcal{O}) \leqslant 2|\xi|^{2}\left|D^{2} u\right|(\Omega)
\end{aligned}
$$

which is the desired bound (4.14).
Thanks to the previous lemma, we can prove the following crucial result.
Proposition 4.13 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set and $u \in \operatorname{BH}(\Omega)$. Then, $\mathscr{H} u \in L_{\mathrm{loc}}^{1}(\Omega)$ and

$$
\begin{equation*}
\langle\mathscr{H} u, v\rangle=\int_{\Omega} \mathscr{H} u(x) v(x) d x \text { for every } v \in C_{c}^{\infty}(\Omega) . \tag{4.17}
\end{equation*}
$$

Proof Let $\Omega^{\prime} \Subset \Omega$ and $d:=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right) / 2$. Taking advantage of Remark 2.13, (2.34), and (4.14), we estimate

$$
\begin{aligned}
& \int_{\Omega^{\prime}}|\mathscr{H} u(x)| d x \\
& \quad \leqslant \int_{\Omega^{\prime}}\left(\int_{\mathbb{R}^{n}} \frac{\left|\delta_{g}(u, x ; \xi)\right|}{|\xi|^{n+s}} d \xi\right) d x \\
& \leqslant \frac{\Lambda \mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{s} \frac{\left|\Omega^{\prime}\right|}{d^{s}}+\int_{B_{d}}\left(\int_{\Omega^{\prime}}|u(x+\xi)+u(x-\xi)-2 u(x)| d x\right) \frac{d \xi}{|\xi|^{n+1+s}} \\
& \leqslant \frac{\Lambda \mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{s} \frac{\left|\Omega^{\prime}\right|}{d^{s}}+2\left|D^{2} u\right|(\Omega) \frac{\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{1-s} d^{1-s}<+\infty .
\end{aligned}
$$

This proves that $\mathscr{H} u \in L_{\mathrm{loc}}^{1}(\Omega)$.
We now head to the proof of (4.17). Notice that

$$
|\mathscr{H} \geqslant \varrho u(x)| \leqslant \int_{\mathbb{R}^{n}} \frac{\left|\delta_{g}(u, x ; \xi)\right|}{|\xi|^{n+s}} d \xi \quad \text { for every } \varrho>0
$$

and that the right-hand side of the above formula is locally integrable in $\Omega$ as a function of $x$, thanks to the previous computation. Therefore, given $v \in C_{c}^{\infty}(\Omega)$ we can apply Lebesgue's dominated convergence theorem to obtain that

$$
\lim _{\varrho \searrow 0} \int_{\mathbb{R}^{n}} \mathscr{H} \geqslant \varrho\left(u(x) v(x) d x=\int_{\mathbb{R}^{n}} \mathscr{H} u(x) v(x) d x .\right.
$$

Now notice that, by symmetry,
$\int_{\mathbb{R}^{n}} \mathscr{H}^{\geqslant \varrho u(x) v(x) d x=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} G\left(\frac{u(x)-u(y)}{|x-y|}\right)(v(x)-v(y)) \chi_{\mathcal{C} B_{\varrho}}(x-y) \frac{d x d y}{|x-y|^{n+s}} . ~ . ~ . ~ . ~}$
Hence, since $v \in C_{c}^{\infty}(\Omega) \subseteq W^{s, 1}\left(\mathbb{R}^{n}\right)$ and $G$ is bounded, Lebesgue's dominated convergence theorem can be used once again to deduce that

$$
\lim _{\varrho \searrow 0} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} G\left(\frac{u(x)-u(y)}{|x-y|}\right)(v(x)-v(y)) \chi_{\mathcal{C} B_{\varrho}}(x-y) \frac{d x d y}{|x-y|^{n+s}}=\langle\mathscr{H} u, v\rangle .
$$

The combination of the last three identities leads us to (4.17).
By putting together Propositions 4.10, 4.9, and 4.13, we immediately obtain the following result.

Corollary 4.14 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set, $f \in C(\bar{\Omega})$, and $u$ be a viscosity subsolution of $\mathscr{H} u=f$ in $\Omega$, bounded in $\mathbb{R}^{n}$. Then, $u^{\varepsilon}$ is a weak subsolution of $\mathscr{H} u^{\varepsilon}=f+c_{\varepsilon}$ in $\Omega^{\varepsilon}$, with $c_{\varepsilon}$ as in (4.9).

An easy consequence of the previous corollary is the next result, which already provides a proof of Theorem 1.8 in the case of bounded, (semi)continuous outside data. Indeed, in the following statement we require the subsolution $u$ to be upper semicontinuous outside of a set $S \subseteq \mathcal{C} \Omega$ having vanishing Lebesgue measure. Note that, when $\Omega$ is well-behaved, one may take $S$ to contain $\partial \Omega$, thus allowing $u$ to be discontinuous across $\partial \Omega$.

Proposition 4.15 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary, $f \in C(\bar{\Omega})$, and $u$ be a viscosity subsolution of $\mathscr{H} u=f$ in $\Omega$, bounded in $\mathbb{R}^{n}$. Assume that there exists a closed set $S \subseteq \mathbb{R}^{n} \backslash \Omega$ such that $|S|=0$ and that $u$ is upper semicontinuous in $\mathbb{R}^{n} \backslash S$.

Then, $u$ is a weak subsolution of $\mathscr{H} u=f$ in $\Omega$. In addition, $u_{+} \in W^{s, 1}(\Omega)$ and it holds

$$
\begin{equation*}
\left[u_{+}\right]_{W^{s, 1}(\Omega)} \leqslant C, \tag{4.18}
\end{equation*}
$$

for some constant $C>0$ depending only on $n, s, g, \Omega,\left\|u_{+}\right\|_{L^{\infty}(\Omega)}$, and $\left\|f_{+}\right\|_{L^{1}(\Omega)}$.
Proof The hypotheses on $u$ and Proposition 4.9 give that, as $\varepsilon \rightarrow 0$, the sup-convolutions $\left\{u^{\varepsilon}\right\}$ converge to $u$ pointwise outside of $S$ and hence a.e. in $\mathbb{R}^{n}$. Let $v \in C_{c}^{\infty}(\Omega)$ be a non-negative function. Note that $\operatorname{supp}(v) \subseteq \Omega^{\varepsilon}$ provided $\varepsilon$ is small enough. Thus, using Lemma 2.15, Corollary 4.14 , and property (4.10), we obtain

$$
\langle\mathscr{H} u, v\rangle=\lim _{\varepsilon \searrow 0}\left\langle\mathscr{H} u^{\varepsilon}, v\right\rangle \leqslant \lim _{\varepsilon \searrow 0} \int_{\Omega}\left(f+c_{\varepsilon}\right) v d x=\int_{\Omega} f v d x .
$$

Hence, $u$ is a weak solution of $\mathscr{H} u=f$ in $\Omega$.
To check the validity of (4.18), let $\Omega^{\prime} \Subset \Omega$ be any open set with Lipschitz boundary such that $\operatorname{Per}_{s}\left(\Omega^{\prime}\right) \leqslant \operatorname{Per}_{s}(\Omega)+1$. For all $\varepsilon$ sufficiently small, $u^{\varepsilon}$ is a weak subsolution of $\mathscr{H} u^{\varepsilon}=f+c_{\varepsilon}$ in $\Omega^{\prime}$ lying in $\mathcal{W}_{\text {loc }}^{s}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$. Thus, we may apply to it Proposition 3.1 and deduce that

$$
\begin{aligned}
{\left[u_{+}^{\varepsilon}\right]_{W^{s, 1}\left(\Omega^{\prime}\right)} } & \leqslant C\left(1+\left(1+\left\|f_{+}\right\|_{L^{1}\left(\Omega^{\prime}\right)}+c_{\varepsilon}\left|\Omega^{\prime}\right|\right)\left\|u_{+}^{\varepsilon}\right\|_{L^{\infty}\left(\Omega^{\prime}\right)}\right) \\
& \leqslant C\left(1+\left(2+\left\|f_{+}\right\|_{L^{1}(\Omega)}\right)\left\|u_{+}\right\|_{L^{\infty}(\Omega)}\right)
\end{aligned}
$$

for some constant $C>0$ depending only on $n, s, g$, and $\Omega$. For the second inequality, we also took advantage of expression (4.7) for $u^{\varepsilon}$, property (4.10) for $c_{\varepsilon}$, and assumed $\varepsilon$ to be suitably small. Letting $\varepsilon \searrow 0$ in the above inequality, by Fatou's lemma one gets a $W^{s, 1}\left(\Omega^{\prime}\right)$ bound for $u_{+}$with constant independent of $\Omega^{\prime}$. Estimate (4.18) then follows by the arbitrariness of $\Omega^{\prime} \Subset \Omega$, using again Fatou's lemma.

In order to extend Proposition 4.15 to the case of general exterior data, and thus prove Theorem 1.8 in its full generality, we will use a particular approximation procedure. The crucial point is represented by the following observation, which follows essentially from the fact that $\mathscr{H}^{\geqslant d} u(x)$ can be bounded independently of both $u$ and $x$ —see Remark 2.13.

Lemma 4.16 Let $\Omega^{\prime} \Subset \Omega \subseteq \mathbb{R}^{n}$ be bounded open sets, $f \in C(\bar{\Omega})$, and u be a viscosity subsolution of $\mathscr{H} u=f$ in $\bar{\Omega}$, locally integrable in $\mathbb{R}^{n}$. Let $\left\{u_{k}\right\} \subseteq L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ be a sequence of functions converging to $u$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$. Define

$$
\bar{u}_{k}(x):= \begin{cases}u(x) & \text { if } x \in \Omega, \\ u_{k}(x) & \text { if } x \in \mathbb{R}^{n} \backslash \Omega,\end{cases}
$$

Then, $\bar{u}_{k}$ is a viscosity subsolution of $\mathscr{H} \bar{u}_{k}=f+e_{k}$ in $\Omega^{\prime}$, for some non-negative constant $e_{k}$ such that $e_{k} \rightarrow 0$ as $k \rightarrow+\infty$.

Proof We write $d:=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)>0$ and observe that, for every $x \in \Omega^{\prime}$,

$$
\begin{equation*}
\delta_{g}\left(\bar{u}_{k}, x ; \xi\right)=\delta_{g}(u, x ; \xi) \text { for all } \xi \in B_{d} . \tag{4.19}
\end{equation*}
$$

On the other hand, set

$$
\omega_{k}(x):=\mathscr{H}^{\geqslant d} \bar{u}_{k}(x)-\mathscr{H} \geqslant d u(x) \text { for every } x \in \Omega^{\prime}
$$

and let $R_{0}>0$ be such that $\Omega \subseteq B_{R_{0}}$. Then, for every $x \in \Omega^{\prime}$ and $R \geqslant d$ we have

$$
\begin{aligned}
\left|\omega_{k}(x)\right| & \leqslant 2 \int_{\mathbb{R}^{n} \backslash B_{d}(x)}\left|G\left(\frac{u(x)-\bar{u}_{k}(y)}{|x-y|}\right)-G\left(\frac{u(x)-u(y)}{|x-y|}\right)\right| \frac{d y}{|x-y|^{n+s}} \\
& \leqslant 2 \int_{B_{R}(x) \backslash B_{d}(x)} \frac{\left|\bar{u}_{k}(y)-u(y)\right|}{|x-y|^{n+1+s}} d y+2 \Lambda \int_{\mathbb{R}^{n} \backslash B_{R}(x)} \frac{d y}{|x-y|^{n+s}} \\
& \leqslant \frac{2}{d^{n+1+s}}\left\|u_{k}-u\right\|_{L^{1}\left(B_{R+R_{0}}\right)}+\frac{2 \Lambda \mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{s R^{s}},
\end{aligned}
$$

where for the second inequality we took advantage of (2.11) and (2.9). Hence, setting

$$
e_{k}:=\inf _{R \geqslant d}\left(\frac{2}{d^{n+1+s}}\left\|u_{k}-u\right\|_{L^{1}\left(B_{R+R_{0}}\right)}+\frac{2 \Lambda \mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{s R^{s}}\right),
$$

we obtained that

$$
\begin{equation*}
\sup _{\Omega^{\prime}}\left|\omega_{k}\right| \leqslant e_{k} \quad \text { for every } k \in \mathbb{N} . \tag{4.20}
\end{equation*}
$$

Notice that, as $u_{k} \rightarrow u$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ by assumption, it holds

$$
\limsup _{k \rightarrow \infty} e_{k} \leqslant \frac{2}{d^{n+1+s}} \lim _{k \rightarrow \infty}\left\|u_{k}-u\right\|_{L^{1}\left(B_{R+R_{0}}\right)}+\frac{2 \Lambda \mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{s R^{s}}=\frac{2 \Lambda \mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{s R^{s}}
$$

for every $R \geqslant d$. Since $R$ can be taken arbitrarily large, it follows that $e_{k} \rightarrow 0$.
Let now $x_{0} \in \Omega^{\prime}$ and suppose that there exist $r \in\left(0, \operatorname{dist}\left(x_{0}, \partial \Omega^{\prime}\right)\right)$ and $v \in C^{1,1}\left(B_{r}\left(x_{0}\right)\right)$ such that

$$
v\left(x_{0}\right)=\bar{u}_{k}\left(x_{0}\right)=u\left(x_{0}\right) \text { and } v(x) \geqslant \bar{u}_{k}(x)=u(x) \text { for all } x \in B_{r}\left(x_{0}\right) .
$$

By Proposition 4.3, we then infer that $\mathscr{H} u\left(x_{0}\right)$ is well-defined and satisfies $\mathscr{H} u\left(x_{0}\right) \leqslant f\left(x_{0}\right)$. Hence, $\mathscr{H} \bar{u}_{k}\left(x_{0}\right)$ is well-defined too and, taking into account (4.19) and (4.20), we get

$$
\mathscr{H} \bar{u}_{k}\left(x_{0}\right)=\mathscr{H}^{<d} u\left(x_{0}\right)+\mathscr{H} \geqslant d \bar{u}_{k}\left(x_{0}\right)=\mathscr{H} u\left(x_{0}\right)+\omega_{k}\left(x_{0}\right) \leqslant f\left(x_{0}\right)+e_{k} .
$$

The conclusion of the theorem is then an immediate consequence of Remark 4.1.
With this approximation tool at hand, we are ready to tackle Theorem 1.8 in its full generality.

Proof of Theorem 1.8 We only prove the second (global) statement, as the first (local) one is then an immediate consequence-to this aim, notice that a viscosity subsolution $u$ is always locally bounded from above in $\Omega$, thanks to its upper semicontinuity.

Thus, we assume $\Omega \subseteq \mathbb{R}^{n}$ to be open, bounded, and Lipschitz, and $u$ to be a viscosity subsolution of $\mathscr{H} u=f$ in $\Omega$, bounded from above in the whole $\Omega$. Recalling Definition 1.5, we only need to prove that, for every open set $\Omega^{\prime} \Subset \Omega$ with Lipschitz boundary,

$$
\begin{equation*}
u \text { is a weak subsolution of } \mathscr{H} u=f \text { in } \Omega^{\prime} \quad \text { and } \quad u_{+} \in \mathcal{W}^{s}\left(\Omega^{\prime}\right) . \tag{4.21}
\end{equation*}
$$

Notice that this would also yield that $\max \{u, k\} \in \mathcal{W}^{s}(\Omega)$ for every $k \in \mathbb{R}$, thanks to Proposition 3.1, Fatou's lemma, and the fact that $u$ is a subsolution bounded from above if and only if $u-k$ is.

We prove (4.21) in three steps, of increasing degree of generality.
Step 1 We first establish (4.21) under the additional assumption that

$$
\begin{equation*}
u \in L^{\infty}\left(\mathbb{R}^{n}\right) \tag{4.22}
\end{equation*}
$$

As $u$ satisfies (4.22), there exists a sequence $\left\{u_{k}\right\} \subseteq C\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ converging to $u$ in $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ and a.e. in $\mathbb{R}^{n}$. Let now $\bar{u}_{k}$ and $e_{k}$ be as in the statement of Lemma 4.16. Notice that the functions $\bar{u}_{k}$ are globally bounded. Moreover, since $u$ is upper semicontinuous in $\Omega$ and $u_{k}$ is continuous in $\mathbb{R}^{n}$, the functions $\bar{u}_{k}$ are upper semicontinuous in $\mathbb{R}^{n} \backslash \partial \Omega$.

In light of this and of the fact that $\partial \Omega$ has zero Lebesgue measure (being Lipschitz), we can apply Lemma 4.16 and Proposition 4.15, deducing that $\bar{u}_{k}$ is a weak subsolution of $\mathscr{H} \bar{u}_{k}=f+e_{k}$ in $\Omega^{\prime}$ and that $\left.u_{+}\right|_{\Omega^{\prime}}=\left.\left(\bar{u}_{k}\right)_{+}\right|_{\Omega^{\prime}} \in W^{s, 1}\left(\Omega^{\prime}\right)$. Then, since $\bar{u}_{k} \rightarrow u$ a.e. in $\mathbb{R}^{n}$ and $e_{k} \rightarrow 0$, by Lemma 2.15 we easily deduce that $u$ is a weak subsolution of $\mathscr{H} u=f$ in $\Omega^{\prime}$.

This concludes the proof of claim (4.21) under the extra hypothesis (4.22).
Step 2 We now prove (4.21) assuming only that

$$
\begin{equation*}
u \in L^{\infty}(\Omega) . \tag{4.23}
\end{equation*}
$$

Take $k>\|u\|_{L^{\infty}(\Omega)}$ and set

$$
u_{k}:= \begin{cases}k & \text { in }\{u \geqslant k\} \\ u & \text { in }\{-k<u<k\}, \\ -k & \text { in }\{u \leqslant-k\} .\end{cases}
$$

Notice that $u_{k}$ coincides with $u$ in $\Omega$ and is thus upper semicontinuous in $\Omega$. Let $x_{0} \in \Omega^{\prime}$ and suppose that $u_{k}$ is touched from above by a $C^{1,1}$ function at $x_{0}$. Then, this function also touches $u$ from above at $x_{0}$ and, by Proposition 4.3, the quantity $\mathscr{H} u\left(x_{0}\right)$ is well-defined and satisfies $\mathscr{H} u\left(x_{0}\right) \leqslant f\left(x_{0}\right)$. Clearly, $\mathscr{H} u_{k}\left(x_{0}\right)$ is also well-defined and we have

$$
\begin{aligned}
\mathscr{H} u_{k}\left(x_{0}\right) & \leqslant f\left(x_{0}\right)+\int_{\{|u|>k\}}\left\{G\left(\frac{u\left(x_{0}\right)-u_{k}(y)}{\left|x_{0}-y\right|}\right)-G\left(\frac{u\left(x_{0}\right)-u(y)}{\left|x_{0}-y\right|}\right)\right\} \frac{d y}{\left|x_{0}-y\right|^{n+s}} \\
& \leqslant f\left(x_{0}\right)+\Lambda \int_{\{|u|>k\}} \frac{d y}{\left|x_{0}-y\right|^{n+s}},
\end{aligned}
$$

where the second inequality follows from (2.9). From the boundedness of $\Omega^{\prime}$ it is easy to deduce the existence of a constant $C>0$, depending only on $n, s, \operatorname{diam}\left(\Omega^{\prime}\right)$, and $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$, such that

$$
\left|x_{0}-y\right|^{-n-s} \leqslant C(1+|y|)^{-n-s} \quad \text { for all } y \in \mathcal{C} \Omega .
$$

Observing that $\{|u|>k\} \subseteq \mathcal{C} \Omega$, we get

$$
\mathscr{H} u_{k}\left(x_{0}\right) \leqslant f\left(x_{0}\right)+C \Lambda \int_{\mathbb{R}^{n}} \frac{\chi_{\{|u|>k\}}(y)}{(1+|y|)^{n+s}} d y=: f\left(x_{0}\right)+\delta_{k} .
$$

Recalling Remark 4.1, $u_{k}$ is a viscosity subsolution of $\mathscr{H} u_{k}=f+\delta_{k}$ in $\Omega^{\prime}$. By dominated convergence and the fact that $\chi_{\{|u|>k\}} \rightarrow 0$ a.e. in $\mathbb{R}^{n}$, we have that $\delta_{k} \searrow 0$ as $k \rightarrow+\infty$. As $u_{k} \in L^{\infty}\left(\mathbb{R}^{n}\right)$ and $f+\delta_{k} \in C(\bar{\Omega})$, we may apply what we proved in Step 1 , obtaining that $u_{k}$ is a weak subsolution of $\mathscr{H} u_{k}=f+\delta_{k}$ in $\Omega^{\prime}$ such that $\left.u_{+}\right|_{\Omega^{\prime}}=\left.\left(u_{k}\right)_{+}\right|_{\Omega^{\prime}} \in \mathcal{W}^{s}\left(\Omega^{\prime}\right)$. By Lemma 2.15 and the fact that $u_{k} \rightarrow u$ a.e. in $\mathbb{R}^{n}$, we immediately conclude the validity of (4.21) under assumption (4.23).

Step 3 We now show that (4.21) holds true for a general viscosity subsolution $u$ bounded from above in $\Omega$. Note that, up to a partition of unity argument, it suffices to prove (4.21) for $\Omega^{\prime}$ equal to any ball $B=B_{\varrho}(\bar{x}) \Subset \Omega$ of radius $\varrho>0$ arbitrarily small.

For $k>0$, consider the function $\varphi_{k}:=-k-\chi_{B_{2 \varrho}(\bar{x})}$. If $\varrho \in(0,1)$ is small enough, $\varphi_{k}$ satisfies

$$
\begin{equation*}
\mathscr{H} \varphi_{k} \leqslant f \text { in } B . \tag{4.24}
\end{equation*}
$$

Indeed, changing variables appropriately and taking advantage of the oddness and monotonicity of $G$, for every $x \in B$ we have

$$
\begin{aligned}
\mathscr{H} \varphi_{k}(x) & =-\int_{\mathcal{C}_{B_{2 \varrho}(\bar{x})}} G\left(\frac{1}{|y-x|}\right) \frac{d y}{|y-x|^{n+s}} \\
& \leqslant-\varrho^{-s} \int_{B_{3} \backslash B_{2}} G\left(\frac{1}{|\varrho z-(x-\bar{x})|}\right) \frac{d z}{|z-(x-\bar{x}) / \varrho|^{n+s}} \\
& \leqslant-\frac{\left|B_{3} \backslash B_{2}\right| G(1 / 4)}{4^{n+s}} \varrho^{-s},
\end{aligned}
$$

which is smaller than $-\left\|f_{-}\right\|_{L^{\infty}(\Omega)}$, provided $\varrho$ is sufficiently small. Hence, (4.24) holds true.

Let now $\hat{u}_{k}:=\max \left\{u, \varphi_{k}\right\}$. Clearly, $\hat{u}_{k}$ is bounded and upper semicontinuous in $B$. Suppose now that $\hat{u}_{k}$ is touched from above by a $C^{1,1}$ function $v$ at some point $x \in B$. Then, $v$ also touches either $u$ or $\varphi_{k}$ from above at $x$. In both cases, using (4.24), the monotonicity of $G$, and Proposition 4.3, we easily deduce that $\mathscr{H} \hat{u}_{k}(x) \leqslant f(x)$. Accordingly, $\hat{u}_{k}$ is a viscosity subsolution of $\mathscr{H} \hat{u}_{k}=f$ in $B$, bounded in $B$. By Step $2, \hat{u}_{k}$ is then also a weak subsolution of the same equation and its positive part belongs to $\mathcal{W}^{s}(B)$. As $\hat{u}_{k} \rightarrow u$ a.e. in $\mathbb{R}^{n}$ as $k \rightarrow+\infty$, by Lemma 2.15 we conclude that $u$ is a weak subsolution as well. Using Proposition 3.1 and Fatou's lemma, we also obtain that $u_{+} \in \mathcal{W}^{s}(B)$.

The proof of Theorem 1.8 is thus complete.

## 5 Existence of minimizers. Proofs of Theorems 1.3 and 1.7

In this section, we deal with the existence of minimizers and local minimizers of $\mathcal{F}$ in an open set, with respect to a given outside datum.

### 5.1 Existence of minimizers via the direct method

We begin by establishing the existence of minimizers of $\mathcal{F}$ in a bounded Lipschitz set $\Omega$ among all functions which agree with a given function $\varphi$ outside of $\Omega$. That is, we prove Theorem 1.3.

As anticipated in the Introduction, we prove the existence of minimizers through an approximation procedure that makes use of the truncated functionals $\mathcal{F}^{M}$ and of their minimizers within an appropriate family of spaces, that we define as follows.

Given a bounded open set $\Omega \subseteq \mathbb{R}^{n}$ and $M \geqslant 0$, we consider the spaces

$$
\mathfrak{B} \mathcal{W}^{s}(\Omega):=\left\{u \in \mathcal{W}^{s}(\Omega):\left.u\right|_{\Omega} \in L^{\infty}(\Omega)\right\}
$$

and

$$
\mathfrak{B}_{M} \mathcal{W}^{s}(\Omega):=\left\{u \in \mathfrak{B} \mathcal{W}^{s}(\Omega):\|u\|_{L^{\infty}(\Omega)} \leqslant M\right\} .
$$

Moreover, given a function $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$, we define

$$
\mathfrak{B} \mathcal{W}_{\varphi}^{s}(\Omega):=\left\{u \in \mathfrak{B} \mathcal{W}^{s}(\Omega): u=\varphi \text { a.e. in } \mathcal{C} \Omega\right\}
$$

and

$$
\mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega):=\left\{u \in \mathfrak{B}_{M} \mathcal{W}^{s}(\Omega): u=\varphi \text { a.e. in } \mathcal{C} \Omega\right\}
$$

Our notion of minimality for the Dirichlet problem having $\varphi$ as outside datum is essentially that of Definition 1.2. Namely, a function $u \in \mathcal{W}_{\varphi}^{s}$ is a minimizer of $\mathcal{F}$ in $\mathcal{W}_{\varphi}^{s}(\Omega)$ if

$$
\iint_{Q(\Omega)}\left\{\mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{v(x)-v(y)}{|x-y|}\right)\right\} \frac{d x d y}{|x-y|^{n-1+s}} \leqslant 0,
$$

for every $v \in \mathcal{W}_{\varphi}^{s}(\Omega)$. To obtain Theorem 1.3, we first solve the Dirichlet problem in $\mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$, for a fixed $M>0$. This is achieved easily with the aid of the following two results.

First, we observe that $\mathcal{F}^{M}$ is lower semicontinuous in $\mathfrak{B}_{M} \mathcal{W}^{s}(\Omega)$ with respect to pointwise convergence almost everywhere.

Lemma 5.1 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set and $M>0$. Let $\left\{u_{k}\right\} \subseteq \mathfrak{B}_{M} \mathcal{W}^{s}(\Omega)$ be a sequence of functions converging to some $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ a.e. in $\mathbb{R}^{n}$. Then,

$$
\mathcal{F}^{M}(u, \Omega) \leqslant \liminf _{k \rightarrow \infty} \mathcal{F}^{M}\left(u_{k}, \Omega\right) .
$$

Proof The proof is a consequence of Fatou's lemma, applied separately to the functionals $\mathcal{A}$ and $\mathcal{N}^{M}$. Notice that, in order to use this result with $\mathcal{N}^{M}$, the uniform bound $\left\|u_{k}\right\|_{L^{\infty}(\Omega)} \leqslant M$ is important to guarantee that the quantity inside square brackets in (2.17) is non-negativerecall that $\bar{G} \geqslant 0$ by definition (2.6).

Next is a compactness result for sequences uniformly bounded with respect to $\mathcal{A}$.
Lemma 5.2 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. Let $\left\{u_{k}\right\}$ be a sequence of functions $u_{k}: \Omega \rightarrow \mathbb{R}$ satisfying

$$
\sup _{k \in \mathbb{N}}\left(\left\|u_{k}\right\|_{L^{1}(\Omega)}+\mathcal{A}\left(u_{k}, \Omega\right)\right)<\infty
$$

Then, up to a subsequence, $\left\{u_{k}\right\}$ converges to a function $u \in W^{s, 1}(\Omega)$ in $L^{1}(\Omega)$ and a.e. in $\Omega$.
Lemma 5.2 follows at once from the coercivity of $\mathcal{A}$ with respect to the $W^{s, 1}(\Omega)$ seminorm observed in Lemma 2.3 and the compact embedding $W^{s, 1}(\Omega) \hookrightarrow \hookrightarrow L^{1}(\Omega)$-see, e.g., [19, Theorem 7.1].

By combining these two results, we easily obtain the existence of a (unique) minimizer $u_{M}$ of $\mathcal{F}^{M}$ among all functions in $\mathfrak{B}_{M} \mathcal{W}^{s}(\Omega)$ with fixed values outside of $\Omega$.

Proposition 5.3 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary and $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ be a given function. For every $M>0$, there exists a unique minimizer $u_{M}$ of $\mathcal{F}^{M}(\cdot, \Omega)$ in $\mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$, i.e., a unique $u_{M} \in \mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$ for which

$$
\begin{equation*}
\mathcal{F}^{M}\left(u_{M}, \Omega\right)=\inf \left\{\mathcal{F}^{M}(v, \Omega): v \in \mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)\right\} . \tag{5.1}
\end{equation*}
$$

Proof Since $\mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$ is a convex subset of $\mathcal{W}_{\varphi}^{s}(\Omega)$, the uniqueness of the minimizer of $\mathcal{F}^{M}(\cdot, \Omega)$ within $\mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$ is a consequence of the strict convexity of $\mathcal{F}^{M}(\cdot, \Omega)$-see point (ii) of Lemma 2.7. Therefore, we are only left to establish its existence.

Let $\left\{u^{(k)}\right\} \subseteq \mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$ be a minimizing sequence, that is

$$
\lim _{k \rightarrow \infty} \mathcal{F}^{M}\left(u^{(k)}, \Omega\right)=\inf \left\{\mathcal{F}^{M}(v, \Omega): v \in \mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)\right\}=: m
$$

Observe that both $\mathcal{A}$ and $\mathcal{N}^{M}$ are non-negative in $\mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$-recall definitions (2.16) and (2.17). Hence, $m \geqslant 0$ and $\mathcal{A}\left(u^{(k)}, \Omega\right) \leqslant \mathcal{F}^{M}\left(u^{(k)}, \Omega\right) \leqslant m+1$ for $k$ large enough. In light of Lemma 5.2, we then deduce that $\left\{u^{(k)}\right\}$ converges (up to a subsequence) to a function $u_{M} \in \mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$ a.e. in $\mathbb{R}^{n}$. Identity (5.1) follows by applying Lemma 5.1.

Proposition 5.3 shows that, for each $M>0$, there exists a unique minimizer $u_{M}$ within the space $\mathfrak{B}_{M} \mathcal{W}_{\varphi}^{s}(\Omega)$. To establish the existence of a minimizer of $\mathcal{F}$ in the whole $\mathcal{W}_{\varphi}^{s}(\Omega)$-and thus prove Theorem 1.3-, we need $u_{M}$ to stabilize as $M \rightarrow \infty$. This is achieved through the uniform $W^{s, 1}$ estimate of Proposition 3.2, at the price of assuming some (weighted) integrability on the exterior datum in a sufficiently large neighborhood of $\Omega$.

Proof of Theorem 1.3 Let $\Theta>0$ be the constant given by Proposition 3.2. For any $M>0$, the minimizer $u_{M}$ satisfies the hypotheses of Proposition 3.2. Therefore,

$$
\begin{equation*}
\left\|u_{M}\right\|_{W^{s, 1}(\Omega)} \leqslant C\left(\left\|\operatorname{Tail}_{S}\left(\varphi, \Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)}+1\right), \tag{5.2}
\end{equation*}
$$

for some constant $C>0$ depending only on $n, s, g$, and $\Omega$-in particular, $C$ is independent of $M$.

By the compact fractional Sobolev embedding (see, e.g., [19, Theorem 7.1]), we conclude that there exists a function $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ to which $\left\{u_{M_{j}}\right\}$ converges in $L^{1}(\Omega)$ and a.e. in $\Omega$, for some diverging sequence $\left\{M_{j}\right\}_{j \in \mathbb{N}}$. Letting $M=M_{j} \rightarrow+\infty$ in (5.2), by Fatou's Lemma we see that $u$ satisfies (1.14). We are therefore left to show that $u$ is a minimizer for $\mathcal{F}$ in $\mathcal{W}_{\varphi}^{s}(\Omega)$.

Take $v \in \mathfrak{B} \mathcal{W}_{\varphi}^{s}(\Omega)$. Then, for $j$ large enough we have $M_{j} \geqslant\|v\|_{L^{\infty}(\Omega)}$, and hence, by the minimality of $u_{M_{j}}$ we get $\mathcal{F}^{M_{j}}\left(u_{M_{j}}, \Omega\right) \leqslant \mathcal{F}^{M_{j}}(v, \Omega)$. Equivalently,

$$
\begin{align*}
0 \geqslant & \mathcal{A}\left(u_{M_{j}}, \Omega\right)+2 \int_{\Omega}\left\{\int_{\Omega_{R} \backslash \Omega} \mathcal{G}\left(\frac{u_{M_{j}}(x)-\varphi(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n-1+s}}\right\} d x \\
& -\mathcal{A}(v, \Omega)-2 \int_{\Omega}\left\{\int_{\Omega_{R} \backslash \Omega} \mathcal{G}\left(\frac{v(x)-\varphi(y)}{|x-y|}\right) \frac{d y}{|x-y|^{n-1+s}}\right\} d x  \tag{5.3}\\
& +2 \int_{\Omega}\left\{\int_{\mathcal{C} \Omega_{R}}\left\{\mathcal{G}\left(\frac{u_{M_{j}}(x)-\varphi(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{v(x)-\varphi(y)}{|x-y|}\right)\right\} \frac{d y}{|x-y|^{n-1+s}}\right\} d x
\end{align*}
$$

for any fixed $R \in(0, \Theta \operatorname{diam}(\Omega)]$. Note that such a choice for $R$ guarantees the finiteness of all the quantities appearing in (5.3), taking advantage of the properties of $\mathcal{G}$ and of hypothesis (1.13).

We now claim that letting $j \rightarrow+\infty$ in (5.3), we obtain the same inequality with $u_{M_{j}}$ replaced by $u$. Indeed, the quantities on the first line can be dealt with by using Fatou's lemma. Moreover, the Lipschitz character of $\mathcal{G}$-see (2.14)—and the fact that $u_{M_{j}} \rightarrow u$ in $L^{1}(\Omega)$ ensure that

$$
\lim _{j \rightarrow+\infty} \int_{\Omega}\left\{\int_{\mathcal{C} \Omega_{R}}\left|\mathcal{G}\left(\frac{u_{M_{j}}(x)-\varphi(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{u(x)-\varphi(y)}{|x-y|}\right)\right| \frac{d y}{|x-y|^{n-1+s}}\right\} d x
$$

$$
\begin{aligned}
& \leqslant \frac{\Lambda}{2} \lim _{j \rightarrow+\infty} \int_{\Omega}\left|u_{M_{j}}(x)-u(x)\right|\left(\int_{\mathcal{C} B_{R}(x)} \frac{d y}{|x-y|^{n+s}}\right) d x \\
& \leqslant \frac{\Lambda \mathcal{H}^{n-1}\left(\mathcal{S}^{n-1}\right)}{2 s R^{s}} \lim _{j \rightarrow+\infty}\left\|u_{M_{j}}-u\right\|_{L^{1}(\Omega)}=0 .
\end{aligned}
$$

Hence, the third line passes to the limit as well. All in all, we have proved that $u$ minimizes $\mathcal{F}$ in $\mathfrak{B} \mathcal{W}_{\varphi}^{s}(\Omega)$. The minimality of $u$ within the larger class $\mathcal{W}_{\varphi}^{s}(\Omega)$ follows from density arguments, using, e.g., Proposition A. 1 and Lemma 2.8. See also point (iv) of Remark 2.9.

Finally, the uniqueness of the minimizer follows by point (iii) of Remark 2.9.
Remark 5.4 Here are some mostly technical observations on Theorem 1.3 and its proof.
(i) The strategy just displayed is inspired by the one employed in [34] by the second author to obtain the existence of $s$-minimal surfaces in general open sets-thus extending [10, Theorem 3.2] to the case of unbounded or irregular $\Omega$. However, there is a striking difference between Theorem 1.3 here and, say, [34, Corollary 1.11]: there, the existence of a (locally) $s$-minimal set is obtained under no restriction on the outside datum, whereas here we need to limit ourselves to data satisfying (1.13).
We believe that it would be interesting to understand whether Theorem 1.3 could be proved under weaker or even no assumptions on $\varphi$ (obtaining perhaps only a local minimizer of $\mathcal{F}$ ), or whether, in the geometric case $g=g_{s}$, the local minimizers constructed in [34] are necessarily subgraphs inside $\Omega^{\infty}$.
(ii) In light of point (ii) of Remark 2.9, we could have proceeded to directly minimize the functional $\mathcal{F}^{M}$ in $\mathcal{W}_{\varphi}^{s}(\Omega)$, for some fixed $M \geqslant 0$, instead of considering a family of approximating problems. This approach works as well, but brings in its own difficulties, first and foremost the fact that the functional $\mathcal{F}^{M}$ may assume negative values in $\mathcal{W}^{s}(\Omega) \backslash \mathfrak{B}_{M} \mathcal{W}^{s}(\Omega)$, as shown by Example 2.5 . In addition, we preferred the use of several $\mathcal{F}^{M}$ 's in order to maintain an analogy with the argument of [34] and keep a connection with the underlying geometry, as motivated by the results of Sect. 2.3.
(iii) A different strategy to obtain Theorem 1.3-similar to the one employed in [32, Section 12]-is to show that the $L^{\infty}(\Omega)$ norm, and not the $W^{s, 1}(\Omega)$ norm, of $u_{M}$ stabilizes for large $M$. This can be done, depending on the exterior data, using the $L^{\infty}$ estimates of Sects. 3.2 and 3.3 in place of Proposition 3.2. This approach will be exploited in order to establish the existence of a solution to the obstacle problem in [4].
(iv) When the exterior datum $\varphi$ satisfies the global integrability condition (1.7), the proof of Theorem 1.3 can be simplified considerably. Indeed, in this case the functional (1.8) is well defined in $\mathcal{W}_{\varphi}^{s}(\Omega)$ and one can minimize it directly, with no need to consider the approximate minimizers $u_{M}$ or the truncated functionals $\mathcal{F}^{M}$-see Sect. 5.1.1 for the rigorous arguments.

However, although natural to deal with functional (1.8), condition (1.7) is quite restrictive on the behavior of $\varphi$ at infinity and does not play any role in the well-posedness of the operator $\mathscr{H}$, which corresponds to the first variation of $\mathcal{F}$ or $\mathcal{F}^{M}$-recall the end of Sect. 1.1 for a more detailed discussion.

As shown in the following Lemma, the integrability of the restricted tail prescribed by (1.13) is equivalent to plain integrability of the datum in the exterior neighborhood $\Omega_{\Theta \operatorname{diam}(\Omega)} \backslash \Omega$ plus weighted integrability arbitrarily close to the boundary of $\Omega$.

Lemma 5.5 Let $\Omega \subseteq \mathcal{O} \subseteq \mathbb{R}^{n}$ be two bounded open sets, with $\partial \Omega$ Lipschitz. Let $r \in$ $(0, \operatorname{dist}(\Omega, \partial \mathcal{O}))$ and $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$.

Then, $\operatorname{Tail}_{s}(\varphi, \mathcal{O} \backslash \Omega ; \cdot) \in L^{1}(\Omega)$ if and only if $\varphi \in L^{1}(\mathcal{O} \backslash \Omega)$ and $\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right) \in$ $L^{1}\left(\Omega \backslash \Omega_{-r}\right)$. Moreover,
(i) if $\varphi \in L^{1}(\mathcal{O} \backslash \Omega) \cap W^{s, 1}\left(\Omega_{r} \backslash \Omega\right)$, then $\operatorname{Tail}_{s}(\varphi, \mathcal{O} \backslash \Omega ; \cdot) \in L^{1}(\Omega)$;
(ii) if $\varphi \in L^{1}(\mathcal{O} \backslash \Omega) \cap L^{\infty}\left(\Omega_{r} \backslash \Omega\right)$, then $\operatorname{Tail}_{\sigma}(\varphi, \mathcal{O} \backslash \Omega ; \cdot) \in L^{1}(\Omega)$ for every $\sigma \in(0,1)$.

Proof To begin, assume that $\operatorname{Tail}_{s}(\varphi, \mathcal{O} \backslash \Omega ; \cdot) \in L^{1}(\Omega)$. Note that $|x-y| \leqslant \operatorname{diam}(\mathcal{O})$ for every $(x, y) \in \Omega \times(\mathcal{O} \backslash \Omega)$. Hence,

$$
\|\varphi\|_{L^{1}(\mathcal{O} \backslash \Omega)} \leqslant \frac{\operatorname{diam}(\mathcal{O})^{n+s}}{|\Omega|}\left\|\operatorname{Tail}_{s}(\varphi, \mathcal{O} \backslash \Omega ; \cdot)\right\|_{L^{1}(\Omega)}
$$

Moreover, we clearly have

$$
\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right)\right\|_{L^{1}\left(\Omega \backslash \Omega_{-r}\right)} \leqslant\left\|\operatorname{Tail}_{s}(\varphi, \mathcal{O} \backslash \Omega ; \cdot)\right\|_{L^{1}(\Omega)}
$$

for every $r \in(0, \operatorname{dist}(\Omega, \partial \mathcal{O}))$. Accordingly, $\varphi \in L^{1}(\mathcal{O} \backslash \Omega)$ and $\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right) \in$ $L^{1}\left(\Omega \backslash \Omega_{-r}\right)$.

Next, let $\varphi \in L^{1}(\mathcal{O} \backslash \Omega)$ be such that $\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right) \in L^{1}\left(\Omega \backslash \Omega_{-r}\right)$ for some $r \in$ $(0, \operatorname{dist}(\Omega, \partial \mathcal{O}))$. We verify that $\operatorname{Tail}_{s}(\varphi, \mathcal{O} \backslash \Omega ; \cdot) \in L^{1}(\Omega)$. Indeed, since $|x-y| \geqslant r$ for every $(x, y) \in \Omega \times \mathcal{O} \backslash \Omega_{r}$ and $(x, y) \in \Omega_{-r} \times \Omega_{r} \backslash \Omega$, we have

$$
\begin{equation*}
\left\|\operatorname{Tail}_{s}\left(\varphi, \mathcal{O} \backslash \Omega_{r} ; \cdot\right)\right\|_{L^{1}(\Omega)} \leqslant \frac{|\Omega|}{r^{n+s}}\|\varphi\|_{L^{1}\left(\mathcal{O} \backslash \Omega_{r}\right)} \tag{5.4}
\end{equation*}
$$

and

$$
\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right)\right\|_{L^{1}\left(\Omega_{-r}\right)} \leqslant \frac{\left|\Omega_{-r}\right|}{r^{n+s}}\|\varphi\|_{L^{1}\left(\Omega_{r} \backslash \Omega\right)} \leqslant \frac{|\Omega|}{r^{n+s}}\|\varphi\|_{L^{1}\left(\Omega_{r} \backslash \Omega\right)}
$$

Therefore,

$$
\begin{aligned}
\left\|\operatorname{Tail}_{s}(\varphi, \mathcal{O} \backslash \Omega ; \cdot)\right\|_{L^{1}(\Omega)}= & \left\|\operatorname{Tail}_{s}\left(\varphi, \mathcal{O} \backslash \Omega_{r} ; \cdot\right)\right\|_{L^{1}(\Omega)}+\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right)\right\|_{L^{1}\left(\Omega_{-r}\right)} \\
& +\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right)\right\|_{L^{1}\left(\Omega \backslash \Omega_{-r}\right)} \\
\leqslant & \frac{|\Omega|}{r^{n+s}}\|\varphi\|_{L^{1}(\mathcal{O} \backslash \Omega)}+\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right)\right\|_{L^{1}\left(\Omega \backslash \Omega_{-r}\right)}<\infty .
\end{aligned}
$$

We now address point (i). Without loss of generality, we assume $r$ to be small enough for $\partial \Omega_{r}$ to be Lipschitz. As $\varphi \in W^{s, 1}\left(\Omega_{r} \backslash \Omega\right)$, Corollary A. 3 (applied in the Lipschitz set $\Omega_{r} \backslash \Omega$ ) yields

$$
\left\|\operatorname{Tail}_{s}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)} \leqslant C\|\varphi\|_{W^{s, 1}\left(\Omega_{r} \backslash \Omega\right)}
$$

for some constant $C>0$. The fact that $\operatorname{Tail}_{s}(\varphi, \mathcal{O} \backslash \Omega ; \cdot) \in L^{1}(\Omega)$ follows then from this and (5.4).

Finally, we deal with point (ii). If $\varphi \in L^{\infty}\left(\Omega_{r} \backslash \Omega\right)$, then

$$
\left\|\operatorname{Tail}_{\sigma}\left(\varphi, \Omega_{r} \backslash \Omega ; \cdot\right)\right\|_{L^{1}(\Omega)} \leqslant\|\varphi\|_{L^{\infty}\left(\Omega_{r} \backslash \Omega\right)} \operatorname{Per}_{\sigma}(\Omega)
$$

for every $\sigma \in(0,1)$. Thus, we obtain (ii) by using again (5.4). This concludes the proof.

### 5.1.1 Integrable global tail

We briefly present here an alternative approach to the existence of minimizers of $\mathcal{F}$, valid when the exterior datum $\varphi$ satisfies the global summability condition (1.7). We begin by showing that in this situation the functional $\mathcal{F}$ is well-defined on $\mathcal{W}_{\varphi}^{s}(\Omega)$.

Lemma 5.6 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary and $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ be a measurable function satisfying (1.7). Then, $\mathcal{F}(u) \in[0,+\infty)$ for every $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$.

Proof In view of Lemma 2.3, we only need to prove that the nonlocal part $\mathcal{N}$ is finite. For this, by (2.13), the triangle inequality, and Corollary A.3, given any function $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ we have

$$
\begin{aligned}
\mathcal{N}(u, \Omega) & =2 \int_{\Omega} \int_{\mathcal{C} \Omega} \mathcal{G}\left(\frac{u(x)-u(y)}{|x-y|}\right) \frac{d x d y}{|x-y|^{n-1+s}} \leqslant \Lambda \int_{\Omega} \int_{\mathcal{C} \Omega} \frac{|u(x)-u(y)|}{|x-y|^{n+s}} d x d y \\
& \leqslant C\left(\|u\|_{W^{s, 1}(\Omega)}+\left\|\operatorname{Tail}_{s}(\varphi, \mathcal{C} \Omega ; \cdot)\right\|_{L^{1}(\Omega)}\right)<+\infty
\end{aligned}
$$

The non-negativity of $\mathcal{F}$ is an immediate consequence of its definition.
The existence of a unique minimizer can then be obtained via the Direct Method of the Calculus of Variations.

Proposition 5.7 Let $\Omega \subseteq \mathbb{R}^{n}$ a bounded open set with Lipschitz boundary and $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ be a measurable function satisfying (1.7). Then, there exists a unique function $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ such that

$$
\begin{equation*}
\mathcal{F}(u, \Omega)=\inf \left\{\mathcal{F}(v, \Omega): v \in \mathcal{W}_{\varphi}^{s}(\Omega)\right\} . \tag{5.5}
\end{equation*}
$$

Proof First of all, we observe that, by Lemma 5.6, the infimum of $\mathcal{F}$ in $\mathcal{W}_{\varphi}^{s}(\Omega)$ is finite and non-negative. Now, consider a minimizing sequence $u_{k} \in \mathcal{W}_{\varphi}^{s}(\Omega)$, i.e.,

$$
\lim _{k \rightarrow \infty} \mathcal{F}\left(u_{k}, \Omega\right)=\inf \left\{\mathcal{F}(v, \Omega): v \in \mathcal{W}_{\varphi}^{s}(\Omega)\right\}=: m
$$

Since the nonlocal part $\mathcal{N}$ is non-negative, by (2.19) we have the uniform estimate

$$
\begin{equation*}
\left[u_{k}\right]_{W^{s, 1}(\Omega)} \leqslant \frac{2}{c_{\star}} \mathcal{A}\left(u_{k}, \Omega\right)+c_{s}(\Omega) \leqslant \frac{2}{c_{\star}} \mathcal{F}\left(u_{k}, \Omega\right)+c_{s}(\Omega) \leqslant \frac{2}{c_{\star}}(m+1)+c_{s}(\Omega), \tag{5.6}
\end{equation*}
$$

for every $k$ large enough. Moreover, arguing as for (3.6) we easily obtain that

$$
\begin{equation*}
\left\|u_{k}\right\|_{L^{1}(\Omega)} \leqslant C_{1}\left(\int_{\Omega} \int_{\Omega_{1} \backslash \Omega} \frac{\left|u_{k}(x)-u_{k}(y)\right|}{|x-y|^{n+s}} d x d y+\left\|\operatorname{Tail}_{s}(\varphi, \mathcal{C} \Omega ; \cdot)\right\|_{L^{1}(\Omega)}\right), \tag{5.7}
\end{equation*}
$$

with $C_{1}:=\operatorname{diam}\left(\Omega_{1}\right)^{n+s} /\left|\Omega_{1} \backslash \Omega\right|$. Now, we observe that, by (2.13) and Lemma 2.2, it holds

$$
\begin{aligned}
& \int_{\Omega} \int_{\Omega_{1} \backslash \Omega} \frac{\left|u_{k}(x)-u_{k}(y)\right|}{|x-y|^{n+s}} d x d y \\
& \quad \leqslant \frac{2}{\Lambda} \int_{\Omega} \int_{\Omega_{1} \backslash \Omega}\left\{\mathcal{G}\left(\frac{\left|u_{k}(x)-u_{k}(y)\right|}{|x-y|}\right)+\lambda\right\} \frac{d x d y}{|x-y|^{n-1+s}} \\
& \leqslant \frac{2}{\Lambda}\left(\mathcal{N}\left(u_{k}, \Omega\right)+\lambda \frac{\mathcal{H}^{n-1}\left(\mathbb{S}^{n-1}\right)}{1-s}|\Omega| \operatorname{diam}\left(\Omega_{1}\right)^{1-s}\right) \leqslant C_{2}(m+1),
\end{aligned}
$$

for some constant $C_{2}>0$ depending only on $n, s, g$, and $\Omega$. Note that, for the third inequality we also took advantage of the non-negativity of $\mathcal{A}$. Adding together (5.6), (5.7), and the last estimate, we obtain that there exists a constant $C_{3}>0$, depending only on $n, s, g$, and $\Omega$, such that

$$
\left\|u_{k}\right\|_{W^{s, 1}(\Omega)} \leqslant C_{3}\left(m+1+\left\|\operatorname{Tail}_{s}(\varphi, \mathcal{C} \Omega ; \cdot)\right\|_{L^{1}(\Omega)}\right),
$$

for every $k$ large enough. By the compactness of the embedding of $W^{s, 1}(\Omega)$ into $L^{1}(\Omega)$, we find that, up to a subsequence, $u_{k}$ converges to some function $\tilde{u} \in W^{s, 1}(\Omega)$ a.e. in $\Omega$ and in $L^{1}(\Omega)$. Then, if we define the function $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ by setting $u:=\tilde{u}$ in $\Omega$ and $u:=\varphi$ in $\mathcal{C} \Omega$, by Fatou's Lemma we conclude that

$$
m \leqslant \mathcal{F}(u, \Omega) \leqslant \liminf _{k \rightarrow \infty} \mathcal{F}\left(u_{k}, \Omega\right)=m .
$$

The uniqueness of the minimizer $u$ follows from the strict convexity of the functional $\mathcal{F}$ on $\mathcal{W}_{\varphi}^{s}(\Omega)$-which can be proved by arguing as in Lemma 2.7.

We stress that a function $u \in \mathcal{W}_{\varphi}^{s}(\Omega)$ which minimizes $\mathcal{F}$ in the sense of (5.5) is clearly also a minimizer in the sense of Definition 1.2. Hence, all the results satisfied by minimizers apply also to minimizers in the sense of (5.5). This is true in particular for the a priori estimates of Sect. 3 and for the results on the relationship existing in the geometric framework with nonlocal minimal graphs, which will be fully explored in Sect. 6.

### 5.2 Existence of local minimizers via a Perron-type result

We present here a proof of Theorem 1.7, which claims that the existence of local minimizers of $\mathcal{F}$ is equivalent to the existence of an ordered pair of locally bounded weak sub- and supersolutions of $\mathscr{H} u=0$.

Proof of Theorem 1.7 Implication (i) $\Rightarrow$ (ii) is an immediate consequence of Proposition 3.3 and Corollary 2.22. By these results, $u$ is locally bounded in $\Omega$ and weakly solves $\mathscr{H} u=0$ in $\Omega$. Hence, we can consider $\underline{u}=\bar{u}=u$.

We now show that (ii) $\Rightarrow$ (i). Let $u_{0} \in \mathcal{W}_{\text {loc }}^{s}(\Omega)$ be the function defined by setting $\left.u_{0}\right|_{\Omega}:=$ $\frac{\underline{u}+\bar{u}}{2}$ and $\left.u_{0}\right|_{\mathcal{C} \Omega}:=\varphi$. Consider a regular exhaustion of $\Omega$, i.e., a sequence $\left\{\Omega_{h}\right\}$ of bounded open sets with Lipschitz boundaries such that

$$
\Omega_{h} \Subset \Omega_{h+1} \Subset \Omega \text { and } \bigcup_{h=1}^{\infty} \Omega_{h}=\Omega
$$

We first solve an auxiliary minimization problem in each $\Omega_{h}$. Set

$$
M_{h}:=\max \left\{\|\underline{u}\|_{L^{\infty}\left(\Omega_{h}\right)},\|\bar{u}\|_{L^{\infty}\left(\Omega_{h}\right)}\right\} .
$$

By appropriately modifying the proof of Proposition 5.3, we easily find that there exists a unique function $u_{h} \in \mathfrak{B}_{M_{h}} \mathcal{W}_{u_{0}}^{s}\left(\Omega_{h}\right)$ such that

$$
\mathcal{F}^{M_{h}}\left(u_{h}, \Omega_{h}\right)=\inf \left\{\mathcal{F}^{M_{h}}\left(v, \Omega_{h}\right): v \in \mathcal{W}_{u_{0}}^{s}\left(\Omega_{h}\right) \text { and } \underline{u} \leqslant v \leqslant \bar{u} \text { a.e. in } \Omega_{h}\right\} .
$$

We then claim that, up to a subsequence, the functions $u_{h}$ 's converge in $L_{\text {loc }}^{1}(\Omega)$ and a.e. in $\Omega$ to a function $u \in \mathcal{W}_{\text {loc }}^{s}(\Omega)$ such that $u=\varphi$ a.e. in $\mathcal{C} \Omega$. To this aim, we estimate

$$
\left[u_{h}\right]_{W^{s, 1}\left(\Omega_{k}\right)} \leqslant C\left(\mathcal{A}\left(u_{h}, \Omega_{k}\right)+1\right) \leqslant C\left(\mathcal{F}^{M_{k}}\left(u_{h}, \Omega_{k}\right)+1\right)
$$

for every integer $h \geqslant k$ and for some constant $C>0$ depending only on $n, s, g$, and $\Omega_{k}$. Note that the first inequality follows from Lemma 2.3, while the second one from the nonnegativity of $\mathcal{N}^{M_{k}}\left(u_{h}, \Omega_{k}\right)$-this is an immediate consequence of definition (2.17) and
the fact that $\left|u_{h}\right| \leqslant M_{k}$ a.e. in $\Omega_{k}$. Now let $\tilde{u}_{h} \in \mathcal{W}_{u_{h}}^{s}\left(\Omega_{k}\right)$ be defined by $\left.\tilde{u}_{h}\right|_{\Omega_{k}}:=u_{0}$ and $\tilde{u}_{h} \mid \mathcal{C} \Omega_{k}:=u_{h}$. By the minimality of $u_{h}$ and Lemma 2.8, we have that

$$
\mathcal{F}^{M_{k}}\left(u_{h}, \Omega_{k}\right)-\mathcal{F}^{M_{k}}\left(\tilde{u}_{h}, \Omega_{k}\right)=\mathcal{F}^{M_{h}}\left(u_{h}, \Omega_{h}\right)-\mathcal{F}^{M_{h}}\left(\tilde{u}_{h}, \Omega_{h}\right) \leqslant 0,
$$

for every $h \geqslant k$. Next, using (2.23) to estimate the term $\mathcal{N}^{M_{k}}\left(\tilde{u}_{h}, \Omega_{k}\right)$, we have the bound $\mathcal{F}^{M_{k}}\left(\tilde{u}_{h}, \Omega_{k}\right)=\mathcal{A}\left(u_{0}, \Omega_{k}\right)+\mathcal{N}^{M_{k}}\left(\tilde{u}_{h}, \Omega_{k}\right) \leqslant \mathcal{A}\left(u_{0}, \Omega_{k}\right)+4 \Lambda M_{k} \operatorname{Per}_{s}\left(\Omega_{k}, \mathbb{R}^{n}\right)=: c_{k}$.

Combining these three estimates, we obtain

$$
\left[u_{h}\right]_{W^{s, 1}\left(\Omega_{k}\right)} \leqslant C\left(c_{k}+1\right),
$$

for every $h \geqslant k$. Since we also have that $\left\|u_{h}\right\|_{L^{\infty}\left(\Omega_{k}\right)} \leqslant M_{k}$, by the compact embedding of $W^{s, 1}\left(\Omega_{k}\right)$ into $L^{1}\left(\Omega_{k}\right)$ and a diagonal argument we conclude that the claim holds true.

We are left to show the local minimality of $u$. First, we prove that, given any open set $\mathcal{O} \Subset \Omega$ with Lipschitz boundary, $u$ is the unique minimizer of $\mathcal{F}$ among all functions $v$ in $\mathcal{W}_{u}^{s}(\mathcal{O})$ such that $\underline{u} \leqslant v \leqslant \bar{u}$ a.e. in $\mathcal{O}$. To see this, let $\ell$ be the smallest integer for which $\mathcal{O} \Subset \Omega_{\ell}$. For $h \geqslant \bar{\ell}$, define then $v_{h}$ by setting $\left.v_{h}\right|_{\mathcal{O}}:=v$ and $\left.v_{h}\right|_{\mathcal{C O}}:=u_{h}$. Observe that $v_{h}$ is a competitor for $u_{h}$. Hence, $\mathcal{F}^{M_{\ell}}\left(u_{h}, \mathcal{O}\right) \leqslant \mathcal{F}^{M_{\ell}}\left(v_{h}, \mathcal{O}\right)$ and, by Lemma 5.1,
$\mathcal{F}^{M_{\ell}}(u, \mathcal{O}) \leqslant \liminf _{h \rightarrow \infty} \mathcal{F}^{M_{\ell}}\left(u_{h}, \mathcal{O}\right) \leqslant \liminf _{h \rightarrow \infty} \mathcal{F}^{M_{\ell}}\left(v_{h}, \mathcal{O}\right)=\mathcal{A}(v, \mathcal{O})+\liminf _{h \rightarrow \infty} \mathcal{N}^{M_{\ell}}\left(v_{h}, \mathcal{O}\right)$.
Note that, by the global Lipschitzianity of $\mathcal{G}$, for every $(x, y) \in \mathcal{O} \times \mathcal{C O}$ we have

$$
\begin{aligned}
& \left|2 \mathcal{G}\left(\frac{v(x)-u_{h}(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{M_{\ell}+u_{h}(y)}{|x-y|}\right)-\mathcal{G}\left(\frac{M_{\ell}-u_{h}(y)}{|x-y|}\right)\right| \frac{1}{|x-y|^{n-1+s}} \\
& \quad \leqslant \Lambda \frac{|v(x)|+M_{\ell}}{|x-y|^{n+s}} \leqslant 2 \Lambda \frac{M_{\ell}}{|x-y|^{n+s}} .
\end{aligned}
$$

As the function on the last line is integrable in $\mathcal{O} \times \mathcal{C O}$, we may apply Lebesgue's dominated convergence theorem and deduce, using representation (2.22), that

$$
\lim _{h \rightarrow \infty} \mathcal{N}^{M_{\ell}}\left(v_{h}, \mathcal{O}\right)=\mathcal{N}^{M_{\ell}}(v, \mathcal{O})
$$

Accordingly, $\mathcal{F}^{M_{\ell}}(u, \mathcal{O}) \leqslant \mathcal{F}^{M_{\ell}}(v, \mathcal{O})$. This shows that $u$ has the desired minimality properties. Its uniqueness is an immediate consequence of the strict convexity of $\mathcal{F}^{M_{\ell}}$.

Finally, we prove that $u$ is a true local minimizer of $\mathcal{F}$-i.e., not only with respect to competitors constrained between $\underline{u}$ and $\bar{u}$. Let $\Theta=\Theta(n, s)$ be the positive constant of Theorem 1.3. For $x \in \Omega$ fixed, let $\varrho_{x}:=\frac{\operatorname{dist}(x, \partial \Omega)}{2 \Theta+2}$. Since $u \in \mathcal{W}_{\text {loc }}^{s}(\Omega)$, by Lemma 5.5 we have that $\operatorname{Tail}_{s}\left(u, B_{(1+2 \Theta) e_{x}}(x) \backslash B_{\varrho_{x}}(x) ; \cdot\right) \in L^{1}\left(B_{\varrho_{x}}(x)\right)$. Hence, Theorem 1.3 ensures the existence of a unique minimizer $\tilde{u}$ of $\mathcal{F}$ within $\mathcal{W}_{u}^{s}\left(B_{\varrho_{x}}(x)\right)$. Since, by the comparison principle of Proposition 2.26, we have that $\underline{u} \leqslant \tilde{u} \leqslant \bar{u}$ a.e. in $\mathbb{R}^{n}$, by the uniqueness of $u$ we conclude that $u=\tilde{u}$ a.e. in $\mathbb{R}^{n}$. In particular, $u$ is a weak solution of $\mathscr{H} u=0$ in $B_{Q_{x}}(x)$. By the arbitrariness of $x \in \Omega$ and a partition of unity argument, we find that $u$ is a weak solution of $\mathscr{H} u=0$ in the whole $\Omega$. In light of Corollary 2.22, $u$ is then a local minimizer of $\mathcal{F}$ in $\Omega$.

## 6 Minimizers of $\mathcal{F}_{s}$ versus minimizers of Per $_{s}$. Proof of Theorem 1.9

We continue here the analysis, started in Sect. 2.3, of the geometric properties enjoyed by the functional $\mathcal{F}_{s}^{M}$ and of its relation with the $s$-perimeter. In particular, we prove Theorem 1.9,
i.e., we show that the nonlocal perimeter decreases under the vertical rearrangement (1.15). This fact will be a consequence of a rearrangement inequality for a rather general class of 1-dimensional integral set functions, that we establish in the next subsection.

### 6.1 A one-dimensional rearrangement inequality

Let $K: \mathbb{R} \rightarrow \mathbb{R}$ be a non-negative function. Given two measurable sets $A, B \subseteq \mathbb{R}$, we define

$$
\begin{equation*}
\mathcal{I}_{K}(A, B):=\int_{A} \int_{B} d \mu, \quad \text { where } d \mu=d \mu_{K}(x, y):=K(x-y) d x d y \tag{6.1}
\end{equation*}
$$

whenever this quantity is finite.
Fix two real numbers $\alpha, \beta$ and consider two sets $A, B \subseteq \mathbb{R}$ satisfying

$$
(-\infty, \alpha) \subseteq A \quad \text { and } \quad(\beta,+\infty) \subseteq B
$$

We define the decreasing rearrangement $A_{*}$ of $A$ as

$$
\begin{equation*}
A_{*}:=\left(-\infty, a_{*}\right), \quad \text { with } a_{*}:=\lim _{R \rightarrow+\infty}\left(\int_{-R}^{R} \chi_{A}(t) d t-R\right) . \tag{6.2}
\end{equation*}
$$

Similarly, the increasing rearrangement $B^{*}$ of $B$ is given by

$$
\begin{equation*}
B^{*}:=\left(b^{*},+\infty\right), \quad \text { with } b^{*}:=\lim _{R \rightarrow+\infty}\left(R-\int_{-R}^{R} \chi_{B}(t) d t\right) . \tag{6.3}
\end{equation*}
$$

Notice that, up to a set of vanishing measure-actually, a point-it holds

$$
\begin{equation*}
B^{*}=\mathcal{C}(\mathcal{C} B)_{*} . \tag{6.4}
\end{equation*}
$$

The next result shows that the value of $\mathcal{I}_{K}$ decreases when its arguments are appropriately rearranged.

Proposition 6.1 Let $A, B \subseteq \mathbb{R}$ be two measurable sets satisfying

$$
(-\infty, \underline{\alpha}] \subseteq A^{\circ} \subseteq \bar{A} \subseteq(-\infty, \bar{\alpha}) \text { and }[\bar{\beta},+\infty) \subseteq B^{\circ} \subseteq \bar{B} \subseteq(\underline{\beta},+\infty)
$$

for some real numbers $\underline{\alpha}<\bar{\alpha}$ and $\underline{\beta}<\bar{\beta}$. Let $K: \mathbb{R} \rightarrow \mathbb{R}$ be a measurable, non-negative function and suppose that

$$
\begin{equation*}
\mathcal{I}_{K}((-\infty, \bar{\alpha}),(\underline{\beta},+\infty))<\infty . \tag{6.5}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\mathcal{I}_{K}\left(A_{*}, B^{*}\right) \leqslant \mathcal{I}_{K}(A, B) . \tag{6.6}
\end{equation*}
$$

In addition, if $K$ is locally bounded from below by positive constants and $A=A_{*}\left(\right.$ or $\left.B=B^{*}\right)$ up to sets of measure zero, then the inequality in (6.6) is strict unless also $B=B^{*}$ (or $A=A_{*}$ ) up to sets of measure zero.

We strongly believe that, more generally, the strict inequality is valid in (6.6) for all couples of sets $A$ and $B$ for which at least one of the two does not coincide with its rearrangement. However, we will not investigate the validity of this stronger statement, as it would not play any role for our applications to the $s$-perimeter.

Proof of Proposition 6.1 First of all, we observe that we can restrict ourselves to assume that $A$ and $B$ are both open sets. Indeed, if $A$ and $B$ are merely measurable, by the outer regularity of the Lebesgue measure there exist two sequences of open sets $\left\{A_{k}\right\},\left\{B_{k}\right\}$ with $A \subseteq A_{k} \subseteq$ $(-\infty, \bar{\alpha})$ and $B \subseteq B_{k} \subseteq(\underline{\beta},+\infty)$ for every $k \in \mathbb{N}$, and such that $\left|A_{k} \backslash A\right|,\left|B_{k} \backslash B\right| \rightarrow 0$ as $k \rightarrow+\infty$. Suppose now that (6.6) holds with $A_{k}$ and $B_{k}$ respectively in place of $A$ and $B$. By this and the fact that, by definitions (6.2)-(6.3), it clearly holds $A_{*} \subseteq\left(A_{k}\right)_{*}$ and $B^{*} \subseteq\left(B_{k}\right)^{*}$ for any $k$, we deduce that

$$
\mathcal{I}_{K}\left(A_{*}, B^{*}\right) \leqslant \lim _{k \rightarrow+\infty} \mathcal{I}_{K}\left(\left(A_{k}\right)_{*},\left(B_{k}\right)^{*}\right) \leqslant \lim _{k \rightarrow+\infty} \mathcal{I}_{K}\left(A_{k}, B_{k}\right)=\mathcal{I}_{K}(A, B) .
$$

The last identity follows from Lebesgue's dominated convergence theorem, which can be used thanks to (6.5). In light of this, it suffices to prove (6.6) when $A$ and $B$ are open sets.

Next, we recall that each open subset of the real line can be written as the union of countably many disjoint open intervals. In our setting, we have

$$
A=\bigcup_{k=0}^{+\infty} A^{(k)}, \text { with } A^{(k)}:=\bigcup_{i=0}^{k} A_{i},
$$

and

$$
B=\bigcup_{k=0}^{+\infty} B^{(k)} \text {, with } B^{(k)}:=\bigcup_{j=0}^{k} B_{j},
$$

for two sequences $\left\{A_{i}\right\},\left\{B_{j}\right\}$ of open intervals satisfying $A_{i_{1}} \cap A_{i_{2}}=\varnothing$ for every $i_{1} \neq i_{2}$ and $B_{j_{1}} \cap B_{j_{2}}=\varnothing$ for every $j_{1} \neq j_{2}$, and such that $(-\infty, \underline{\alpha}) \subseteq A_{0}$ and $(\bar{\beta},+\infty) \subseteq B_{0}$, Suppose now that (6.6) holds when $A$ and $B$ are the unions of finitely many disjoint open intervals. In particular, (6.6) is true with $A^{(k)}$ and $B^{(k)}$ in place of $A$ and $B$, respectively. Hence,

$$
\begin{equation*}
\mathcal{I}_{K}\left(\left(A^{(k)}\right)_{*},\left(B^{(k)}\right)^{*}\right) \leqslant \mathcal{I}_{K}\left(A^{(k)}, B^{(k)}\right) \leqslant \mathcal{I}_{K}(A, B) \tag{6.7}
\end{equation*}
$$

for every $k \in \mathbb{N}$. On the other hand, it is easy to see that

$$
(-\infty, \underline{\alpha}) \subseteq\left(A^{(k-1)}\right)_{*} \subseteq\left(A^{(k)}\right)_{*} \subseteq A_{*} \quad \text { and } \quad(\bar{\beta},+\infty) \subseteq\left(B^{(k-1)}\right)^{*} \subseteq\left(B^{(k)}\right)^{*} \subseteq B^{*}
$$

for every $k \in \mathbb{N}$. Since both $\left|A_{*} \backslash\left(A^{(k)}\right)_{*}\right|$ and $\left|B^{*} \backslash\left(B^{(k)}\right)^{*}\right|$ go to 0 as $k \rightarrow+\infty$, Lebesgue's monotone convergence theorem yields that

$$
\mathcal{I}_{K}\left(A_{*}, B^{*}\right)=\lim _{k \rightarrow+\infty} \mathcal{I}_{K}\left(\left(A^{(k)}\right)_{*},\left(B^{(k)}\right)^{*}\right) .
$$

The combination of this and (6.7) gives (6.6).
In light of the above considerations, we are left to prove (6.6) when $A$ and $B$ are unions of finitely many disjoint open intervals. Thus, we fix $M, N \in \mathbb{N} \cup\{0\}$ and assume that

$$
A=\bigcup_{i=0}^{M} A_{i} \quad \text { and } \quad B=\bigcup_{j=0}^{N} B_{j},
$$

with

$$
\begin{align*}
A_{0} & :=\left(-\infty, a_{0}\right) \text { and } A_{i}:=\left(a_{2 i-1}, a_{2 i}\right) \text { for } i=1, \ldots, M, \\
B_{0} & :=\left(b_{0},+\infty\right) \text { and } B_{j}:=\left(b_{2 j}, b_{2 j-1}\right) \text { for } j=1, \ldots, N, \tag{6.8}
\end{align*}
$$

where $\left\{a_{i}\right\}_{i=0}^{2 M},\left\{b_{j}\right\}_{j=0}^{2 N} \subseteq \mathbb{R}$ are two sets of points satisfying $a_{i-1}<a_{i}$ and $b_{j}<b_{j-1}$, for every $i=1, \ldots, 2 M$ and $j=1, \ldots, 2 N$. In this framework, inequality (6.6) takes the form

$$
\begin{equation*}
\sum_{\substack{i=0, \ldots, M \\ j=0, \ldots, N}} \int_{A_{i}} \int_{B_{j}} d \mu \geqslant \int_{A_{*}} \int_{B^{*}} d \mu \tag{6.9}
\end{equation*}
$$

Clearly, when $M=N=0$ there is nothing to prove, as it holds $A_{*}=A$ and $B^{*}=B$. In case either $M=0$ or $N=0$, the verification of (6.9) is also simple. Indeed, suppose for instance that $N=0$ and $M \geqslant 1$. Then, $B^{*}=B=\left(b_{0},+\infty\right)$ and $A_{*}=\left(-\infty, a_{*}\right)$ for some $a_{*} \in \mathbb{R}$. Up to a set of measure zero we may write $A_{*}$ as the union of $M+1$ disjoint adjacent intervals $\left\{C_{i}\right\}_{i=0}^{M}$ given by $C_{i}=A_{i}-\bar{a}_{i}$, for some $\bar{a}_{i} \geqslant 0$ and for every $i$. Accordingly,

$$
\begin{align*}
\int_{A_{*}} \int_{B^{*}} d \mu & =\sum_{i=0}^{M} \int_{C_{i}} \int_{b_{0}}^{+\infty} d \mu \\
& =\sum_{i=0}^{M} \int_{A_{i}} \int_{b_{0}+\bar{a}_{i}}^{+\infty} d \mu \leqslant \sum_{i=0}^{M} \int_{A_{i}} \int_{b_{0}}^{+\infty} d \mu=\int_{A} \int_{B} d \mu \tag{6.10}
\end{align*}
$$

that is (6.9). Note that the second identity follows by adding to both variables of the double integral the same quantity $\bar{a}_{i}$. That is, we applied the change of coordinates $x=w-\bar{a}_{i}, y=$ $z-\bar{a}_{i}$ and got
$\int_{C_{i}} \int_{b_{0}}^{+\infty} d \mu=\int_{C_{i}} \int_{b_{0}}^{+\infty} K(x-y) d x d y=\int_{A_{i}} \int_{b_{0}+\bar{a}_{i}}^{+\infty} K(w-z) d w d z=\int_{A_{i}} \int_{b_{0}+\bar{a}_{i}}^{+\infty} d \mu$.
As the case $M=0, N \geqslant 1$ is completely analogous, we can now address the validity of (6.9) when $M, N \geqslant 1$. Recalling definitions (6.2)-(6.3), it is immediate to see that

$$
A_{*}=\left(-\infty, a_{*}\right), \quad \text { with } a_{*}=a_{0}+\sum_{\ell=1}^{M}\left|A_{\ell}\right|=a_{0}+\sum_{\ell=1}^{M}\left(a_{2 \ell}-a_{2 \ell-1}\right)
$$

and

$$
B^{*}=\left(b^{*},+\infty\right), \quad \text { with } b^{*}=b_{0}-\sum_{\ell=1}^{N}\left|B_{j}\right|=b_{0}-\sum_{\ell=1}^{N}\left(b_{2 \ell-1}-b_{2 \ell}\right)
$$

Set

$$
\begin{align*}
& C_{i}:=A_{i}-\bar{a}_{i}, \quad \text { with } \bar{a}_{i}:=\sum_{\ell=0}^{i-1}\left(a_{2 \ell+1}-a_{2 \ell}\right) \text { for } i=1, \ldots, M \text { and } \bar{a}_{0}:=0  \tag{6.11}\\
& D_{j}:=B_{j}+\bar{b}_{j}, \quad \text { with } \bar{b}_{j}:=\sum_{\ell=0}^{j-1}\left(b_{2 \ell}-b_{2 \ell+1}\right) \quad \text { for } j=1, \ldots, N \text { and } \bar{b}_{0}:=0 . \tag{6.12}
\end{align*}
$$

The families $\left\{C_{i}\right\}_{i=0}^{M}$ and $\left\{D_{j}\right\}_{j=0}^{N}$ are both made up of consecutive open intervals. Moreover, up to sets of measure zero, we have

$$
\begin{equation*}
A_{*}=\bigcup_{i=0}^{M} C_{i} \quad \text { and } \quad B^{*}=\bigcup_{j=0}^{N} D_{j} \tag{6.13}
\end{equation*}
$$

Consequently, we can equivalently express (6.9) as

$$
\begin{equation*}
\sum_{\substack{i=0, \ldots, M \\ j=0, \ldots, N}} \int_{A_{i}} \int_{B_{j}} d \mu \geqslant \sum_{\substack{i=0, \ldots, M \\ j=0, \ldots, N}} \int_{C_{i}} \int_{D_{j}} d \mu . \tag{6.14}
\end{equation*}
$$

Let $j=1, \ldots, N$ be fixed. We compute

$$
\int_{A_{0}} \int_{B_{j}} d \mu=\int_{C_{0}} \int_{D_{j}-\bar{b}_{j}} d \mu=\int_{C_{0}+\bar{b}_{j}} \int_{D_{j}} d \mu=\int_{\left(C_{0}+\bar{b}_{j}\right) \backslash C_{0}} \int_{D_{j}} d \mu+\int_{C_{0}} \int_{D_{j}} d \mu .
$$

Notice that the first identity follows from definitions (6.11)-(6.12), the second by applying to both variables of the double integral a shift of length $\bar{b}_{j}$, and the third since $C_{0} \subseteq C_{0}+\bar{b}_{j}$. Similarly,

$$
\int_{A_{i}} \int_{B_{0}} d \mu=\int_{C_{i}} \int_{\left(D_{0}-\bar{a}_{i}\right) \backslash D_{0}} d \mu+\int_{C_{i}} \int_{D_{0}} d \mu
$$

for every $i=1, \ldots, M$. Furthermore, by a translation of size $\bar{b}_{j}-\bar{a}_{i}$, we may also write

$$
\int_{A_{i}} \int_{B_{j}} d \mu=\int_{C_{i}+\bar{a}_{i}} \int_{D_{j}-\bar{b}_{j}} d \mu=\int_{C_{i}+\bar{b}_{j}} \int_{D_{j}-\bar{a}_{i}} d \mu
$$

for every $i=1, \ldots, M$ and $j=1, \ldots, N$. Finally, as $A_{0}=C_{0}$ and $B_{0}=D_{0}$, we have

$$
\int_{A_{0}} \int_{B_{0}} d \mu=\int_{C_{0}} \int_{D_{0}} d \mu .
$$

Applying the last four identities together with (6.13), formula (6.14) becomes

$$
\begin{equation*}
\sum_{\substack{i=0, \ldots, M \\ j=0, \ldots, N}} \int_{E_{i ; j}} \int_{F_{j ; i}} d \mu \geqslant \int_{a_{0}}^{a_{*}} \int_{b^{*}}^{b_{0}} d \mu, \tag{6.15}
\end{equation*}
$$

where we put

$$
\begin{array}{llll}
E_{0 ; 0}:=\left\{a_{0}\right\}, & F_{0 ; 0}:=\left\{b_{0}\right\}, & & \\
E_{i ; 0}:=C_{i}, & F_{0 ; i}:=\left(D_{0}-\bar{a}_{i}\right) \backslash D_{0}, & & \text { for } i=1, \ldots, M, \\
E_{0 ; j}:=\left(C_{0}+\bar{b}_{j}\right) \backslash C_{0}, & F_{j ; 0}:=D_{j}, & \text { for } j=1, \ldots, N,  \tag{6.16}\\
E_{i ; j}:=C_{i}+\bar{b}_{j}, & F_{j ; i}:=D_{j}-\bar{a}_{i}, & & \text { for } i=1, \ldots, M, j=1, \ldots, N .
\end{array}
$$

We now claim that

$$
\begin{equation*}
\left[a_{0}, a_{*}\right] \times\left[b^{*}, b_{0}\right] \subseteq \bigcup_{\substack{i=0, \ldots, M \\ j=0, \ldots, N}} \overline{E_{i ; j}} \times \overline{F_{j ; i}} \tag{6.17}
\end{equation*}
$$

Observe that (6.17) is stronger than (6.15), and therefore that its validity would lead us to the conclusion of the proof (Fig. 1).

Before showing that (6.17) is true, we make some considerations on the intervals $E_{i ; j}$ 's and $F_{j ; i}$ 's. Given a bounded non-empty interval $I \subseteq \mathbb{R}$, we indicate with $\ell(I)$ and $r(I)$ its left and right endpoint, respectively. We have that

$$
\begin{align*}
& r\left(E_{i-1 ; j}\right)=\ell\left(E_{i ; j}\right), \quad \text { for } i=1, \ldots, M, j=0, \ldots, N,  \tag{6.18}\\
& r\left(F_{j ; i}\right)=\ell\left(F_{j-1 ; i}\right),  \tag{6.19}\\
& \text { for } i=0, \ldots, M, j=1, \ldots, N \text {, }
\end{align*}
$$



Fig. 1 An example illustrating the validity of (6.17). On the left, we have drawn in solid blue background the rectangles corresponding to the initial configuration given by the intervals $A_{0}=(-\infty, 2), A_{1}=(3,6), A_{2}=$ $(8,13), A_{3}=(16,17)$-on the horizontal axis-and $B_{0}=(-1,+\infty), B_{1}=(-7,-3), B_{2}=(-12,-8)-$ on the vertical axis. The rearranged set $A_{*} \times B^{*}=(-\infty, 11) \times(-9,+\infty)$ is represented in red diagonal pattern. On the right, we translated the blue rectangles $A_{i} \times B_{j}$ along the direction (1, 1), following the rules outlined above, to obtain the sets $E_{i ; j} \times F_{i ; j}$. The new configuration covers completely the region shaded in red (color figure online)

$$
\begin{align*}
r\left(E_{M ; j}\right) \geqslant a_{*}, & \text { for } j=0, \ldots, N  \tag{6.20}\\
\ell\left(F_{N ; i}\right) \leqslant b^{*}, & \text { for } i=0, \ldots, M \tag{6.21}
\end{align*}
$$

To check (6.18), we recall definitions (6.16), (6.11), (6.8), and notice that

$$
\begin{aligned}
r\left(E_{i-1 ; j}\right) & =r\left(A_{i-1}\right)-\bar{a}_{i-1}+\bar{b}_{j}=a_{2 i-2}-\bar{a}_{i}+\left(a_{2 i-1}-a_{2 i-2}\right)+\bar{b}_{j} \\
& =\ell\left(A_{i}\right)-\bar{a}_{i}+\bar{b}_{j}=\ell\left(E_{i ; j}\right)
\end{aligned}
$$

for every $i=1, \ldots, M$ and $j=0, \ldots, N$. On the other hand, it holds

$$
\begin{aligned}
r\left(E_{M ; j}\right) & =r\left(A_{M}\right)-\bar{a}_{M}+\bar{b}_{j}=a_{2 M}-\sum_{\ell=0}^{M-1}\left(a_{2 \ell+1}-a_{2 \ell}\right)+\bar{b}_{j} \\
& =a_{0}+\sum_{\ell=1}^{M}\left(a_{2 \ell}-a_{2 \ell-1}\right)+\bar{b}_{j} \geqslant a_{*}
\end{aligned}
$$

which gives (6.20). Items (6.19) and (6.21) follow analogously.
In view of formulas (6.18)-(6.21), we immediately deduce that

$$
\begin{equation*}
\left[a_{0}, a_{*}\right] \subseteq \bigcup_{i=0}^{M} \overline{E_{i ; j}} \quad \text { for every } j=0, \ldots, N \tag{6.22}
\end{equation*}
$$

and

$$
\left[b^{*}, b_{0}\right] \subseteq \bigcup_{j=0}^{N} \overline{F_{j ; i}} \quad \text { for every } i=0, \ldots, M
$$

On top of the previous facts, we also claim that

$$
\begin{equation*}
\ell\left(E_{i ; j}\right)>\ell\left(E_{i ; j-1}\right) \text { for every } i=1, \ldots, M, j=1, \ldots, N \tag{6.23}
\end{equation*}
$$

and

$$
\begin{equation*}
r\left(F_{j ; i}\right)<r\left(F_{j ; i-1}\right) \text { for every } i=1, \ldots, M, j=1, \ldots, N . \tag{6.24}
\end{equation*}
$$

Indeed, for $i=1, \ldots, M$ and $j=1, \ldots, N$ we have

$$
r\left(F_{j ; i}\right)=r\left(D_{j}\right)-\bar{a}_{i}=r\left(D_{j}\right)-\bar{a}_{i-1}-\left(a_{2 i-1}-a_{2 i-2}\right)<r\left(D_{j}\right)-\bar{a}_{i-1}=r\left(F_{j ; i-1}\right) .
$$

This proves (6.24), while (6.23) can be checked in a similar fashion.
Thanks to the previous remarks, we can now address the proof of (6.17). Let

$$
\begin{equation*}
p=(x, y) \in\left[a_{0}, a_{*}\right] \times\left[b^{*}, b_{0}\right] \tag{6.25}
\end{equation*}
$$

and suppose by contradiction that $p$ does not belong to the right-hand side of (6.17). I.e.,

$$
\begin{equation*}
p \notin \overline{E_{i ; j}} \times \overline{F_{j ; i}} \quad \text { for every } i=0, \ldots, M \text { and } j=0, \ldots, N . \tag{6.26}
\end{equation*}
$$

By virtue of (6.22), in correspondence to every $j=0, \ldots, N$ we can pick an $i_{j} \in\{0, \ldots, M\}$ in such a way that

$$
\begin{equation*}
x \in \overline{E_{i_{j} ; j}} \tag{6.27}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\left\{i_{j}\right\}_{j=0}^{N} \text { is non-increasing. } \tag{6.28}
\end{equation*}
$$

Indeed, suppose that we have constructed the (finite) sequence $\left\{i_{\ell}\right\}$ up to the index $\ell=j-1$, with $j \in\{1, \ldots, N\}$. Of course, when $i_{j-1}=M$ we necessarily have $i_{j} \leqslant i_{j-1}$. On the other hand, if $i_{j-1} \leqslant M-1$, using (6.23) and (6.18), we infer that

$$
\ell\left(E_{i_{j-1}+1 ; j}\right)>\ell\left(E_{i_{j-1}+1 ; j-1}\right)=r\left(E_{i_{j-1} ; j-1}\right) \geqslant x .
$$

Hence, also in this case $i_{j}$ falls within the set $\left\{0, \ldots, i_{j-1}\right\}$ and (6.28) is established.
Next, by comparing (6.27) and (6.26), we notice that $y \notin \cup_{j=0}^{N} \overline{F_{j ; i_{j}}}$. This amounts to say that, for every index $j=0, \ldots, N$,

$$
\begin{equation*}
\text { either } y<\ell\left(F_{j ; i_{j}}\right) \text { or } y>r\left(F_{j ; i_{j}}\right) \tag{6.29}
\end{equation*}
$$

We now claim that the latter possibility cannot occur, i.e., that

$$
\begin{equation*}
y<\ell\left(F_{j ; i_{j}}\right) \tag{6.30}
\end{equation*}
$$

for every $j=0, \ldots, N$. Note that (6.30) would lead us to a contradiction. Indeed, by using it with $j=N$ and in combination with (6.25) and (6.21), we would get

$$
b^{*} \leqslant y<\ell\left(F_{N ; i_{N}}\right) \leqslant b^{*},
$$

which is clearly impossible. Therefore, to finish the proof we are only left to show that (6.30) holds true for every $j=0, \ldots, N$. To achieve this, we argue inductively. First, we check that (6.30) is verified for $j=0$. Indeed, by (6.25) and (6.16),

$$
y \leqslant b_{0}=r\left(F_{0 ; i_{0}}\right),
$$

and thus (6.29) yields that $y<\ell\left(F_{0 ; i_{0}}\right)$-i.e., (6.30) for $j=0$. Secondly, we pick any $j \in\{1, \ldots, N\}$ and assume that (6.30) is valid with $j-1$ in place of $j$. Then, recalling (6.19), (6.28), and possibly (6.24) (applied $i_{j-1}-i_{j}$ times), we get that

$$
y<\ell\left(F_{j-1 ; i_{j-1}}\right)=r\left(F_{j ; i_{j-1}}\right) \leqslant r\left(F_{j ; i_{j}}\right) .
$$

By comparing this with (6.29), we finally deduce that claim (6.30) holds true. Thus, the proof of (6.6) is complete.

We now assume the kernel $K$ to satisfy $\inf _{I} K>0$ for every compact set $I \subseteq \mathbb{R}$ and show that inequality (6.6) is strict when one between $A$ and $B$ coincides with its rearrangement and the other does not. Without loss of generality, we suppose that $B=B^{*}=\left(b_{0},+\infty\right)$ and $d:=\left|A \Delta A_{*}\right|>0$. We claim that

$$
\begin{equation*}
\delta(A, B):=\mathcal{I}_{K}(A, B)-\mathcal{I}_{K}\left(A_{*}, B^{*}\right) \geqslant c d^{2}, \tag{6.31}
\end{equation*}
$$

for some constant $c>0$ depending only on $\underline{\alpha}, \bar{\alpha}, \underline{\beta}, \bar{\beta}$, and $K$.
Thanks to the same approximation procedure considered in the first part of the proof, it suffices to establish (6.31) in the case when $A$ can be written as

$$
A=\bigcup_{i=0}^{M} A_{i}, \text { with } A_{0}=\left(-\infty, a_{0}\right) \text { and } A_{i}=\left(a_{2 i-1}, a_{2 i}\right) \text { for } i=1, \ldots, M,
$$

for some $M \in \mathbb{N}$ and $\underline{\alpha} \leqslant a_{i-1}<a_{i} \leqslant \bar{\alpha}$ for every $i=1, \ldots, 2 M$. Recalling (6.10), we have that

$$
\delta(A, B)=\sum_{i=1}^{M} \int_{a_{2 i-1}}^{a_{2 i}} \int_{b_{0}}^{b_{0}+\bar{a}_{i}} K(x-y) d x d y \geqslant\left(\begin{array}{c}
\inf _{[\underline{\alpha}-\bar{\beta}, \bar{\alpha}-\underline{\beta}]} K \tag{6.32}
\end{array}\right) \sum_{i=1}^{M}\left(a_{2 i}-a_{2 i-1}\right) \bar{a}_{i},
$$

with $\bar{a}_{i}$ as in (6.11).
Consider the index $m:=\min \left\{i \in\{1, \ldots, M\}: a_{2 i} \geqslant a_{*}\right\}$. A straightforward computation gives

$$
\begin{aligned}
\left|A \backslash A_{*}\right| & =\sum_{i=m}^{M}\left(a_{2 i}-a_{2 i-1}\right)-\left(a_{*}-a_{2 m-1}\right)_{+} \\
& =\sum_{\ell=0}^{m-1}\left(a_{2 \ell+1}-a_{2 \ell}\right)-\left(a_{*}-a_{2 m-1}\right)_{-}=\left|A_{*} \backslash A\right| .
\end{aligned}
$$

Consequently, all these quantities are equal to $d / 2$ and therefore

$$
\begin{aligned}
\sum_{i=1}^{M}\left(a_{2 i}-a_{2 i-1}\right) \bar{a}_{i} & =\sum_{i=1}^{M}\left(a_{2 i}-a_{2 i-1}\right) \sum_{\ell=0}^{i-1}\left(a_{2 \ell+1}-a_{2 \ell}\right) \\
& =\sum_{\ell=0}^{M-1}\left(a_{2 \ell+1}-a_{2 \ell}\right) \sum_{i=\ell+1}^{M}\left(a_{2 i}-a_{2 i-1}\right) \\
& \geqslant \sum_{\ell=0}^{m-1}\left(a_{2 \ell+1}-a_{2 \ell}\right) \sum_{i=m}^{M}\left(a_{2 i}-a_{2 i-1}\right) \\
& \geqslant\left|A_{*} \backslash A\right|\left|A \backslash A_{*}\right|=\frac{d^{2}}{4}
\end{aligned}
$$

Claim (6.31) follows from this and (6.32). This concludes the proof of Proposition 6.1.

### 6.2 Vertical rearrangements and the s-perimeter

We now take advantage of Proposition 6.1 to show that $\operatorname{Per}_{s}$ decreases under vertical rearrangements-that is, we prove Theorem 1.9.

Proof of Theorem 1.9 Given $\varepsilon>0$, consider the nonlocal perimeter $\operatorname{Per}_{s}^{\varepsilon}$ corresponding to the truncated kernel $K^{\varepsilon}(r):=\max \{r, \varepsilon\}^{-n-1-s}$ for $r=|Z|$ and $Z \in \mathbb{R}^{n+1}$. That is, given a measurable $F \subseteq \mathbb{R}^{n+1}$ and $\mathcal{O} \subseteq \mathbb{R}^{n+1}$ open, we define

$$
\operatorname{Per}_{s}^{\varepsilon}(F, \mathcal{O}):=\mathcal{L}_{s}^{\varepsilon}(F \cap \mathcal{O}, \mathcal{C} F \cap \mathcal{O})+\mathcal{L}_{s}^{\varepsilon}(F \cap \mathcal{O}, \mathcal{C} F \backslash \mathcal{O})+\mathcal{L}_{s}^{\varepsilon}(F \backslash \mathcal{O}, \mathcal{C} F \cap \mathcal{O}),
$$

where, for any two measurable sets $A, B \subseteq \mathbb{R}^{n+1}$,

$$
\mathcal{L}_{s}^{\varepsilon}(A, B):=\int_{A} \int_{B} K^{\varepsilon}(|X-Y|) d X d Y=\int_{A} \int_{B} \frac{d X d Y}{\max \{|X-Y|, \varepsilon\}^{n+1+s}} .
$$

Let $E$ be as in the statement of the theorem, $w_{E}$ be the function introduced in (1.15), and write $E_{\star}:=\mathcal{S}_{w_{E}}$ for the vertical rearrangement of $E$. Denote with $F$ either the set $E$ or its rearrangement $E_{\star}$. Observe that, outside of $\Omega^{\infty}$, both sets $E$ and $E_{\star}$ coincide with the subgraph of the same function $v: \mathcal{C} \Omega \rightarrow \mathbb{R}$. Hence,

$$
\begin{equation*}
F \backslash \Omega^{\infty}=\{(x, t) \in(\mathcal{C} \Omega) \times \mathbb{R}: t<v(x)\} . \tag{6.33}
\end{equation*}
$$

It is also clear that $E_{\star}$ satisfies (1.16). Accordingly,

$$
\begin{equation*}
\Omega \times(-\infty,-M) \subseteq F \cap \Omega^{\infty} \subseteq \Omega \times(-\infty, M) \tag{6.34}
\end{equation*}
$$

We compute

$$
\begin{aligned}
\operatorname{Per}_{s}^{\varepsilon}\left(F, \Omega^{M}\right)= & \mathcal{L}_{s}^{\varepsilon}\left(F \cap \Omega^{M}, \mathcal{C} F \cap \Omega^{M}\right) \\
& +\mathcal{L}_{s}^{\varepsilon}\left(F \cap \Omega^{M}, \mathcal{C} F \cap\left(\Omega^{\infty} \backslash \Omega^{M}\right)\right)+\mathcal{L}_{s}^{\varepsilon}\left(F \cap \Omega^{M}, \mathcal{C} F \backslash \Omega^{\infty}\right) \\
& +\mathcal{L}_{s}^{\varepsilon}\left(F \cap\left(\Omega^{\infty} \backslash \Omega^{M}\right), \mathcal{C} F \cap \Omega^{M}\right)+\mathcal{L}_{s}^{\varepsilon}\left(F \backslash \Omega^{\infty}, \mathcal{C} F \cap \Omega^{M}\right) \\
= & \mathcal{L}_{s}^{\varepsilon}\left(F \cap \Omega^{\infty}, \mathcal{C} F \cap \Omega^{\infty}\right)-\mathcal{L}_{s}^{\varepsilon}\left(F \cap\left(\Omega^{\infty} \backslash \Omega^{M}\right), \mathcal{C} F \cap\left(\Omega^{\infty} \backslash \Omega^{M}\right)\right) \\
& +\mathcal{L}_{s}^{\varepsilon}\left(F \cap \Omega^{M}, \mathcal{C} F \backslash \Omega^{\infty}\right)+\mathcal{L}_{s}^{\varepsilon}\left(F \backslash \Omega^{\infty}, \mathcal{C} F \cap \Omega^{M}\right) .
\end{aligned}
$$

Observe that all the above terms are finite, thanks to the boundedness of both $\Omega$ and $K_{\varepsilon}$, the decay of $K_{\varepsilon}$ at infinity, and property (6.34). By this identity and again (6.34),

$$
\begin{align*}
\operatorname{Per}_{s}^{\varepsilon}\left(E_{\star}, \Omega^{M}\right)-\operatorname{Per}_{s}^{\varepsilon}\left(E, \Omega^{M}\right)= & \mathcal{L}_{s}^{\varepsilon}\left(E_{\star} \cap \Omega^{\infty}, \mathcal{C} E_{\star} \cap \Omega^{\infty}\right)-\mathcal{L}_{s}^{\varepsilon}\left(E \cap \Omega^{\infty}, \mathcal{C} E \cap \Omega^{\infty}\right) \\
& +\mathcal{L}_{s}^{\varepsilon}\left(E_{\star} \cap \Omega^{M}, \mathcal{C} E_{\star} \backslash \Omega^{\infty}\right)-\mathcal{L}_{s}^{\varepsilon}\left(E \cap \Omega^{M}, \mathcal{C} E \backslash \Omega^{\infty}\right) \\
& +\mathcal{L}_{s}^{\varepsilon}\left(E_{\star} \backslash \Omega^{\infty}, \mathcal{C} E_{\star} \cap \Omega^{M}\right)-\mathcal{L}_{s}^{\varepsilon}\left(E \backslash \Omega^{\infty}, \mathcal{C} E \cap \Omega^{M}\right) . \tag{6.35}
\end{align*}
$$

Set

$$
F(x):=\{t \in \mathbb{R}:(x, t) \in F\} \text { for } x \in \mathbb{R}^{n}
$$

and

$$
K_{a}^{\varepsilon}(t):=K^{\varepsilon}\left(\sqrt{a^{2}+t^{2}}\right) \text { for } a, t \in \mathbb{R} .
$$

Using the notation of (6.1), by (6.33), (6.34), and Fubini's theorem, identity (6.35) becomes

$$
\operatorname{Per}_{s}^{\varepsilon}\left(E_{\star}, \Omega^{M}\right)-\operatorname{Per}_{s}^{\varepsilon}\left(E, \Omega^{M}\right)
$$

$$
\begin{aligned}
= & \int_{\Omega} \int_{\Omega}\left\{\mathcal{I}_{K_{|x-y|}^{\varepsilon}}\left(E_{\star}(x), \mathcal{C} E_{\star}(y)\right)-\mathcal{I}_{K_{|x-y|}^{\varepsilon}}(E(x), \mathcal{C} E(y))\right\} d x d y \\
& +\int_{\Omega} \int_{\mathcal{C} \Omega}\left\{\mathcal{I}_{K_{|x-y|}^{\varepsilon}}\left(E_{\star}(x), \mathcal{C} E_{\star}(y)\right)-\mathcal{I}_{K_{|x-y|}}(E(x), \mathcal{C} E(y))\right\} d x d y \\
& +\int_{\mathcal{C} \Omega} \int_{\Omega}\left\{\mathcal{I}_{K_{|x-y|}^{\varepsilon}}\left(E_{\star}(x), \mathcal{C} E_{\star}(y)\right)-\mathcal{I}_{K_{|x-y|}^{\varepsilon}}(E(x), \mathcal{C} E(y))\right\} d x d y .
\end{aligned}
$$

Recalling the definition of decreasing rearrangement of a subset of the real line introduced in (6.2), we observe that $E(x)_{*}=\left(-\infty, w_{E}(x)\right)=E_{\star}(x)$ for all $x \in \mathbb{R}^{n}$. Also note that, for every $\alpha, \beta \in \mathbb{R}$, we have $\mathcal{I}_{K_{a}^{\varepsilon}}((-\infty, \alpha),(\beta,+\infty))<\infty$. Hence, we can apply Proposition 6.1 and deduce that

$$
\mathcal{I}_{K_{|x-y|}^{\varepsilon}}\left(E_{\star}(x), \mathcal{C} E_{\star}(y)\right)-\mathcal{I}_{K_{|x-y|}^{\varepsilon}}(E(x), \mathcal{C} E(y)) \leqslant 0 \text { for a.e. } x, y \in \mathbb{R}^{n},
$$

where we also took advantage of property (6.4). Using this inequality in the previous identity, we get that $\operatorname{Per}_{s}^{\varepsilon}\left(E_{\star}, \Omega^{M}\right) \leqslant \operatorname{Per}_{s}^{\varepsilon}\left(E, \Omega^{M}\right)$. Letting $\varepsilon \searrow 0$, we conclude that (1.9) holds true.

To finish the proof, we are left to show that, if $\operatorname{Per}_{s}\left(E, \Omega^{M}\right)<\infty$, then the inequality in (1.9) is strict unless $E=E_{\star}$ up to a negligible set. Indeed, suppose that (1.9) holds as an identity. By letting $\varepsilon \searrow 0$ in the last two formulas, it is easy to see that

$$
\mathcal{I}_{K_{|x-y|}}\left(E_{\star}(x), \mathcal{C} E_{\star}(y)\right)-\mathcal{I}_{K_{|x-y|}}(E(x), \mathcal{C} E(y))=0 \text { for a.e. } x, y \in \mathbb{R}^{n},
$$

where $K_{a}(t):=\left(a^{2}+t^{2}\right)^{-\frac{n+1+s}{2}}$. But then, since $K_{a}$ is positive and continuous for every $a>$ 0 , the second part of the statement of Proposition 6.1 yields that $\left|E(x) \Delta E_{\star}(x)\right|=0$ for a.e. $x \in \Omega$-note that we also exploited the fact that $\mathcal{C} E(y)=\mathcal{C} E_{\star}(y)$ for a.e. $y \in \mathcal{C} \Omega$, thanks to (6.33). From this, it follows that $\left|E \Delta E_{\star}\right|=0$. The proof of Theorem 1.9 is thus complete.

## 7 Proof of Theorem 1.10

We begin by showing the equivalence of (i)-(v), assuming $\Omega$ to be merely an open set.
Implication (i) $\Rightarrow$ (ii) is an immediate consequence of the first part of Theorem 1.8.
Next, (ii) $\Rightarrow$ (iii) can be easily deduced from Corollary 2.22.
As for (iii) $\Rightarrow$ (iv), by Proposition 3.3 we know that $u \in L_{\text {loc }}^{\infty}(\Omega)$. Let $\left\{\Omega_{k}\right\}$ be a sequence of open subsets of $\Omega$ with Lipschitz boundary, such that $\Omega_{k} \Subset \Omega_{k+1}$ for all $k$ and $\bigcup_{k \in \mathbb{N}} \Omega_{k}=\Omega$. Let $\left\{M_{k}\right\}$ be a diverging sequence for which

$$
\begin{equation*}
M_{k}>\|u\|_{L^{\infty}\left(\Omega_{k}\right)}, \tag{7.1}
\end{equation*}
$$

and consider the cylinders $\mathcal{O}^{k}:=\Omega_{k} \times\left(-M_{k}, M_{k}\right)$. We claim that $\mathcal{S}_{u}$ is $s$-minimal in each $\mathcal{O}^{k}$. Since $\mathcal{O}^{k} \nearrow \Omega^{\infty}$, this would readily give that $\mathcal{S}_{u}$ is locally $s$-minimal in $\Omega^{\infty}$, as desired.

Let $E \subseteq \mathbb{R}^{n+1}$ be such that $E \backslash \mathcal{O}^{k}=\mathcal{S}_{u} \backslash \mathcal{O}^{k}$ and let $w_{E}$ be the function defined in (1.15). We can suppose that $\operatorname{Per}_{s}\left(E, \mathcal{O}^{k}\right)<\infty$, otherwise there is nothing to prove. By (7.1), we know that $E$ satisfies (1.16) and hence Theorem 1.9 yields that

$$
\begin{equation*}
\operatorname{Per}_{s}\left(\mathcal{S}_{w_{E}}, \mathcal{O}^{k}\right) \leqslant \operatorname{Per}_{s}\left(E, \mathcal{O}^{k}\right) \tag{7.2}
\end{equation*}
$$

Notice that, thanks to Proposition 2.12, we know that $w_{E} \in \mathfrak{B}_{M_{k}} \mathcal{W}_{u}^{s}\left(\Omega_{k}\right)$-recall the terminology introduced at the beginning of Sect. 5. By this, the fact that $u \in \mathfrak{B}_{M_{k}} \mathcal{W}^{s}\left(\Omega_{k}\right)$ minimizes $\mathcal{F}_{s}$ in $\Omega_{k}$, identity (2.28) (with $\Omega=\Omega_{k}$ and $M=M_{k}$ ), and (7.2), we get

$$
\operatorname{Per}_{s}\left(\mathcal{S}_{u}, \mathcal{O}^{k}\right) \leqslant \operatorname{Per}_{s}\left(\mathcal{S}_{w_{E}}, \mathcal{O}^{k}\right) \leqslant \operatorname{Per}_{s}\left(E, \mathcal{O}^{k}\right)
$$

The arbitrariness of the set $E$ implies that $\mathcal{S}_{u}$ is $s$-minimal in $\mathcal{O}^{k}$, as claimed.
We now prove that (iv) $\Rightarrow$ (v). First, by Proposition 3.4 we have that $u \in L_{\mathrm{loc}}^{\infty}(\Omega)$. Then, [8, Theorem 1.1] actually yields that $u \in C^{\infty}(\Omega)$. Hence, given any $x \in \Omega$, we can find both an interior and an exterior tangent ball to $\mathcal{S}_{u}$ at $(x, u(x)) \in \partial \mathcal{S}_{u} \cap \Omega^{\infty}$. The EulerLagrange equation satisfied by $s$-minimal sets—see [10, Theorem 5.1]—and (1.5) then imply that $\mathscr{H}_{s} u(x)=H_{s}\left[\mathcal{S}_{u}\right](x, u(x))=0$.

Finally, implication (v) $\Rightarrow$ (i) holds thanks to Definition 4.2 and Remark 4.1.
Assume now $\Omega$ to be a bounded open set with Lipschitz boundary. Under this assumption, Corollary 2.22 ensures that (ii) ${ }^{\prime} \Leftrightarrow$ (iii) $^{\prime}$. Also, (iii) ${ }^{\prime} \Rightarrow$ (iii) is always trivially verified. To conclude, observe for instance that, when $u \in L^{\infty}(\Omega)$, the implication (i) $\Rightarrow$ (ii) easily follows from Theorem 1.8.

## 8 Proof of Theorem 1.11

In this brief section, we establish the validity of Theorem 1.11. This will be a consequence of the next two propositions.

First, we address the existence and uniqueness of $s$-minimal graphs. Before heading to our statement, we make the following observation.

Let $\Omega$ be a bounded open set with $C^{2}$ boundary and $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a measurable function, bounded in $B_{R} \backslash \Omega$ for some $R>0$ and such that $\varphi=0$ a.e. in $\mathcal{C} \Omega$. In [22] it is proved that there exists a radius $\tilde{R}>0$, depending only on $n, s$, and $\Omega$, such that if $R \geqslant \tilde{R}$ and $E$ is a locally $s$-minimal set in $\Omega^{\infty}$ such that $E \backslash \Omega^{\infty}=\mathcal{S}_{\varphi} \backslash \Omega^{\infty}$, then

$$
\begin{equation*}
\Omega \times\left(-\infty,-M_{0}\right) \subseteq E \cap \Omega^{\infty} \subseteq \Omega \times\left(-\infty, M_{0}\right), \tag{8.1}
\end{equation*}
$$

with $M_{0}=C\left(R+\|\varphi\|_{L^{\infty}\left(B_{R}\right)}\right)$ for some numerical constant $C>0$. Roughly speaking, this is a global " $L^{\infty}$ estimate" for nonlocal minimal surfaces (not necessarily graphs) in terms of their (graphical) exterior data, and can be thought of as a geometric counterpart of our Theorem 1.4. Its validity can be inferred from a careful inspection of the proof of [22, Lemma 3.2].

With this in hand, we can easily establish the following result.
Proposition 8.1 Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set with boundary of class $C^{2}$ and such that $\Omega \subseteq B_{R_{0}}$ for some $R_{0}>0$. There exists a radius $R>R_{0}$, depending only on $n$, $s$, and $\Omega$, such that the following holds true. If $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ is a measurable function, bounded in $B_{R} \backslash \Omega$, then there exists a unique locally s-minimal set $E$ in $\Omega^{\infty}$ which coincides with the subgraph of $\varphi$ outside of $\Omega^{\infty}$. The set $E$ is the subgraph $\mathcal{S}_{u}$ of a function $u: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with $\left.u\right|_{\Omega} \in L^{\infty}(\Omega) \cap C^{\infty}(\Omega)$.
Proof Let $R$ be larger than the radius $\tilde{R}$ considered earlier and such that $\Omega_{\Theta \operatorname{diam}(\Omega)} \subseteq B_{R}$, with $\Theta$ being the maximum between the two constants found in Theorems 1.3 and 1.4. Note that, thanks to Lemma 5.5(ii), we know that condition (1.13) holds true. Consequently, Theorem 1.3 yields the existence of a unique minimizer $u$ of $\mathcal{F}_{s}$ in $\Omega$ such that $u=\varphi$ a.e. in $\mathcal{C} \Omega$. By Theorem 1.4 we have that $u \in L^{\infty}(\Omega)$, while Theorem 1.10 gives that $u$ is smooth inside $\Omega$ and that its subgraph $\mathcal{S}_{u}$ is locally $s$-minimal in $\Omega^{\infty}$.

Let now $E \subseteq \mathbb{R}^{n+1}$ be a locally $s$-minimal set in $\Omega^{\infty}$ such that $E \backslash \Omega^{\infty}=\mathcal{S}_{\varphi} \backslash \Omega^{\infty}$. In view of our previous remark, $E$ satisfies (8.1) for some $M_{0}>0$. Consequently, we may apply to it Theorem 1.9 and infer that $E$ is the subgraph of a function $v \in \mathfrak{B}_{M_{0}} \mathcal{W}_{\varphi}^{s}(\Omega)$. Since, by Theorem 1.10, $v$ is a minimizer of $\mathcal{F}_{s}$ in $\Omega$, we conclude that $u=v$ a.e. in $\mathbb{R}^{n}$. The proof is thus complete.

To conclude the proof of Theorem 1.11, we are only left to deal with the uniform continuity of the minimizer $u$ in $\Omega$.

Proposition 8.2 Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with boundary of class $C^{2}$ and $u$ be a minimizer of $\mathcal{F}_{s}$ in $\Omega$. If $u=\varphi$ in $\mathcal{C} \Omega$, with $\varphi: \mathcal{C} \Omega \rightarrow \mathbb{R}$ such that $\varphi \in C\left(\Omega_{r} \backslash \Omega\right)$ for some $r>0$, then $\left.u\right|_{\Omega}$ can be extended to a function $\bar{u} \in C(\bar{\Omega})$.

Proof First of all, since $u$ is a minimizer of $\mathcal{F}_{s}$ in $\Omega$, Theorem 1.10 ensures that $u \in C^{\infty}(\Omega)$. To obtain that $u$ is continuous up to the boundary of $\Omega$, we thus only need to show that

$$
\begin{equation*}
\text { for every } x \in \partial \Omega \text {, the limit } \ell(x):=\lim _{\Omega \ni y \rightarrow x} u(y) \text { exists and is finite. } \tag{8.2}
\end{equation*}
$$

Indeed, if this is the case, then it is easy to see that $\ell \in C(\partial \Omega)$ and thus that the extension of $\left.u\right|_{\Omega}$ by $\ell$ defines a continuous function in the whole $\bar{\Omega}$.

To prove (8.2), we first observe that $u \in L^{\infty}(\Omega)$, thanks to Propositions 3.3 and 3.6. Hence,

$$
\ell^{-}(x):=\liminf _{\Omega \ni y \rightarrow x} u(y) \in \mathbb{R} \quad \text { and } \quad \ell^{+}(x):=\limsup _{\Omega \ni y \rightarrow x} u(y) \in \mathbb{R},
$$

for every $x \in \partial \Omega$. Claim (8.2) boils down to showing that $\ell^{-}(x)=\ell^{+}(x)$.
We argue by contradiction and suppose that $\ell^{-}\left(x_{0}\right)<\ell^{+}\left(x_{0}\right)$ at some $x_{0} \in \partial \Omega$. Then, at least one between $\ell^{-}\left(x_{0}\right)$ and $\ell^{+}\left(x_{0}\right)$ is different from $\varphi\left(x_{0}\right)$. Without loss of generality, we assume that $\ell^{-}\left(x_{0}\right)<\varphi\left(x_{0}\right)$. By this and the continuity of $\varphi$, there exists $\delta>0$ such that $\ell^{-}\left(x_{0}\right)<\varphi(x)$ for every $x \in B_{\delta}\left(x_{0}\right) \backslash \Omega$. Thus, setting $X_{0}:=\left(x_{0}, \ell^{-}\left(x_{0}\right)\right)$, we have that

$$
\mathcal{B}_{\varrho}\left(X_{0}\right) \backslash \Omega^{\infty} \subseteq \mathcal{S}_{u},
$$

for a small $\varrho>0$. Also observe that, as a consequence of the definition of $\ell^{-}\left(x_{0}\right)$, we have $X_{0} \in \partial \mathcal{S}_{u}$. Therefore, we can apply [22, Theorem 5.1], which gives that $\partial \mathcal{S}_{u}$ is of class $C^{1, \frac{1+s}{2}}$ in $\mathcal{B}_{\varrho}\left(X_{0}\right)$, up to taking a smaller $\varrho$.

Write $X_{t}:=X_{0}+t e_{n+1}$. We claim that

$$
\begin{equation*}
X_{t} \in \partial \mathcal{S}_{u} \text { and } H_{s}\left[\mathcal{S}_{u}\right]\left(X_{t}\right)=0 \text { for every } t \in\left[0, \frac{\varrho}{2}\right] \tag{8.3}
\end{equation*}
$$

To see that $X_{t} \in \partial \mathcal{S}_{u}$, it suffices to observe that for every $\ell \in\left[\ell^{-}\left(x_{0}\right), \ell^{+}\left(x_{0}\right)\right]$, there exists a sequence of points $\left\{y_{k}\right\} \subseteq \Omega$ converging to $x_{0}$ and such that $u\left(y_{k}\right)=\ell$ for all $k \in \mathbb{N}$. This last fact can be easily deduced from the continuity of $u$ inside $\Omega$ and the regularity of $\partial \Omega$. That $H_{s}\left[\mathcal{S}_{u}\right]\left(X_{t}\right)=0$ also follows from this and the $C^{1, \frac{1+s}{2}}$ regularity of $\partial \mathcal{S}_{u}$ in $\mathcal{B}_{\varrho}\left(X_{0}\right)$, thanks to [22, Lemma 3.4].

Claim (8.2) is now a consequence of the strong comparison principle. Indeed, using (8.3) and a suitable change of variables, we get that

$$
\begin{aligned}
0 & =H_{s}\left[\mathcal{S}_{u}\right]\left(X_{t}\right)-H_{s}\left[\mathcal{S}_{u}\right]\left(X_{0}\right) \\
& =\text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathcal{C}}\left(X_{u}+Z\right)-\chi_{\mathcal{S}_{u}}\left(X_{t}+Z\right)-\chi \mathcal{C S}_{u}\left(X_{0}+Z\right)+\chi_{\mathcal{S}_{u}}\left(X_{0}+Z\right)}{|Z|^{n+1+s}} d Z \\
& =2 \text { P.V. } \int_{\mathbb{R}^{n+1}} \frac{\chi_{\mathcal{S}_{u} \backslash \mathcal{S}_{u-t}}\left(X_{0}+Z\right)}{|Z|^{n+1+s}} d Z,
\end{aligned}
$$

for all $t \in[0, \varrho / 2]$. Since this is impossible, we conclude that (8.2) must hold true and the proof is thus complete.
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## Appendix A. A density result and a Hardy-type inequality

We include here a few auxiliary results that have been used throughout the previous sections. First, we have the following known result about the density of smooth functions in fractional Sobolev spaces.

Proposition A. 1 Lets $\in(0,1)$ and $p \geqslant 1$ be such that $p<1$. Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary and $u \in W^{s, p}(\Omega)$. Then, there exists a sequence $\left\{u_{k}\right\} \subseteq C_{c}^{\infty}(\Omega)$ which converges to $u$ in $W^{s, p}(\Omega)$. Furthermore, if $a \leqslant u \leqslant b$ a.e. in $\Omega$ for some $-\infty \leqslant a \leqslant$ $0 \leqslant b \leqslant+\infty$, then we can choose the $u_{k}$ 's in such a way that also $a \leqslant u_{k} \leqslant b$ in $\Omega$ for every $k \in \mathbb{N}$.

Proof First of all, we observe that it suffices to consider the case of a bounded $u$, as the statement in its generality can then be proved easily via truncations. Hence, we assume that

$$
\begin{equation*}
a \leqslant u \leqslant b \text { a.e. in } \Omega, \text { for some } a \in(-\infty, 0] \text { and } b \in[0,+\infty) . \tag{A.1}
\end{equation*}
$$

Secondly, we may further restrict to $u$ 's with support compactly contained in $\Omega$. Indeed, suppose that the result holds true for all such functions. Then, given any general $u \in W^{s, p}(\Omega)$,
 and thus we can find $u_{\delta} \in C_{c}^{\infty}(\Omega)$ such that $a \leqslant u_{\delta} \leqslant b$ in $\Omega$ and $\left\|v_{\delta}-u_{\delta}\right\|_{W^{s, p}(\Omega)} \leqslant \delta$. We claim that $\lim _{\delta \rightarrow 0}\left\|u-v_{\delta}\right\|_{W^{s, p}(\Omega)}=0$. To see this, notice that $\left\|u-v_{\delta}\right\|_{L^{p}(\Omega)} \leqslant$ $\|u\|_{L^{\infty}(\Omega)}\left|\Omega \backslash \Omega_{-\delta}\right| \rightarrow 0$ as $\delta \searrow 0$, thanks to the boundedness $\Omega$ and the Lipschitz regularity of its boundary. On the other hand,

$$
\begin{aligned}
{\left[u-v_{\delta}\right]_{W^{s, p}(\Omega)}^{p}=} & \int_{\Omega_{\backslash \Omega_{-\delta}}} \int_{\Omega_{\backslash \Omega_{-\delta}}} \frac{|u(x)-u(y)|^{p}}{|x-y|^{n+s p}} d x d y \\
& +2 \int_{\Omega_{\backslash \Omega_{-\delta}}}|u(x)|^{p}\left(\int_{\Omega_{-\delta}} \frac{d y}{|x-y|^{n+s p}}\right) d x \\
\leqslant & \int_{\Omega_{\backslash \Omega_{-\delta}}} \int_{\Omega_{\backslash \Omega_{-\delta}}} \frac{|u(x)-u(y)|^{p}}{|x-y|^{n+s p}} d x d y \\
& +2\|u\|_{L^{\infty}(\Omega)}^{p} \int_{\Omega_{\backslash \Omega_{-\delta}}} \int_{\Omega_{-\delta}} \frac{d x d y}{|x-y|^{n+s p}} .
\end{aligned}
$$

Both summands converge to zero as $\delta \searrow 0$ : the first by the continuity of the Lebesgue integral, the second by [34, Lemma 2.7(i)] and the fact that $s p<1$.

We thus take $u \in W^{s, p}(\Omega)$ satisfying (A.1) and $\operatorname{supp}(u) \subseteq \Omega^{\prime}$ for some open set $\Omega^{\prime} \Subset \Omega$. We also call $u$ its extension to 0 outside of $\Omega-\mathrm{it}$ is easy to see that $u \in W^{s, p}\left(\mathbb{R}^{n}\right)$. Let $\eta$ be a standard mollifier, i.e., a non-negative function $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{supp}(\eta) \subseteq B_{1}$
and $\|\eta\|_{L^{1}\left(\mathbb{R}^{n}\right)}=1$. For $\varepsilon>0$, define $\eta_{\varepsilon}(x):=\varepsilon^{-n} \eta(x / \varepsilon)$ and $u_{\varepsilon}(x):=\left(u * \eta_{\varepsilon}\right)(x)$ for every $x \in \mathbb{R}^{n}$. We have that $u_{\varepsilon} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right), a \leqslant u_{\varepsilon} \leqslant b$ in $\mathbb{R}^{n}$, and $\operatorname{supp}\left(u_{\varepsilon}\right) \Subset \Omega$, provided $\varepsilon \leqslant \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right) / 2$. It is well-known that $u_{\varepsilon} \rightarrow u$ in $L^{p}(\Omega)$ as $\varepsilon \searrow 0$, and the convergence is actually in $W^{s, p}(\Omega)$. This is probably well-known too. Nevertheless, we reproduce here the argument of [26, Lemma 11] for the convenience of the reader. By Hölder's inequality, we estimate

$$
\begin{aligned}
{\left[u-u_{\varepsilon}\right]_{W^{s, p}(\Omega)}^{p} } & \leqslant \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{\left|u(x)-u_{\varepsilon}(x)-u(y)+u_{\varepsilon}(y)\right|^{p}}{|x-y|^{n+s p}} d x d y \\
& \leqslant \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left(\int_{B_{1}}|u(x)-u(y)-u(x-\varepsilon z)+u(y-\varepsilon z)| \eta(z) d z\right)^{p} \frac{d x d y}{|x-y|^{n+s p}} \\
& \leqslant\left|B_{1}\right|^{p-1} \int_{B_{1}} \eta(z)^{p} \psi_{\varepsilon}(z) d z,
\end{aligned}
$$

with

$$
\begin{aligned}
\psi_{\varepsilon}(z) & :=\left\|\tau_{\varepsilon z} V-V\right\|_{L^{p}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)}^{p} \\
V(x, y) & :=\frac{u(x)-u(y)}{|x-y|^{\frac{n+s p}{p}}}, \quad \text { and } \quad \tau_{w} V(x, y):=V(x-w, y-w)
\end{aligned}
$$

Since $V \in L^{p}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)$, by the continuity of translations in $L^{p}$ we have that $\psi_{\varepsilon}(z) \rightarrow 0$ as $\varepsilon \searrow 0$, for every $z \in B_{1}$. As $\left|\psi_{\varepsilon}\right| \leqslant 2^{p}[u]_{W^{s, p}\left(\mathbb{R}^{n}\right)}$ in $B_{1}$, using Lebesgue's dominated convergence theorem we conclude that $u_{\varepsilon} \rightarrow u$ in $W^{s, p}(\Omega)$.

Next, we have the following fractional Hardy-type inequality. This inequality is probably well-known to the expert reader-it is stated for instance in [25], see formula (17) there. However, since its proof does not seem easily accessible in the literature, we provide a simple argument based on the fractional Hardy inequality on half-spaces established in [27].

Proposition A. 2 Let $s \in(0,1)$ and $p \geqslant 1$ be such that $s p<1$. Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. Then, there exists a constant $C>0$, depending only on $n, s, p$, and $\Omega$, such that

$$
\begin{equation*}
\int_{\Omega} \frac{|u(x)|^{p}}{\operatorname{dist}(x, \partial \Omega)^{s p}} d x \leqslant C\|u\|_{W^{s, p}(\Omega)}^{p} \tag{A.2}
\end{equation*}
$$

for every $u \in W^{s, p}(\Omega)$.
Proof In light of Proposition A.1, we can restrict ourselves to consider $u \in C_{c}^{\infty}(\Omega)$.
Let $\left\{B^{(j)}\right\}_{j=1}^{N}$ be a sequence of balls of the form $B^{(j)}=B_{r}\left(x^{(j)}\right)$, with $N \in \mathbb{N}, x^{(j)} \in \partial \Omega$, and $r>0$, for which there exist bi-Lipschitz homeomorphisms

$$
T_{j}: B_{2}^{\prime} \times(-2,2) \longrightarrow 2 B^{(j)}:=B_{2 r}\left(x^{(j)}\right)
$$

satisfying

$$
\begin{aligned}
T_{j}\left(U_{2}\right) & =2 B^{(j)}, & & \text { with } U_{2}:=B_{2}^{\prime} \times(-2,2), \\
T_{j}\left(U_{2}^{+}\right) & =\Omega \cap 2 B^{(j)}, & & \text { with } U_{2}^{+}:=B_{2}^{\prime} \times(0,2), \\
T_{j}\left(U_{2}^{0}\right) & =\partial \Omega \cap 2 B^{(j)}, & & \text { with } U_{2}^{0}:=B_{2}^{\prime} \times\{0\},
\end{aligned}
$$

and such that $\partial \Omega \subseteq \cup_{j=1}^{N} B^{(j)}$. Here, for $\varrho>0$ we write $B_{\varrho}^{\prime}:=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|<\varrho\right\}$.

Let $\varepsilon>0$ be such that $\Omega \backslash \cup_{j=1}^{N} B^{(j)} \Subset \Omega_{-\varepsilon}$ and set $B^{(0)}:=\Omega_{-\varepsilon}$. Clearly,

$$
\begin{equation*}
\int_{B^{(0)}} \frac{|u(x)|^{p}}{d_{\partial \Omega}(x)^{s p}} d x \leqslant \varepsilon^{-s p} \int_{B^{(0)}}|u(x)|^{p} d x \leqslant C\|u\|_{L^{p}(\Omega)}^{p} \tag{A.3}
\end{equation*}
$$

where $d_{\partial \Omega}(x):=\operatorname{dist}(x, \partial \Omega)$ for every $x \in \Omega$ and, from now on, $C$ denotes any constant larger than 1 , whose value depends at most on $n, s, p$, and $\Omega$.

Notice that $\left\{B^{(j)}\right\}_{j=0}^{N}$ is an oper cover of $\Omega$ and let $\left\{\eta_{j}\right\}_{j=0}^{N}$ be a smooth partition of unity on $\Omega$ subordinate to $\left\{B^{(j)}\right\}_{j=0}^{N}$. For $j=1, \ldots, N$, we define $v_{j}:=\eta_{j} u \in C_{c}^{\infty}\left(\Omega \cap B^{(j)}\right)$. Changing variables through $T_{j}$, we have

$$
\int_{\Omega \cap B^{(j)}} \frac{\left|v_{j}(x)\right|^{p}}{d_{\partial \Omega}(x)^{s p}} d x=\int_{T_{j}^{-1}\left(\Omega \cap B^{(j)}\right)} \frac{\left|v_{j}\left(T_{j}(\bar{x})\right)\right|^{p}}{d_{\partial \Omega}\left(T_{j}(\bar{x})\right)^{s p}}\left|\operatorname{det} D T_{j}(\bar{x})\right| d \bar{x} .
$$

Notice that for every $x \in \Omega \cap B^{(j)}$ there exists $D_{j}(x) \in \partial \Omega \cap 2 B^{(j)}$ such that $d_{\partial \Omega}(x)=$ $\left|x-D_{j}(x)\right|$. Since $T_{j}$ is bi-Lipschitz and $T_{j}^{-1}\left(D_{j}(x)\right) \in B_{2}^{\prime} \times\{0\}$, we have

$$
\begin{aligned}
d_{\partial \Omega}\left(T_{j}(\bar{x})\right) & =\left|T_{j}(\bar{x})-D_{j}\left(T_{j}(\bar{x})\right)\right|=\left|T_{j}(\bar{x})-T_{j}\left(T_{j}^{-1}\left(D_{j}\left(T_{j}(\bar{x})\right)\right)\right)\right| \\
& \geqslant C^{-1}\left|\bar{x}-T_{j}^{-1}\left(D_{j}\left(T_{j}(\bar{x})\right)\right)\right| \geqslant C^{-1} \bar{x}_{n}
\end{aligned}
$$

for every $\bar{x} \in T_{j}^{-1}\left(\Omega \cap B^{(j)}\right)$. Accordingly, writing $w_{j}:=v_{j} \circ T_{j}$ we get

$$
\int_{\Omega \cap B^{(j)}} \frac{\left|v_{j}(x)\right|^{p}}{d_{\partial \Omega}(x)^{s p}} d x \leqslant C \int_{U_{2}^{+}} \frac{\left.\mid w_{j}(\bar{x})\right)\left.\right|^{p}}{\bar{x}_{n}^{s p}} d \bar{x}
$$

Let us observe that $w_{j}$ is supported inside $T_{j}^{-1}\left(\Omega \cap B^{(j)}\right)$. We now employ the fractional Hardy inequality on half-spaces of [27, Theorem 1.1] and deduce that

$$
\begin{equation*}
\int_{\Omega \cap B^{(j)}} \frac{\left|v_{j}(x)\right|^{p}}{d_{\partial \Omega}(x)^{s p}} d x \leqslant C \int_{\mathbb{R}_{+}^{n}} \int_{\mathbb{R}_{+}^{n}} \frac{\left|w_{j}(\bar{x})-w_{j}(\bar{y})\right|^{p}}{|\bar{x}-\bar{y}|^{n+s p}} d \bar{x} d \bar{y}, \tag{A.4}
\end{equation*}
$$

where $\mathbb{R}_{+}^{n}=\left\{z \in \mathbb{R}^{n} \mid z_{n}>0\right\}$ and it is understood that $w_{j}$ is extended by 0 in $\mathbb{R}_{+}^{n} \backslash U_{2}^{+}$. We point out that-since $T_{j}^{-1}\left(B^{(j)}\right) \Subset U_{2}$ and $T_{j}^{-1}\left(\Omega \cap B^{(j)}\right) \subseteq U_{2}^{+}$-we have

$$
\operatorname{dist}\left(T_{j}^{-1}\left(\Omega \cap B^{(j)}\right), \mathbb{R}_{+}^{n} \backslash U_{2}^{+}\right)>0
$$

Thus, using that $w_{j}$ is supported inside $T_{j}^{-1}\left(\Omega \cap B^{(j)}\right)$, we estimate

$$
\begin{align*}
\int_{\mathbb{R}_{+}^{n}} \int_{\mathbb{R}_{+}^{n}} \frac{\left|w_{j}(\bar{x})-w_{j}(\bar{y})\right|^{p}}{|\bar{x}-\bar{y}|^{n+s p}} d \bar{x} d \bar{y} & \leqslant \int_{U_{2}^{+}} \int_{U_{2}^{+}} \frac{\left|w_{j}(\bar{x})-w_{j}(\bar{y})\right|^{p}}{|\bar{x}-\bar{y}|^{n+s p}} d \bar{x} d \bar{y} \\
& +2 \int_{T_{j}^{-1}\left(\Omega \cap B^{(j)}\right)}\left(\int_{\mathbb{R}_{+}^{n} \backslash U_{2}^{+}} \frac{\left|w_{j}(\bar{x})\right|^{p}}{|\bar{x}-\bar{y}|^{n+s p}} d \bar{y}\right) d \bar{x} \\
& \leqslant \int_{U_{2}^{+}} \int_{U_{2}^{+}} \frac{\left|w_{j}(\bar{x})-w_{j}(\bar{y})\right|^{p}}{|\bar{x}-\bar{y}|^{n+s p}} d \bar{x} d \bar{y}+C\left\|w_{j}\right\|_{L^{p}\left(U_{2}^{+}\right)}^{p} \tag{A.5}
\end{align*}
$$

By combining (A.4) with (A.5) and switching back to the variables in $\Omega$, we easily find that
$\int_{\Omega \cap B^{(j)}} \frac{\left|v_{j}(x)\right|^{p}}{d_{\partial \Omega}(x)^{s p}} d x \leqslant C\left(\int_{\Omega \cap 2 B^{(j)}} \int_{\Omega \cap 2 B^{(j)}} \frac{\left|v_{j}(x)-v_{j}(y)\right|^{p}}{|x-y|^{n+s p}} d x d y+\left\|v_{j}\right\|_{L^{p}\left(\Omega \cap 2 B^{(j)}\right)}^{p}\right)$.

Recalling that $v_{j}=\eta_{j} u$ and $\eta_{j}$ is Lipschitz, a simple computation then leads us to

$$
\int_{\Omega \cap B^{(j)}} \frac{\left|v_{j}(x)\right|^{p}}{d_{\partial \Omega}(x)^{s p}} d x \leqslant C\|u\|_{W^{s, p}(\Omega)}^{p} \text { for all } j=1, \ldots, N .
$$

Estimate (A.2) follows by putting together this with (A.3) and using that $\left\{\eta_{j}\right\}$ is a partition of unity.

A simple consequence of the previous Hardy inequality is the following estimate, which actually gives that $\|\cdot\|_{W^{s, 1}\left(\mathbb{R}^{n}\right)}$ and $\|\cdot\|_{W^{s, 1}(\Omega)}$ are equivalent norms for the space $\mathcal{W}_{0}^{s}(\Omega)$ introduced in (1.11).

Corollary A. 3 Let $s \in(0,1)$ and $p \geqslant 1$ be such that $s p 1$. Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set with Lipschitz boundary. Then, there exists a constant $C>0$, depending only on n, $s, p$, and $\Omega$, such that

$$
\int_{\Omega}\left(|u(x)|^{p} \int_{\mathcal{C} \Omega} \frac{d y}{|x-y|^{n+s p}}\right) d x \leqslant C\|u\|_{W^{s, p}(\Omega)}^{p}
$$

for every $u \in W^{s, p}(\Omega)$.
Proof The inequality follows immediately from the estimate

$$
\int_{\mathcal{C} \Omega} \frac{d y}{|x-y|^{n+s p}} \leqslant \int_{\mathcal{C} B_{\text {dist }(x, \partial \Omega)}} \frac{d z}{|z|^{n+s p}}=\frac{\mathcal{H}^{n-1}\left(\mathcal{S}^{n-1}\right)}{s p} \quad \operatorname{dist}(x, \partial \Omega)^{-s p},
$$

which holds for every $x \in \Omega$, and Proposition A.2.
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