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Abstract
The spread of misinformation has reached a level at which neither research nor fact-checkers can monitor it only manually

anymore. Accordingly, there has been much research on models and datasets for detecting checkworthy claims. However,

the research in NLP is mostly detached from findings in communication science on misinformation and fact-checking.

Checkworthiness is a notoriously vague concept whose meaning is contested among different stakeholders. Against the

background of news value theory, i.e., the study of factors that make an event relevant for journalistic reporting, this is not

surprising. It is argued that this vagueness leads to inconsistencies and poor generalization across different datasets and

domains. For the experiments, models are trained on one dataset, tested on the remaining, and evaluated against the results

on the original performance, against a random baseline, and against the scores when the models are not trained at all. The

study finds that there is a drastic reduction in comparison with the performance on the original dataset. Moreover, often the

models are outperformed by the random baseline and training on one dataset has no or even a negative impact on the

performance on the other datasets. This paper proposes that future research should abandon this task design and instead

take inspiration from research in communication science. In the style of news values, Claim Detection should focus on

factors that are relevant for fact-checkers and misinformation.
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1 Introduction

Misinformation is a major topic in news and research for

years now [1], and it is widely recognized as problematic

for democratic processes and institutions. Fact-checking is

one of the most popular ways to tackle this problem, and

research suggests that it is a successful method, too [2].

However, the spread of misinformation has reached a level

at which it cannot be monitored only manually anymore.

Accordingly, there is a need for computational tools that

are specifically tailored to this task [3, 4]. Research in NLP

tackled the automation of fact-checking from different

perspectives [5]. But when asked, fact-checking practi-

tioners find Claim Detection the most useful subtask [6, 7]

and this is also mirrored in the research efforts on it [8].

Claim Detection is the task of retrieving claims that are

relevant for fact-checking. It aims at reducing the workload

of fact-checkers by providing them with a selection of

claims that are checkworthy. This paper argues that while

Claim Detection is an important task, current conceptions

of checkworthiness render approaches to Claim Detection

unrealistic for real-world applications.

For decades, communication science and journalism

studies have investigated the factors according to which

journalists choose the events they report on [9]. These news

values are well documented and empirically researched.

Examples are geographical proximity, negativity, promi-

nence, impact, or timeliness. They all contribute to the

likelihood of an event being reported about. Moreover, in

recent times, scholars have investigated if there are news

values that are especially prevalent to misinformation or

fact-checking [3, 10]. Yet, this research is entirely detached
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from NLP research on Claim Detection. In this line of

research, checkworthiness is understood as a single abstract

criterion, for example, as ‘‘claims that are interesting to the

general public’’ [11] or ‘‘claims that should be checked by

a professional fact-checker’’ [12]. However, beside of

lacking an empirical grounding, these definitions of

checkworthiness face practical obstacles. Different fact-

checking organizations have different selection criteria and

do not share a common definition of checkworthiness

[13, 14]. But if checkworthiness is not the same across

organizations, how can models that are trained on datasets

that are annotated according to these abstract definitions be

deployed by more than one organization?

This study is motivated by two aims: On the one side, it

will be shown that due to these inconsistencies in the

concept of checkworthiness, models that are trained on one

Claim Detection dataset do not generalize well to others.

On the other side, the tension within the concept of

checkworthiness is picked up and used for recommenda-

tions for future research on Claim Detection. In particular,

it is hypothesized that for different data annotation projects

different understandings of checkworthiness were implic-

itly applied. This is not due to laziness or incompetence but

because checkworthiness is a contested concept and dif-

ferent actors value different criteria for the selection of

misinformation. It is further assumed that because the

existing datasets for Claim Detection are labeled according

to different implicit rules, models that are trained on the

one dataset perform poorly on other datasets for the same

task. This is empirically tested in a series of experiments.

However, this paper is not only meant as criticism. Instead

of abandoning Claim Detection, it is possible to leverage

the findings on common characteristics of misinformation

and selection criteria of fact-checkers or journalists more

general. This paper draws a novel connection between

news values and Claim Detection and concludes with

possible pathways for how research on Claim Detection

can proceed without assuming a unique conception of

checkworthiness. This is a significant step toward making

Claim Detection match the workflow of fact-checkers and

to make it applicable in real-world scenarios.

The contributions are as follows:

• A connection between NLP research on Claim Detec-

tion and research in communication science on misin-

formation and fact-checking is drawn.

• An in-depth analysis of how language models general-

ize across different datasets and domains for this task is

performed.

• An alternative formulation of the Claim Detection task

that circumvent the highlighted shortcomings is

proposed.

2 Background

2.1 Misinformation and fact-checking

Disinformation is understood as false information that is

spread with the intention to deceive and cause harm, while

misinformation is false information for which this intention

does not matter. Information can be false in many different

ways: It can be an entirely false statistic, a misleading

statement, an image that is faked, or a video that is pre-

sented in a false context. In the following, we focus on

misinformation because identifying the intention behind a

claim is difficult and often not relevant to automation.

Moreover, as fact-checking tends to move away from

verifying statements by politicians to debunking content

that is posted by anonymous sources on social-media

platforms, the intention is often not a relevant selection

criterion [15]. However, misinformation is a broader term

than disinformation and subsumes cases with malicious

intent, too.

Misinformation is a major topic in news and research for

years now [1]. And while it is not as far reaching as often

depicted [16], it is widely recognized as problematic for

democratic processes and institutions. Even misinforma-

tion on trivial sounding topics like bed bugs can lead to

severe public concern and action.1 Moreover, citizens

across different nations show strong concern for misin-

formation on topics of major importance like climate

change [17].

Fact-checking is, next to calls for stricter regulation of

online platforms and more investment into media literacy,

one of the most popular and frequently discussed approa-

ches to tackle misinformation. Currently, Duke reporter’s

lab counts 425 active outlets and reports that for some

years as many as 77 new fact-checking institutions were

founded.2 And while it is no magic bullet, it often helps

people to find orientation in the online information envi-

ronment and to reduce misperceptions [2, 18]. There have

been many studies that focus on the use and need of

computational tools for fact-checkers, and they find that

fact-checkers would like to have tools that are customized

to their specific requirements [3, 4, 7]. The need for

computational tools is mostly owed to the enormous

amount of content that has to be analyzed by fact-checkers.

Manual monitoring reaches limits and is difficult to scale.

This is also reflected in the news coverage of automated

fact-checking [19]. Increasing the quantity of claims that

can be checked is a major theme. But it is also emphasized

that increased automation allows journalists to focus more

1 https://www.lemonde.fr/en/france/article/2024/03/01/bedbug-

panic-was-stoked-by-russia-says-france_6575870_7.html.
2 https://reporterslab.org/category/fact-checking/.
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on human-driven practices. In sum, there are several rea-

sons why automating (parts of) the fact-checking pipeline

is a worthwhile endeavor.

2.2 Automated fact-checking

Beside of generic software tools that have been adapted by

fact-checkers (e.g., geolocation or flight-tracking), they

already make use of custom tools, as well. For example, a

trends tool that shows instances in which other media

outlets have mentioned a particular statement or a moni-

toring tool to keep track of previously verified claims and

corresponding fact-check reports [3]. However, NLP

research on automated fact-checking even goes above these

applications.

Automated fact-checking roughly mirrors the workflow

of human fact-checkers [20]: First, a claim is retrieved,

then it is matched against a database of previously checked

claims, in order to prevent duplication of work, next evi-

dence for or against the claim is retrieved and a verdict and

explanation is derived. Analogously, Guo et al. [5] model

the automated pipeline as starting with Claim Detection

[21, 22], followed by retrieving previously checked claims

[23], and finally verdict prediction and optionally expla-

nation generation [24]. Beside of automating parts of the

pipeline, there has also been other work, for example,

automatically generating ClaimReview files for making

fact-checking websites more accessible [25]. Most research

in NLP is dedicated to Claim Detection, followed by claim

verification and evidence retrieval [8]. This trend is mir-

rored in the fact-checking practice. While fact-checkers

have reservations toward automated claim verification [7],

they see a need for Claim Detection and some systems are

already finding application in real-world scenarios [3].

2.3 Claim detection

Claim detection is the task to identify individual statements

in large corproa of text. The aim is to decrease the work-

load of fact-checkers by providing them with a list of rel-

evant claims that can then be verified by the journalists.

But Claim Detection has not only been approached from

the perspective of automated fact-checking. In argument

mining Claim Detection matters, too [26–28]. However,

due to different aims, this line of Claim Detection is often

inconsistent with the same task for fact-checking. For

example, in argument mining, a claim is often understood

as something that would count as a statement of opinion in

the context of fact-checking. This is a problem because for

fact-checking statements of opinion are usually not rele-

vant [3].

With regard to automated fact-checking, the central

concept to Claim Detection is checkworthiness. The most

prominent definition of checkworthiness comes from

Arslan et al. [11], who define checkworthy claims as

‘‘factual claims that the general public will be interested in

learning about their veracity.’’ Firoj et al. [12] asked the

annotators to label a sentence as checkworthy if they could

affirm the following question:’’ Do you think that a pro-

fessional fact-checker should verify the claim in the

tweet?’’ (see Table 1).3 Checkworthy Claim Detection is

usually modeled as a binary classification task. There are

exceptions which introduce a third class [11] or which

model it as a rating task [13]; however, often the task is

also released as classification or the classes are projected to

a binary format in later publications [21].

A claim is usually understood as a single sentence and in

some cases as a set of sentences, for instance in the form of

a tweet. Existing datasets vary strongly in their size and

range from less than thousand data points to more than

45,000. Often, the label distribution is strongly imbalanced.

This is sometimes due to the nature of misinformation:

Even though there is much misinformation online and

elsewhere, the vast majority of claims do not carry mis-

information. In other cases, the imbalance is due to the

annotation strategy. Some researchers created datasets by

matching sentences drawn from US-presidential debates

with articles from fact-checking websites. Each sentence

with a corresponding article is labeled as checkworthy,

while the remainder is labeled as not checkworthy. This

procedure has the advantage of being cheap in terms of

labor cost for annotation. However, there are disadvantages

to this method. Because fact-checkers usually do not have

the resources to check every claim they consider check-

worthy, only a small share of the dataset is labeled as such.

For example, CT21 consists of 45,121 negative instances

and only 498 positives. And for the same reason, there is a

high false negative rate, too.

The currently best performance for Claim Detection has

been achieved with a transformer architecture and adver-

sarial training [21]. They reach an F1 score of.91. Deep

Neural Networks have been used for the task before. Jha

et al. [34] experiment with CNNs and LSTMs. However,

other approaches have also used more traditional archi-

tectures like support vector machines in combination with

manual feature engineering [13].

2.4 Critique on claim detection

There has been critique on Claim Detection, too. This

critique does not focus on the performance of the models,

3 We will focus on unimodal claims. In recent time, there has been

approaches to multimodal Claim Detection, too [29]. However, to

limit the scope of this article, we will not focus on this line of

research.
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which is, as mentioned before, going as high as.91 in F1.

Critique on the task mostly focuses on its formulation and

design. Different arguments have been brought forward but

they all follow a similar line of reasoning: Claim Detection

in its current form is not designed in a way that is appli-

cable to real-world fact-checking. Konstantinovskiy et al.

[22] point out that determining the importance of a claim is

an editorial judgment that is best left to human fact-

checkers. Allein and Moens [35] argue that checkworthi-

ness is knowledge-dependent and varies with regard to

preexisting knowledge of the annotator. They argue that

because of this and other reasons, checkworthiness should

be abandoned entirely.

One can add that checkworthiness is not only knowl-

edge- but also value-dependent. What is considered

checkworthy depends on the values and ideology of an

individual and even different fact-checking organizations

have different agendas. For example, Gencheva et al. [13]

scraped different fact-checking websites and labeled sen-

tences from US-presidential debates as checkworthy if

there was a corresponding fact-checking article. They

report that 880 sentences of their corpus were checked by

at least one organization, only 388 sentences were checked

by at least two organizations, and only one sentence was

checked by all nine organizations. Lim [14] compared fact-

checks by two organizations of statements made by can-

didates of the 2016 US-presidential elections. Of 1178 fact-

checks in total, only 77 were fact-checked by both orga-

nizations. Inconsistencies across different organizations are

also often highlighted in interviews with fact-checkers

[3, 36]. This indicates that there is no unique definition of

checkworthiness that is shared across different institutions,

which makes it a normative contested concept.

One conclusion that has been drawn from this critique is

to abandon the concept of checkworthiness altogether and

focus only on factual or checkable claims, instead

[22, 37–39]. These approaches model Claim Detection as

the task to classify claims that are factual and/or can be

checked. This includes, for example, claims to truth, claims

containing external evidence (links, quotes as opposed to

internal evidence like personal experience), or causal and

statistical claims. However, the major drawback of these

approaches is that they lack a criterion of prioritization.

Fact-checkers are not interested in just any claim to truth of

factual claim. The claim must also have importance to

them and the public discourse. Without a criterion for

rating a claim’s relevance, the resulting selection is too

large to decrease the workload of human fact-checkers to a

sufficient degree.

2.5 Research objective

The crucial problem of checkworthiness is that it is vague

and that there is no definition or understanding on which all

actors agree. The core hypothesis of this study is that this

has practical impact on the datasets for Claim Detection:

Because there is no unique understanding of checkwor-

thiness, datasets for Claim Detection follow the same

annotation scheme only in name. Even though, they are all

labeled for checkworthiness, the understanding and oper-

ationalization are different for the individual datasets. In

order to support our hypothesis, we perform tests across

datasets. The basic idea is to train models on one dataset

and test them on the others. According to the hypothesis,

the performance should strongly deteriorate. This is

because the datasets are labeled according to different

logics, i.e., to different understandings of checkworthiness.

In particular, following questions are answered:

• Is the performance of a model higher on the dataset for

Claim Detection that it is trained on than on another

dataset for Claim Detection?

Table 1 Datasets for claim

detection
Corpus Rows Label Best score Source

Claimbuster [11] 23,533 CW* F1:.91 US-Presidential Debates

CT19 [30] 23,501 CW*** MAP:.17 US-Presidential Debates

CT20 [31] 962 CW** MAP:.81 Tweets on COVID-19

CT21 [32] 45,619 CW*** MAP:.40 US-Presidential Debates

CT22 [12] 2891 CW** F1:.70 Tweets on COVID-19

TATHYA [33] 15,735 CW*** F1:.26 US-Presidential Debates

Claimrank [13] 7787 CW*** MAP:.43 US-Presidential Debates

IndianClaims [34] 953 CW* F1:.70 Indian political Debates

CW is short for checkworthiness. CW* means that checkworthiness is understood as ‘‘being of interest to

the general public’’

CW** means ‘‘should be checked by a professional fact-checker,’’ and datasets with CW*** retrieved the

label by matching actual fact-checking articles
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• Are the predictions of a model that is trained on one

Claim Detection dataset more than just guessing on

another dataset for Claim Detection?

• Does training on one Claim Detection dataset lower a

model’s performance on another compared to when not

trained at all?

According to the hypothesis of this study, the first question

should be answered positively: Model performance does

reduce on different datasets. The second question asks if

there is any improvement at all and the third if there might

even be a negative impact. Assuming that checkworthiness

means different things across different datasets, it can be

expected that training on one dataset leads to no

improvement or even to a lower performance on other

datasets. Note that there is a limitation to cross-dataset

evaluation. Even if the performance deteriorates, can it be

attributed to the conceptual flaws of checkworthiness or is

it due to some other (unknown) factor? Methods to answer

this question will be explained in the next sections, and it is

further discussed in the section on limitations.

3 Method

3.1 Data

Cross-dataset experiments are performed to answer the

research questions. To the best of the authors’ knowledge,

all datasets for checkworthy Claim Detection for the pur-

pose of automated fact-checking are included (Table 1).

Since TATHYA is not publicly accessible, it is not included.

Furthermore, CT20 and IndianClaims (ic) are used

only for testing but not for training as they are very small.

Moreover, multifc [40] is added for testing, even though

it was not designed for Claim Detection. Multifc con-

sists of claims that were scraped from multiple fact-

checking organizations, and it was designed for the auto-

mated verification of claims. Even though, it is usually not

used for Claim Detection, it is valuable in the present

context. Since it consists of real-world claims that were

checked by fact-checkers, models for Claim Detection

must perform well on it, if they are supposed to work under

real-world conditions.

The idea behind cross-dataset evaluation is as follows:

For the experiments, a model is trained on a dataset for

Claim Detection. This dataset is called the source. As usual

in machine learning, the source is split into train and test

data and the model is fit to the train data and evaluated on

the test data. In a second step, the model is—without fur-

ther training—tested on one or many other datasets for

Claim Detection. These datasets are called the targets.

Evaluation on the target happens on the entire dataset and

not just the test split.

3.2 Models and hyperparameters

A broad array of model types and architectures are chosen.

As transformer models are known for their state of the art

performance in NLP in general and Claim Detection in

particular, three different models are used: BERT [41] and

RoBERTa [42] in their base and large version and Bloom4

with 1.7B and 3B parameters. Moreover, as Claim Detec-

tion has also been approached with more traditional mod-

els, some of them are added, as well: logistic regression

and SVM. For the embeddings, the average of the GloVe

[43] embeddings of each word of the sentence was used.

All transformer models were retrieved from Hugging-

face. For the other models, the scikit-learn

implementation was used.

The performance of machine learning models strongly

depends on the choice of hyperparameters. Beside of

manual configurations, there are many algorithms for

hyperparameter optimization (HPO). In this study, HPO for

the transformer models was performed with population-

based learning [44] as implemented in the ray library.

Population-based learning is an algorithm similar to the

family of evolutionary algorithms: A population of models

with different hyperparameter settings is trained in parallel.

If a model in the population is under-performing, it exploits

the rest of the population is replaced by a better performing

model and updated hyperparameters. With this strategy,

computational resources are focused on the hyperparameter

space that has most chance of producing good results. The

algorithm was used to optimize learning rate, weight decay,

and batch size of the transformer models. For logistic

regression and SVM, the simpler random search as

implemented in the scikit-learn library was used.5

3.3 Baselines

In order to answer each research question, three baselines

for the evaluation are constructed. Is the performance of a

model higher on the dataset for Claim Detection that it is

trained on than on another dataset for Claim Detection? To

answer this question, performance is measured against the

source baseline: The source baseline is understood as the

difference in the performance on source and target. For

example, a model is trained on cb and tested on (a) the test

4 https://huggingface.co/bigscience/bloom.
5 Code and more details on the training procedure and hyperparam-

eter search spaces can be found on Github: https://github.com/

SamiNenno/Domain-Adaptation-of-Claim-Detection/tree/main.
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split of cb and (b) cr. The source baseline result is the

difference in the performance metrics of (a) and (b).

Are the predictions of a model that is trained on one

Claim Detection dataset more than just guessing on another

dataset for Claim Detection? To answer this question, a

random baseline is constructed. This is done by randomly

choosing labels for each example in each dataset. In other

words, the random baseline simulates guessing the labels

instead of predicting them. For example, a model is trained

on cb and tested on cr. For the random baseline, the labels

for the cr are chosen randomly. The random baseline

result is the difference between the model performance and

the score that is achieved by the random labels.

Does training on one Claim Detection dataset lower a

model’s performance on another compared towhen not trained

at all? To answer this question, the zero baseline is constructed.

For the zero baseline models with and without training are

deployed. For example, a model A is trained on cb and tested

oncr.AnothermodelB (of the samearchitecture) is not trained

at all and tested oncr. The zero baseline result is the difference

between the performances of A and B.

Note that all results are averaged over tenfold stratified

cross-validation. In other words, for each of the baselines,

the tests were conducted with 10 different training (and

test) splits of the source dataset and the baseline results are

the average differences. The F1 averaged across all target

datasets and all models is reported. See Appendix 7 for

details on the results on individual datasets and models.

4 Results

The absolute scores of the models when trained and tested

on the same dataset are displayed in Table 2. Models

performed best when trained on cb. Due to the imbalanced

class distribution, scores on ct19 and ct21 are close to

zero. Models performed moderately on ct22 and cr.

Previous research shows that it is possible to improve the

performance on these datasets. Meng et al. [21] reach an F1
of.91 on cb and Firoj et al. [12] an F1 of.70 on ct22.

However, as this study focuses on the relative performance

across datasets, no further improvement on these scores

was pursued.

Table 3 displays the results when trained and tested on

different datasets and compared to the baselines. For

almost all datasets, the performance on the source is above

that on the target. The only exception occurs when ct21 is

the source. Models trained on ct21 perform on average.04

higher on the target. However, this is because the original

performance is already very low. The decrease from source

to target is the strongest for ct22 (.29) and cb (.27).

In most of the cases, the random baseline surpasses the

target performance. The average performance on the target

datasets is up to.27 lower than the random baseline. The

only exception is cb as source. Models trained on cb and

tested on the targets outperformed the random baseline

by.14 points on average.

Only for cb, training on the source leads to significant

improvement on the target. For ct19 and ct21, models

performed on average worse when being trained than when

not being trained. For ct22 there is only a small and for

cr no improvement.

4.1 In-domain errors

Many datasets are drawn from US-presidential debates

and share identical sentences. One would assume that

model performance is stronger if source and target are both

from the same domain. However, this is not the case. One

likely explanation is that there are inconsistencies in the

labeling of the different datasets. Even though, they all use
Table 2 Absolute F1 scores including random and zero baseline

Model cb ct19 ct21 ct22 cr

LogReg 0.58 0.04 0.00 0.48 0.21

SVM 0.65 0.13 0.06 0.58 0.40

DistilBERT 0.76 0.26 0.02 0.54 0.42

BERT-B 0.76 0.25 0.09 0.56 0.44

BERT-L 0.76 0.00 0.00 0.60 0.40

Roberta-B 0.78 0.27 0.00 0.61 0.44

Roberta-L 0.69 0.00 0.00 0.65 0.22

Bloom1.7b 0.63 0.00 0.00 0.46 0.11

Bloom3b 0.64 0.00 0.00 0.47 0.10

Average 0.69 0.10 0.02 0.55 0.30

Random 0.32 0.05 0.02 0.30 0.22

Zero 0.24 0.04 0.02 0.20 0.16

Bold numbers indicate highest scores

Table 3 Cross-dataset experiments

Target Source Random Zero

cb .42 ?.27 –.14 –.19

ct19 .09 ?.02 ?.24 ?.18

ct21 .06 –.04 ?.27 ?.21

ct22 .26 ?.29 ?.03 –.02

cr .25 ?.05 ?.05 .00

F1 scores for the experiments averaged over models and datasets.

Target: Absolute scores when trained on source and tested on target.

Source, Random, Zero: Relative difference compared to Target.

Positive values indicate that the respective baseline outperforms the

Target, negative values show that the scores on the Target are higher

than on the baselines
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checkworthiness by name, they mean different things, and

accordingly, the models learn wrong correlations between

the input and the label. This assumption is further sup-

ported by the fact that sometimes training on the source

does not only have no or just a small effect on the per-

formance on the target but even a negative impact.

Since there is a limited amount of US-Presidential

debates, many of the datasets that are drawn from them

share identical sentences. Table 4 displays the number of

overlapping sentences between each of them. The

Table also shows how many of the overlapping sentences

share identical labels. If the labeling was consistent across

all datasets, one would expect that identical sentences also

have identical labels. However, in many cases, this is not

the case. For instance, for the Claimbuster dataset, the

overlapping sentences with ct19, ct21, and cr only

share 76–79% of their labels. This means that about a

quarter is differently annotated. Due to this, the models

learn correlations that are flawed with regard to the target

datasets. v2 tests were performed to test if there is a sta-

tistically significant association between the datasets and

the labels for identical sentences. In 4 cases, there is a

significant association (p \ .05). This supports the

hypothesis that annotators from different labeling projects

systematically applied different understandings of check-

worthiness to the datasets. This explains part of the poor

generalization from one dataset to another.

4.2 Out-of-domain errors

For datasets from different domains, it is more difficult to

show that label inconsistencies are the major problem

because domain shifts can cause similar reductions in

performance. LISA [45] is applied to remove domain-

specific spurious correlations from the data. Spurious cor-

relations are understood as features that are correlated with

a label within dataset A but not within B. These correla-

tions weaken domain generalization. LISA performs a

linear interpolation between training samples. Given

samples ðxi; yiÞ and ðxj; yjÞ, whereas yi 6¼ yj, and an inter-

polation ratio k 2 ½0; 1�, mix-up is applied6:

xmix ¼ kxi þ ð1� kÞxj
ymix ¼ kyi þ ð1� kÞyj

In other words, LISA mixes examples and labels and

thereby creates hybrid forms of them. The assumption is

that by mixing features of examples with different labels,

spurious correlations become associated not only with the

one label but also with the other. For the present experi-

ments, this is important in order to find out how much the

loss in performance is due to spurious correlations and how

much is due to label inconsistency.

The implementation by the authors was followed and a

BERT model was used. Only cb and ct22 were used as

source datasets since the other datasets are either from the

same domain or too small for training.

LISA improves the scores on the target domains in all

settings (Table 5). For cb as source, the improvement with

regard to the non-LISA performance on the targets ranges

from.01 to.03. For ct22, the improvement is stronger and

reaches up to.33 on multifc. However, with the excep-

tion for cb as source and ic as target, the performance on

the target still reduces strongly when compared to the

performance on the source. Furthermore, the strong gains

due to LISA happened to the scores that were very low

before. In sum, augmentation with LISA did not lead to

strong domain generalization. This indicates that label

inconsistency has a negative impact here as well.

5 Limitations

Explaining the concrete sources for poor generalization

across datasets is difficult because they can be diverse.

Data augmentation with LISA was performed in order to

Table 4 Overlap between pairs

of datasets and v2 results
D1 D2 Sentence overlap Label overlap Chi p Effect size

cb cr 2680 .79 449.497 \:001* .41

cb ct19 2684 .76 165.561 \:001* .248

cb ct21 2973 .76 177.665 \:001* .244

cr ct19 6587 .83 2.901 ¼ :088 .021

cr ct21 6394 .83 3.989 ¼ :046* .025

ct19 ct21 10,907 .96 1.189 ¼ :276 .01

Sentence overlap indicates the number of sentences that are identical in both datasets. Label overlap

indicates the share of labels that these identical sentences have in common. Effect size is measured as

Cramer’s V. Asterisk indicates statistical significance at a ¼ :05

6 The authors propose two versions of LISA: intra-label and intra-

domain. For our experiments, we only used intra-domain LISA.
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filter the effect of domain shifts and to identify and isolate

the contribution of label inconsistencies to the weak per-

formance. However, eliminating one error source does not

necessarily mean that the other is the only cause. There

might be other unknown error sources and which also

contribute to the poor generalization. Moreover, even

though LISA outperforms many other methods for

improving domain generalization, it is not perfect and does

not always filter all spurious correlations.

The authors acknowledge that it is not fully possible to

isolate label inconsistency as a source for errors. However,

while being not the only cause, it is likely the main cause

for weak generalization across datasets.

6 Discussion

6.1 Checkworthiness generalizes poorly
across domains

Claim Detection is meant to assist fact-checkers by spot-

ting claims that potentially carry misinformation and

require verification. Most approaches to Claim Detection

do this by classifying claims as checkworthy or not.

However, it was argued that checkworthiness is an inapt

concept for this task. This is not only true on a normative

level but also with regard to performance.

The experiments showed that existing datasets for

checkworthy Claim Detection are inconsistently labeled

and models fail to generalize to other datasets and new

domains. It was found that RQ1) high scores on one dataset

are not representative for the general performance as they

reduce strongly on other datasets, RQ2) random guessing

on the target labels is often as good or even better than

training on the source, and RQ3) training on the source

often has little or even negative impact on the performance

on the target.

It was argued that this is not only due to domain shifts

but also because of inconsistencies between the labels of

the datasets: Even though, all these datasets are designed

for checkworthiness, this is only in name. For different

datasets, there are different understandings of checkwor-

thiness and accordingly models do not generalize well.

This does not come as a surprise, as checkworthiness is a

knowledge- and value-dependent concept, which makes it

highly subjective and contested.

6.2 From checkworthiness to newsworthiness

Checkworthiness serves as a criterion for prioritization in

order to limit the selection of claims, but at the same time,

it is value- and knowledge-dependent, untransparent, and

contested among fact-checkers. The solution to this

dilemma is to redesign checkworthiness such that it serves

as a criterion to prioritize claims but without evoking the

aforementioned criticism. It is argued that research in

communication science and adjacent fields on misinfor-

mation and fact-checking provides pathways for future

research on Claim Detection.

Based on interviews with fact-checkers, Micallef et al.

[3] find that factors, such as virality, timeliness, and

importance are relevant for the selection of claims. Hum-

precht [46] finds that certain topics are more prevalent in

fact-checks than others. Tandoc et al. [10] show that the

prevalence of timeliness, negativity, and prominence is

common to misinformation. In a survey, Damstra et al. [47]

list content features of misinformation, like having an

ideological bias in favor of the right, being provocative of

negative emotions (anger, fear), containing little verifiable

information, or making use of fully packed and sensa-

tionalist headlines. Other research has shown that misin-

formation often displays linguistic features, for example

capitalization, the use of pronouns, or lexical diversity, that

are different from real news [48].

Instead of relying on an abstract notion of checkwor-

thiness that cannot be customized for different organiza-

tions, it is possible to understand checkworthiness as a set

of criteria that are important to misinformation and fact-

Table 5 LISA scores for cb and

ct22 as source
cb ct22

Target domain ct20 ct22 ic multifc cb ic multifc

Absolute scores 0.66 0.36 0.82 0.65 0.38 0.35 0.72

Improvement 0.03 0.01 0.01 0.03 0.05 0.16 0.33

Source baseline -0.07 -0.37 0.10 -0.12 -0.11 -0.15 -0.08

Random baseline 0.24 0.06 0.32 0.15 0.06 -0.16 0.22

Zero baseline 0.35 0.16 0.43 0.09 0.14 -0.05 0.17

Absolute scores represent the absolute performance on the target when LISA is applied. Improvement

denotes the increase when compared to training without LISA. The remaining rows display the relative

increase/decrease when compared to the three baseline and if LISA is applied
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checkers. For this version of checkworthiness, it is no

problem that different organizations do not agree on a

definition because the different definitions can be regarded

as different subsets of these criteria.

In communication science, there is a role model for this

understanding of checkworthiness: news values [49]. News

values are a set of criteria that make an event ‘‘newswor-

thy,’’ i.e., worthy of being published as news. In this

aspect, the concept of news values is very similar to

checkworthiness. The concept dates back to [9]. They came

up with 12 criteria for news selection, e.g., cultural prox-

imity or unexpectedness. Subsequent research has built on

these factors and augmented and criticized them [50, 51].

The key difference to checkworthiness is that news values

are more nuanced and empirically grounded. Instead of

relying on an abstract notion of what is ‘‘interesting to the

general public,’’ news values break down this notion into

individual features that can be empirically investigated.

This improves transparency, which benefits engagement

and acceptance of the resulting fact-check [52, 53].

6.3 Future research on claim detection

We recommend that future research on Claim Detection

focuses on news values. These can be classical news values

but also news values that are particular to fact-checking

and misinformation.

There is already research on automatically detecting

news values [54–56] on which further research can build.

Piotrkowicz et al. [55], for example, classify news values

like, proximity, prominence, or uniqueness in newspaper

headlines and reach competitive results. Future research

should focus on combining factual claim detection [22, 37]

and news value detection. The result could be a classifier

that aims at checkworthy claims but avoids the aforemen-

tioned criticism of checkworthiness.

Appendix

Tables 6, 7, 8 display the relative increase/decrease with

respect to the three baselines. All tables display the average

(weighted) F1 score over tenfold stratified cross-validation.

Table 6 Source Baseline
Source cb ct19 ct21 ct22 cr ct20 ic multifc Avg

cb – -0.54 -0.63 -0.35 -0.34 -0.06 0.12 -0.07 -0.27

ct19 -0.00 – -0.06 -0.04 -0.04 -0.02 0.03 -0.00 -0.02

ct21 0.04 0.01 – 0.02 0.05 0.05 0.06 0.05 0.04

ct22 -0.22 -0.47 -0.51 – -0.28 -0.00 -0.36 -0.16 -0.29

cr 0.05 -0.17 -0.25 -0.06 – 0.02 0.03 0.03 -0.05

Relative increase/decrease of target-scores compared to the original scores on the source

Table 7 Random Baseline
Source cb ct19 ct21 ct22 cr ct20 ic multifc Avg

cb – 0.11 0.04 0.05 0.13 0.21 0.31 0.12 0.14

ct19 -0.22 – 0.02 -0.23 -0.16 -0.33 -0.37 -0.40 -0.24

ct21 -0.26 -0.02 – -0.26 -0.16 -0.35 -0.42 -0.43 -0.27

ct22 0.01 0.03 0.02 – 0.05 0.12 -0.31 -0.11 -0.03

cr 0.03 0.09 0.03 -0.06 – -0.10 -0.17 -0.16 -0.05

Relative increase/decrease of target-scores compared to random guessing with equal probability for each

label

Table 8 Zero Baseline
Source cb ct19 ct21 ct22 cr ct20 ic multifc Avg Avg (noMulti)

cb – 0.12 0.05 0.15 0.19 0.32 0.41 0.06 0.19 0.21

ct19 -0.14 – 0.02 -0.14 -0.10 -0.22 -0.26 -0.46 -0.18 -0.14

ct21 -0.18 -0.01 – -0.16 -0.10 -0.24 -0.32 -0.49 -0.21 -0.17

ct22 0.09 0.04 0.02 – 0.11 0.24 -0.21 -0.17 0.02 0.05

cr 0.11 0.10 0.04 0.04 – 0.02 -0.07 -0.22 0.00 0.04

Relative increase/decrease of target-scores when models are not trained compared to when they are trained
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The only exception is multifc. As it consists exclusively

of positive examples, we document recall, instead of F1.
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