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Abstract
The primary objective of a power system is to provide safe and reliable electrical energy to consumers. This objective is

achieved by maintaining the stability of the power system, a multifaceted concept that can be divided into three distinct

classes. The focus of this study is on one of these classes, voltage stability. A critical component in maintaining voltage

stability is the automatic voltage regulator (AVR) system of synchronous generators. In this paper, a novel control method,

the sigmoid-based fractional-order PID (SFOPID), is introduced with the aim of improving the dynamic response and the

robustness of the AVR system. The dandelion optimizer (DO), a successful optimization algorithm, is used to optimize the

parameters of the proposed SFOPID control strategy. The optimization process for the DO-SFOPID control strategy

includes a variety of objective functions, including error-based metrics such as integral of absolute error, integral of

squared error, integral of time absolute error, and integral of time squared error, in addition to the user-defined Zwee Lee

Gaing’s metric. The effectiveness of the DO-SFOPID control technique on the AVR system has been rigorously inves-

tigated through a series of tests and analyses, including aspects such as time domain, robustness, frequency domain, and

evaluation of nonlinearity effects. The simulation results are compared between the proposed DO-SFOPID control tech-

nique and the fractional-order PID (FOPID) and sigmoid-based PID (SPID) control techniques, both of which have been

tuned using different metaheuristic algorithms that have gained significant recognition in recent years. As a result of these

comparative analyses, the superiority of the DO-SFOPID control technique is confirmed as it shows an improved per-

formance with respect to the other control techniques. Furthermore, the performance of the proposed DO-SFOPID control

technique is validated within an experimental setup for the AVR system. The simulation results show that the proposed

DO-SFOPID control technique is highly successful in terms of stability and robustness. In summary, this study provides

comprehensive evidence supporting the effectiveness and superiority of the DO-SFOPID control technique on the AVR

system through both simulation and experimental results.
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1 Introduction

1.1 Background

The main objective of a power system is to provide safe

and reliable electrical energy to consumers [1]. Therefore,

the stability of the power system plays a crucial role in

ensuring its functionality. Power system stability can be

divided into three main aspects: frequency, voltage, and

rotor angle [2]. This paper discusses the automatic voltage

regulator (AVR) system of synchronous generators, which

plays an essential role in the voltage stability of a power

system.

The voltage level in a power system is subject to fluc-

tuations due to various factors, including changes in load,

generation, transmission, and distribution losses. Such

voltage variations can potentially cause problems for

electrical equipment connected to the system. For example,

excessively low voltage levels can lead to poor perfor-

mance or even malfunction of equipment, while high

voltage levels can damage equipment. To address these

concerns, an automatic voltage regulator (AVR) plays a

crucial role. The AVR automatically regulates the current

flow in response to fluctuations in the voltage level. This

helps to maintain a constant and stable voltage level,

ensuring the smooth operation of electrical equipment. In

addition, the AVR system can help reduce energy losses

and improve the overall efficiency of the power system [3].

There are several types of controllers that have been

used in AVR systems to improve their transient response,

robustness, and stability: proportional–integral–derivative

(PID) controller [4–6], PID plus second-order derivative

(PIDD2) controller [7, 8], sigmoid-based PID (SPID) con-

troller [9], PID-accelerated (PIDA) controller [10], two-

degree-of-freedom (2DOF) PID controller [11], fractional-

order PID (FOPID) controller [12–14], fractional-order

PID with double derivative (FOPIDD) controller [15],

fractional-order PID with double integrator and double

derivative (FOPIIDD) controller [16], multi-term frac-

tional-order PID (MFOPID) controller [17], fuzzy PID

controller [18], fuzzy logic-based controller (FP ? FI ?

FD) controller [19], sliding mode controller [20], neural

network predictive controller [21], reinforcement learning-

based controller [22], high-order differential feedback

controller (HODFC), and fractional HODFC [23] are some

of the reported control approaches.

While PID controllers are widely used to control AVRs

because of their effective operation and ease of installation,

FOPID controllers are often preferred. This preference is

due to the fact that the fractional-order derivative operator

and fractional-order integral operator in FOPID controllers

can better represent the dynamics of the AVR system.

Published studies have shown that FOPID controllers out-

perform conventional PID controllers in terms of transient

response, robustness, and stability [12, 24, 25]. The tuning

of the PID and FOPID controller parameters is crucial to

ensure the stability of the AVR system. Improper tuning

can lead to slow responses to load changes and distur-

bances, resulting in instability. The researchers therefore

used evolutionary algorithms to design the controller in the

AVR system. This approach optimizes the controller

parameters, enhancing the system’s response and overall

performance. Genetic algorithm (GA) [26], particle swarm

optimization (PSO) [26], differential evolution (DE) [27],

artificial bee colony (ABC) [27], chaotic ant swarm (CAS)

algorithm [28], multi-objective extremal optimization

(MOEO) [29], simulated annealing optimization (SAO)

[30], cuckoo search (CS) algorithm [31], improved kidney

inspired algorithm (IKA) [32], chaotic yellow saddle

goatfish algorithm (C-YSGA) [33], Rao optimization [17],

enhanced Aquila optimizer (enAO) [34], and improved

slime mould algorithm [35] are among the optimization

algorithms used in the controller techniques for the AVR

system to achieve the desired results.

A recent study conducted by Suid and Ahmad [9]

highlights that there are still several problems in achieving

improved AVR system response through the controller

design process using evolutionary algorithms. Two specific

problems are identified:

1. The imbalance between the exploration and exploita-

tion phases, which can lead to local optimum stagna-

tion and premature convergence, affects many current

approaches [36].

2. The use of traditional controllers or their variants with

fixed off-line parameters [37].

The first problem can be effectively overcome by selecting

the optimization algorithm based on its performance on

various test and engineering problems with known results.

The second problem is overcome by using a sigmoid-based

PID (SPID) controller, as introduced by Suid and Ahmad

[9], which has demonstrated superior AVR system

response compared to the state-of-the-art studies in the

literature.

1.2 Motivation and contributions

Although it has been shown that the SPID controller [9]

improves the response of the AVR system and provides

higher stability margins under a variety of circumstances, it

is hypothesized that further improvements are possible.

This assertion is based on comparisons of FOPID and PID

controllers, which suggest that a more complex controller

design may provide better results in AVR systems. The

motivation behind this research is the belief that a sigmoid-
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based fractional-order PID (SFOPID) controller has the

potential to significantly improve the system response and

stability margins compared to the SPID controller.

The objective of this study is to make the AVR system

more stable and reliable by using the dandelion optimizer

(DO) algorithm to find the best values for the 11 parame-

ters of the proposed SFOPID controller. The study uses

different performance metrics to identify the best param-

eter values for the SFOPID controller approach. Error-

based metrics such as integral of absolute error (IAE),

integral of squared error (ISE), integral of time absolute

error (ITAE), and integral of time squared error (ITSE) and

Zwee Lee Gaing’s (ZLG) metric [26] are used as objective

functions in this study.

In this study, finding the optimal parameters of the

SFOPID controller approach with the ZLG performance

metric is particularly advantageous. The ZLG metric shows

superior transient response for the AVR and outperforms

other objective functions such as the error-based IAE, ISE,

ITAE, and ITSE metrics.

To demonstrate the superior performance of the pro-

posed SFOPID controller, a comparison is made with the

SPID controller and different metaheuristic algorithm-

based FOPID controllers recently published in the litera-

ture. These publications in the literature are listed in

Table 1.

Time-domain (TD), frequency-domain (FD), and

robustness (R) analyses are used to compare with studies in

the literature, and their results are presented. In addition, an

investigation is carried out to evaluate the performance of

the proposed SFOPID controller when faced with a non-

linearity (N) generator input. As a final analysis, the AVR

system with the SFOPID control mechanism is verified as a

good performer through its testing on an experimental

setup (ES).

The motivation for the research and the approach taken

in line with this motivation have been mentioned above. In

this way, the contribution to the literature is also men-

tioned. As a result, the main contributions of this research

to the literature can be summarized as follows:

1. The SFOPID control technique is introduced to the

literature for the first time, with a pioneering applica-

tion in the AVR system.

2. The superiority and effectiveness of the proposed

adaptive fractional control technique are demonstrated

by comparison with existing SPID and FOPID control

techniques.

3. The proposed control technique has been extensively

analysed using various methods, and its superior

performance has been demonstrated.

4. The optimum parameter values of the proposed

SFOPID control technique are determined using the

DO algorithm.

The rest of the paper is organized as follows: Sect. 2 deals

with the AVR system and its modelling. Section 3 presents

the design process of the proposed SFOPID control

scheme. Section 4 gives a detailed description of the DO

algorithm. The modelling of the experimental benchmark

system is described in Sect. 5. Finally, conclusions are

given.

2 Modelling of automatic voltage regulator
system

Achieving precise control of the terminal voltage of a

synchronous generator is made possible by the use of the

AVR system model, which consists of integral compo-

nents, namely the controller, amplifier, exciter, generator,

Table 1 Literature comparison for AVR system

Year Ref. no Controller type Optimization algorithm TD FD R EDR N ES

2019 43 FOPID SSA, PSO, ABC, GOA H H H

2020 29 FOPID JOA H H H

2020 25 FOPID C-YSGA H H H H

2021 31 PID, FOPID, PIDD2 SA-MRFO H H H H

2021 41 PID, FOPID, PIDD2, FOPIDD2 EO H H H

2021 30 FOPID GBO H H H H

2021 8 PID, PIDN, FOPID, FOPIDN, FOPIDFN SCA H H H H

2022 42 FOPID ChBWO H H H H

2022 9 FOPID SFA, MSFA H H H H

2022 10 PID, PIDF, FOPID, PIDD2 LFD H H

2022 5 SPID NSCA H H H H

This study SFOPID DO H H H H H H
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and sensor. The purpose of these components can be

defined as follows:

• Sensor: By detecting the voltage level at the syn-

chronous generator terminals, the sensor generates a

feedback signal which is sent to the system to regulate

the generator output.

• Controller: The aim of the controller is to minimize the

error between the synchronous generator reference

voltage and the feedback signal from the sensor.

• Amplifier: The signal at the controller output is

amplified by the amplifier.

• Exciter: The exciter plays a critical role in regulating

the output voltage of the generator by controlling the

amount of excitation applied to the field winding and

providing the necessary voltage and current.

• Generator: Together with the excitation signal applied

to the field winding of the generator, the terminal

voltage is produced.

The block diagram in Fig. 1 shows how each component of

an AVR system without a controller is modelled using a

first-order transfer function that includes both a gain and a

time constant. VrefðsÞ and VsðsÞ denote the reference and

measured terminal voltages, respectively, in the Laplace

domain and are used to generate the error signal E(s). VgðsÞ
is the terminal voltage signal of the generator expressed in

the Laplace domain.

The parameters of the AVR system components have

different gain and time constant values. Therefore, the

upper and lower limits of the AVR system components are

given in Table 2 [12, 33].

Although Table 2 gives the range values for AVR sys-

tem components, researchers prefer to use the values in

Table 3 to ensure a fair comparison in the literature

[13, 14, 38, 39]. Figure 2 shows the transient response of

the AVR system when it is not under control, and this

response has been generated using the parameter values in

Table 3. In the absence of a controller in the AVR system,

it has a settling time (%2) of 6.9865 s, a rise time of 0.2607

s, a peak time of 0.7526 s, and a steady-state error of

0.0909 p.u. for a reference value of 1 p.u. These results

indicate that a controller is required to operate the AVR

system. Therefore, when designing controllers for the AVR

system, researchers aim to achieve the optimum transient

response.

3 The proposed sigmoid-based FOPID
controller

The FOPID controller is an advanced control technique

that uses the principles of fractional calculus to achieve

better performance in the control of complex processes.

The FOPID controller differs from the traditional PID

controller in that it incorporates a fractional-order inte-

grator operator and a fractional-order differentiator opera-

tor. This feature of the FOPID controller excels in systems

with non-integer dynamics, such as those with time delays

or fractional-order transfer functions, providing improved

performance and stability. Compared to conventional PID

controllers, the FOPID controller is able to provide faster

Amplifier Exciter

Sensor

Generator

( )E s( )refV s

( )sV s

( )gV s

1
s
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K
s

1
a
a

K
s 1

g
g

K
s1

e
e

K
s

Fig. 1 Structure of an

uncontrolled AVR system

Table 2 Parameter range of the AVR system components

AVR component Time constant and range Gain and range

Amplifier 0:02\sA\0:1 10\KA\40

Exciter 0:4\sE\1 1\KE\10

Generator 1\sG\2 0:7\KG\1

Sensor 0:001\sS\0:06 0:7\KS\1

Table 3 Used AVR parameter values

AVR component Used time constant values Used gain values

Amplifier sA ¼ 0:1 KA ¼ 10

Exciter sE = 0.4 KE = 1

Generator sG ¼ 1 KG = 1

Sensor sS ¼ 0:01 KS ¼ 1
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response time and superior disturbance rejection, which

can improve the overall performance of the control system.

The transfer function of the FOPID controller in the

Laplace domain is represented by (1).

TFOPIDðsÞ ¼ Kp þ
Ki

sk
þ Kds

l ð1Þ

The variables Kp, Ki, and Kd correspond to the propor-

tional, integral, and derivative gains, while k and l denote

the fractional integrator and fractional derivative orders,

respectively. As can be seen in (1), the parameters Kp, Ki,

and Kd of the FOPID controller are fixed values and

therefore not affected by changes in the input error vari-

able. Therefore, the FOPID controller cannot fully

demonstrate the improvement in control accuracy. Con-

sidering the above situation, a controller has been designed

that combines elements of both the sigmoid function and

the FOPID controller.

The sigmoid function, characterized by an S-shaped

curve, allows the error variable to change between prede-

fined lower and upper limits in the controller parameters.

This allows the controller parameters to be adaptively

tuned in response to changes in the error, resulting in a

more appropriate control signal. In addition, controllers

combined with the sigmoid function can achieve a faster

response with less overshoot in the dynamic behaviour

[9, 40].

The general form of the proposed SFOPID controller is

written in conjunction with both s and t as in (2), where s

and t denote the complex frequency variable and the

physical time variable, respectively.

TSFOPIDðs; tÞ ¼ KpvðtÞ þ
KivðtÞ
sk

þ KdvðtÞsl ð2Þ

KpvðtÞ ¼ Kplb �
Kpub � Kplb

1þ e�rpjDeðtÞj

�
�
�
�

�
�
�
�

ð3Þ

KivðtÞ ¼ Kilb �
Kiub � Kilb

1þ e�rijDeðtÞj

�
�
�
�

�
�
�
�

ð4Þ

KdvðtÞ ¼ Kdlb �
Kdub � Kdlb

1þ e�rd jDeðtÞj

�
�
�
�

�
�
�
�

ð5Þ

As expressed in (3)–(5), the lower bounds of the propor-

tional, integral, and derivative parameters are given by the

coefficients Kplb, Kilb, and Kdlb, while the upper bounds are

given by Kpub, Kiub, and Kdub, respectively. The error

function DeðtÞ is defined as the difference between the

reference voltage and the sensor voltage. In addition,

Dp ¼ jKpub � Kplbj, Di ¼ jKiub � Kilbj, and Dd ¼ jKdub �
Kdlbj are defined to simplify the parameter tuning process.

Figure 3 shows how the parameters KpvðtÞ, KivðtÞ, and

KdvðtÞ change with respect to the DeðtÞ for different values
of rp, ri, and rd. The figures effectively show the adapt-

ability of the proposed SFOPID controller, demonstrating

its ability to continuously tune the parameters KpvðtÞ,
KivðtÞ, and KdvðtÞ in response to changing errors. Moreover,

higher values of rp, ri, and rd result in sharper transitions

between the lower and upper bounds, leading to faster

controller response with reduced overshoot [9].
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Fig. 2 Unit step response of the

AVR system in the absence of a

controller
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The aforementioned 9 coefficients, i.e. Kplb, Kilb, Kdlb,

Dp, Di, Dd, rp, ri, rd, and 2 fractional orders, i.e. k and l,
of the proposed SFOPID controller must be optimally

tuned to achieve satisfactory performance in the AVR

system. Therefore, the 11 coefficients are optimally deter-

mined using the DO algorithm, the method of which is

explained in detail in the following section. Furthermore, to

ensure the proper design of the fractional-order operators in

the proposed SFOPID controller, the fifth-order Oustaloup

approximation method is used in the frequency range w 2
½10�5; 105� rad/s.

4 Dandelion optimizer

The main determinants of dandelion seed dispersal are

wind speed and weather conditions. Wind speed plays a

role in seed dispersal over long or short distances [41].

Weather conditions not only determine whether dandelion

seeds will fly or not, but also affect their growth in nearby

or distant places. The journey of dandelion seeds is divided

into three stages, as described below.

• Rising Stage: In weather conditions with sun and wind,

the dandelion seed is lifted by a vortex and rises due to

the dragging force. In contrast, in rainy weather, there is

only local search, as no vortex will form.

• Descending Stage: After reaching a certain height, the

dandelion seeds fall steadily at this stage.

• Landing Stage: The landing stage culminates in the

dandelion seeds landing at a random location. Here,

new dandelions are formed with the help of wind and

weather factors.

Considering the three stages mentioned above, Zhao et al.

proposed a dandelion optimizer algorithm in 2022 [42].

4.1 Initialization of the algorithm

In the dandelion optimizer, each dandelion seed symbolizes

a potential solution. The population of these seeds is given

in (6).

Population ¼

x11 � � � xDim1

..

. . .
. ..

.

x1Pop � � � xDimPop

2

6
6
4

3

7
7
5

ð6Þ

The Pop and Dim in (6) refer to the population and

dimension of the variable, respectively. (7) shows how

each potential solution lies within the upper (UB) and lower

(LB) bounds of the problem.

Xi ¼ rand � ðUB � LBÞ þ LB ð7Þ

The variable i in (7) takes on integer values from 1 to Pop,

while the variable rand is a randomly generated number in

the range [0, 1].

LB and UB can be expressed as in (8).
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Fig. 3 Change of a KpvðtÞ, b KivðtÞ, and c KdvðtÞ with respect to DeðtÞ
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LB ¼ lb1 ; . . .. . .lbDim½ �

UB ¼ ub1 ; . . .. . .ubDim½ �
ð8Þ

When initialized, DO considers the candidate with the best

fitness to be the initial elite. The initial elite is also rec-

ognized as the optimal position for the growth of dandelion

seeds.

Given the minimum value, the mathematical expression

for Xelite, also known as the initial elite, is given in (9).

fbest ¼ min f Xið Þð Þ

Xelite ¼ X find fbest ¼¼ f Xið Þð Þð Þ
ð9Þ

where find() refers to two indices that have the same value.

4.2 First stage: rising stage

When they reach a certain height, the dandelion seeds

separate from their parents. Several factors, such as

humidity and wind speed, are influential in determining the

height achieved by dandelion seeds. Depending on the

weather, there are two different cases.

4.2.1 Case 1

On a clear day, the wind speed is represented by a log-

normal distribution. In this case, the algorithm focuses

mainly on exploration. Here, dandelion seeds are randomly

positioned in the search space due to the effect of the wind.

The height of the seed changes depending on the variability

of the wind speed. The strength of the wind determines

how high and how far the dandelion seeds can fly. Fur-

thermore, the speed of the wind creates vortexes on the

dandelion seeds.

The mathematical expression for this case is as in (10).

Xtþ1 ¼ Xt þ a� vx � vy � lnY � Xs � Xtð Þ ð10Þ

The mathematical formula for the randomly generated

dandelion position is shown in (11). This position is

denoted as X(t) while iterating through the tth step in the

search space.

Xs ¼ randð1;DimÞ � ðUB � LBÞ þ LB ð11Þ

ln Y represents a lognormal distribution, where l2 ¼ 0 and

r2 ¼ 1. The mathematical formula for this distribution is as

follows:

lnY ¼
1

y
ffiffiffiffiffiffi

2p
p exp � 1

2r2
ðln yÞ2

� �

y� 0

0 y\0

8

<

:
ð12Þ

a ¼ randðÞ � 1

T2
t2 � 2

T
t þ 1

� �

ð13Þ

where a is an adaptive variable used to adjust the search

step size, while y is a standard normal distribution corre-

sponding to N(0, 1).

The separated eddy motion on a dandelion is represented

by the variables vx and vy. The mathematical formula for vx
and vy is given in (14).

r ¼ 1

eh

vx ¼ r cos h

vy ¼ r sin h

ð14Þ

4.2.2 Case 2

Dandelion seeds face obstacles such as air resistance and

humidity in rainy weather. This prevents the dandelion seeds

from rising properly in the wind. The mathematical expression

in (15) shows the exploitation of dandelion seeds in their local

search.

Xtþ1 ¼ Xt � k

k ¼ 1� randðÞ � q
ð15Þ

where the size of the local search domain for dandelion is

set by the variable k.

q represented by the domain is calculated as follows:

q ¼ 1

T2 � 2T þ 1
t2 � 2

T2 � 2T þ 1
t þ 1þ 1

T2 � 2T þ 1

ð16Þ

As a result, the rising stage of dandelion seeds can be

described mathematically as in (17).

Xtþ1 ¼
Xtþ1 ¼ Xt þ a� vx � vy � ln Y � Xs � Xtð Þ

Xtþ1 ¼ Xt � k

� 	

randn\1:5

else

ð17Þ

where the standard normal distribution is associated with

the random number generated by randn().

4.3 Second stage: descending stage

In the descending stage, exploration is also a key focus of

the DO algorithm. Once the dandelion seeds have risen to a

certain distance, they begin to fall steadily. To mimic the

movement of the dandelion, the DO algorithm uses the

Brownian motion expressed in (18).
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Xtþ1 ¼ Xt � a� bt�
Xmean�t � a� bt � Xtð Þ

ð18Þ

where the variable bt is used to describe the Brownian

motion. The mean population position of the ith iteration is

denoted by Xmean�t.

Xmean�t ¼
1

Pop

XPop

i¼1

Xi ð19Þ

4.4 Third stage: landing stage

In the final stage, exploitation is a key focus of the DO

algorithm. The DO algorithm aims to approach the optimal

solution over time by randomly selecting the landing

position of the dandelion seed based on the results of

previous stages. As the algorithm progresses through iter-

ations, it attempts to converge on the best possible solution.

Themathematical formula for this behaviour isgiven in (20).

Xtþ1 ¼ Xelite þ LevyðkÞ � a� Xelite � Xt � dð Þ ð20Þ

The mathematical expression of the Levy function is

shown in (21).

LevyðkÞ ¼ s� w� r

jtj
1
b

ð21Þ

In (21), the parameter b is a random number in the range [0,

2]. The value of s is constant and is set to 0.01. On the other

hand, both w and t are random numbers in the interval [0, 1].

The mathematical expression for r is given in (22).

r ¼
Cð1þ bÞ � sin pb

2


 �

C 1þb
2


 �

� b� 2
b�1
2ð Þ

0

@

1

A ð22Þ

d is a linear function, and its mathematical formula is given

in (23).

d ¼ 2t

T
ð23Þ

Finally, the pseudo-code for the DO algorithm is shown in

Algorithm 1 [42]. In addition, Zhao et al. [42] demon-

strated the efficiency and effectiveness of the DO algorithmAlgorithm 1 Pseudo-code of the DO algorithm.
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using the CEC2017 unconstrained benchmark functions.

They performed a comprehensive performance comparison

with nine well-known metaheuristic algorithms to demon-

strate the excellence of the algorithm.

4.5 Objective function

The choice of the appropriate objective function is crucial

to achieve the desired result in the optimization process.

This choice directly affects the result, so it may be nec-

essary to test different objective functions to achieve a

good result [43]. For this reason, many objective functions

are tested in the study of the proposed SFOPID controller.

In the literature, IAE, ISE, ITAE, and ITSE metrics are

often used as performance criteria when selecting objective

functions for the optimization process [44]. All of these

objective functions attempt to minimize error. In addition,

the ZLG objective function is used as an alternative to the

error-based objective functions in the study [26].

In the literature, comparisons for the AVR transient

response are made over ts, tr, and OS. While IAE and ISE

objective functions are effective on OS, they may not give

effective results for ts [45]. These objective functions do

not include time. These objective functions are given

below.

IAE ¼
Z t

0

jeðtÞjdt ð24Þ

ISE ¼
Z t

0

e2ðtÞdt ð25Þ

In (24)–(25), the variables t and e(t) correspond to time and

error, respectively.

When time is added to the IAE and ISE objective

functions, the ITAE and ITSE objective functions are

obtained. This allows ts to be reduced in the transient

response of the system. Among the error-based objective

functions, ITAE is usually the most prominent [46, 47].

ITAE and ITSE objective functions are given below.

ITAE ¼
Z t

0

tjeðtÞjdt ð26Þ

ITSE ¼
Z t

0

te2ðtÞdt ð27Þ

The ZLG objective function proposed by Gaing [26] takes

into account the transient response characteristics of the

system, namely overshoot (OS), steady-state error (Ess),

settling time (ts), and rise time (tr). The ZLG objective

function is given below.

ZLG ¼ ð1� e�bÞðOSþ EssÞ þ e�bðts � trÞ ð28Þ

where b (b is 1.) is the weight coefficient and e is the Euler

number.

5 Simulation results

This section provides a comprehensive overview of the

design and evaluation of the DO-SFOPID controller for the

AVR system, including a detailed analysis of its perfor-

mance, stability, and robustness. Firstly, in order to assess

how the choice of objective function affects the opti-

mization process, a number of objective functions, i.e. IAE,

ISE, ITAE, ITSE, and ZLG, are used, and the 11 different

parameters of the proposed DO-SFOPID controller are

optimized. The comparison includes a comprehensive

analysis of the controllers’ performance, covering both

their transient and steady-state responses, as well as their

robustness to parameter uncertainties, reference changes,

and external disturbances. Furthermore, to ensure a fair

comparison of the proposed DO-SFOPID and NSCA-SPID

controllers in the frequency domain (using Bode analysis),

the adaptive nature of both controllers is also taken into

account. Finally, the effectiveness of the proposed DO-

SFOPID control strategy for the AVR system is tested on a

benchmark system. The modelling of the studies is carried

out in the MATLAB/Simulink environment with a sam-

pling period of 10 ms. Note that the bold type indicates the

best results in the comparative analysis tables.

5.1 Time-domain analysis

5.1.1 The influence of the choice of the objective function
on the optimization process

The parameter ranges Kpv, Kiv, and Kdv for the SPID con-

troller are discussed in [9]. In the design of the proposed

SFOPID controller, the parameter ranges used in the pre-

vious study on the AVR system that are relevant to its

fractional part (k and l) have been considered [37]. Con-

sidering these parameter ranges in the literature, the

Table 4 Received limit ranges

for proposed SFOPID controller

parameter values

Kpv Kiv Kdv Fractional part

Kplb Dp rp Kilb Di ri Kdlb Dd rd k l

0.2–20 0.2–20 0.2–20 0.2–20 0.2–20 0.2–20 0.2–20 0.2–20 0.2–20 0�1.5 0�1.5
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parameter ranges given in Table 4 are used in the opti-

mization process of the study.

The optimization processes are performed ten times for

each of the objective functions IAE, ISE, ITAE, ITSE, and

ZLG. The statistical analysis for the results obtained is

given in Table 5. The objective functions of the ISE and

the ITSE have quite low standard deviation values, as can

be seen from the results. This means that the same result is

found almost every time for the ISE and ITSE objective

functions during the optimization process. Although the

standard deviation of the IAE objective function is lower

than that of the ISE and ITSE objective functions, a similar

situation applies to the IAE. The standard deviation values

of the ITAE and ZLG objective functions are high, but the

optimization results obtained are quite satisfactory (Figs. 4,

5).

The optimal parameter values obtained for all the

objective functions are given in Table 6. The effect of the

IAE, ISE, ITAE, ITSE, and ZLG objective functions on the

step response of the AVR system is analysed, and the best

results obtained are shown in Fig. 6. The results obtained

from the ITAE and ZLG objective functions are successful

for the control, as shown in Fig. 6. As the two results

obtained are quite close, the transient response character-

istics are examined in order to see the difference. The

results of the time-domain analysis, consisting of the set-

tling time (ts), rise time (tr), and overshoot (OS) values

obtained for all the objective functions, are given in

Table 5 Statistical analysis

results for different objective

functions

Objective function Standard deviation Mean Maximum value Minimum value

IAE 0.001333 0.050092 0.051635 0.046818

ISE 0.000262 0.022125 0.022630 0.021981

ITSE 0.000029 0.000518 0.000570 0.000493

ITAE 0.005843 0.014293 0.024656 0.006560

ZLG 0.015410 0.029681 0.056753 0.014065
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Table 7. Table 7 clearly shows that the ZLG objective

function produced the most successful result.

5.1.2 Comparison with literature

In the previous subsection, the parameters of the proposed

SFOPID controller are optimally determined for different

Table 6 Optimal parameter

values obtained for all the

objective functions of the

SFOPID controller

Parameters IAE ISE ITSE ITAE ZLG

Kplb 5.154019 6.563388 5.605220 2.629405 19.955820

Dp 0.277833 0.205939 1.388006 0.200817 18.754140

rp 0.213769 20 0.202876 0.432401 7.771014

Kilb 19.582070 2.554131 5.962346 1.010041 8.901993

Di 16.782320 0.223546 3.593636 0.200096 15.528610

ri 7.680192 2.844472 16.243400 1.641447 0.258739

Kdlb 3.686067 3.496110 3.109070 3.855370 4.252226

Dd 2.295264 1.512887 1.877093 3.505579 3.848585

rd 10.922120 15.292390 8.695673 18.925130 14.986260

l 1.499997 1.491186 1.499978 1.260121 1.488860

k 1.5 1.5 1.5 1.493032 1.431030
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Fig. 6 Unit step responses of the

AVR system for proposed DO-

SFOPID and state-of-the-art

controllers (DO-SFOPID

(proposed), NSCA-SPID [9],

SCA-FOPID [12], FDB-LFD-

FOPID [14], and MSFA-FOPID

[13])

Table 7 Time-domain analysis

results for different objective

functions

Different performance metrics ts (s) ð�%5Þ tr (s) (0:1 ! 0:9) OS ð%Þ

IAE 0.2159 0.0235 31.83062

ISE 0.2029 0.0175 46.30833

ITSE 0.2251 0.0259 28.63144

ITAE 0.1421 0.1062 0

ZLG 0.1369 0.1038 0

The values shown in bold represent the best values
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objective functions. This subsection presents a comparison

of the step response of the AVR system using parameter

values generated from the ZLG objective function, which

gave the best results, with state-of-the-art FOPID and SPID

controllers from the literature. The optimal parameters

obtained in this study and in the literature are listed in

Tables 8 and 9.

Both the proposed study and the results of the time-

domain analysis of the state-of-the-art studies are given in

Table 10. Based on the analysis results presented in

Table 10, it is evident that the proposed SFOPID controller

demonstrates superior performance compared to other

controllers. The transient responses of some of the recent

studies and the proposed SFOPID controller are shown in

Fig. 6.

5.2 Frequency-domain analysis

The stability of the proposed DO-SFOPID controller in the

frequency domain is illustrated by the Bode diagram. In

Sect. 3, it is stated that the parameter values KpvðtÞ, KivðtÞ,
and KdvðtÞ change with time and error. Figure 7 shows how

the parameters KpvðtÞ, KivðtÞ, and KdvðtÞ change over time.

In this analysis, to ensure a fair comparison with the

NSCA-SPID study, the Kpv, Kiv, and Kdv parameter values

Table 8 Optimal parameter values for the proposed DO-SFOPID and NSCA-SPID [9] controllers

Controller Kplb Dp rp Kilb Di ri Kdlb Dd rd l k

DO-SFOPID (proposed) 19.956 18.754 7.7710 8.9020 15.529 0.2587 4.2522 3.8486 14.986 1.4889 1.4310

NSCA-SPID [9] 16.821 20 3.2656 1.1556 0.7341 3.6051 1.3749 1.2273 0.2 1 1

Table 9 Optimal parameter

values of different

metaheuristic-based FOPID

controllers

Controller Kp Ki Kd l k

EO-FOPID [48] 1.9935 0.6670 0.3634 1.2874 1.2651

SCA-FOPID [12] 1.4509 0.6567 0.3076 1.2145 1.1442

YSGA-FOPID [33] 1.7775 0.9463 0.3525 1.2606 1.1273

FDB-LFD-FOPID [14] 1.4745 0:7510 0:3700 1:2318 1:0079

ChBWO-FOPID [49] 2.8204 0.7387 0.4280 1.3558 1.1294

JOA-FOPID [37] 2.5982 1.1688 0.5809 1.1622 1.1291

SA-MRFO-FOPID [39] 1.8931 0.8699 0.3595 1.2780 1.0408

GBO-FOPID [38] 0.9961 1.4861 0.6124 0.4932 1.1131

SSA-FOPID [50] 1.9982 1.1706 0.5750 1.1656 1.1395

MSFA-FOPID [13] 1.9922 0.7527 0.3227 1.2957 1.3927

Table 10 Transient response

characteristics of the proposed

DO-SFOPID controller and

state-of-the-art controllers in the

literature

Controller ts (s) ð�%5Þ ts (s) ð�%2Þ tr (s) (0:1 ! 0:9) OS ð%Þ

DO-SFOPID (proposed) 0.1369 0.4122 0.1038 0

NSCA-SPID [9] 0.5790 – 0.4980 1.022

EO-FOPID [48] – 0.4596 0.1442 0.185

SCA-FOPID [12] 0.2260 – 0.1660 2.422

YSGA-FOPID [33] 0.2000 – 0.1347 1.890

FDB-LFD-FOPID [14] 0.1870 – 0.1400 2.530

ChBWO-FOPID [49] 0.1690 – 0.1103 1.184

JOA-FOPID [37] – 0.4530 0.0827 13.200

SA-MRFO-FOPID [39] 0.1909 – 0.1309 1.976

GBO-FOPID [38] – 0.6530 0.0885 11.300

SSA-FOPID [50] – 0.5510 0.0981 15.500

MSFA-FOPID [13] 0.1922 – 0.1415 0.363

The values shown in bold represent the best values
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of the DO-SFOPID controller are taken at the same time

intervals. That is, the parameter values Kpv, Kiv, and Kdv are

taken at t ¼ 0:2 s, t ¼ 0:6 s, and t ¼ 8 s, as shown in

Fig. 7a–c, respectively. The comparative Bode plots of the

proposed DO-SFOPID and NSCA-SPID controllers at t ¼
0:2 s, t ¼ 0:6 s, and t ¼ 8 s are also shown in Figs. 8, 9 and

-200

-150

-100

-50

0

M
ag

n
it

u
d

e 
(d

B
)

10
-4

10
-2

10
0

10
2

10
4

10
6

-360

-270

-180

-90

0

90

P
h

as
e 

(d
eg

)

DO-SFOPID

NSCA-SPID

Frequency  (rad/s)

Fig. 9 Bode plots of DO-

SFOPID and NSCA-SPID [9]

controllers at t ¼ 0:6 s
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Fig. 10 Bode plots of the

proposed DO-SFOPID and

NSCA-SPID [9] controllers at

t ¼ 8 s

Table 11 Performance indicators of the proposed DO-SFOPID and NSCA-SPID [9] controllers in terms of Bode characteristics at t ¼ 0:2 s

Controller Peak gain (dB) Phase margin (deg) Delay margin (s) Bandwidth (Hz)

DO-SFOPID (proposed) 7.66 55.7 0.0129 85.60

NSCA-SPID [9] 6.64 40.7 0.0397 20.03

The values shown in bold represent the best values
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10, respectively. Bode analysis results, i.e. peak gain, phase

margin, delay margin, and bandwidth, are obtained at three

different time intervals (t ¼ 0:2 s, t ¼ 0:6 s, and t ¼ 8 s )

and are shown in Tables 11, 12 and 13, respectively. The

results in Table 11 show that the DO-SFOPID controller

outperforms the NSCA-SPID controller in terms of phase

margin and bandwidth. Tables 12 and 13 clearly show that

the DO-SFOPID controller has better performance than the

NSCA-SPID controller in terms of peak gain, phase mar-

gin, and bandwidth.

5.3 Robustness analysis

5.3.1 Robustness against reference change

In this subsection, the performance of the proposed DO-

SFOPID controller in tracking the reference signal is

evaluated. The reference signal used is a novel mixture of

both soft and aggressive signals. The generated reference

signal is shown in Fig. 11. The reference change responses

obtained by DO-SFOPID, NSCA-SPID, and state-of-the-

art FOPID controllers are shown in Fig. 12. At the same

time, the error metrics IAE, ISE, ITAE, and ITSE are used

to show the numerical performance of the controllers. As

given in Table 14, the proposed DO-SFOPID controller

outperforms the other controllers in all metrics.

Table 12 Performance indicators of the proposed DO-SFOPID and NSCA-SPID [9] controllers in terms of Bode characteristics at t ¼ 0:6 s

Controller Peak gain (dB) Phase margin (deg) Delay margin (s) Bandwidth (Hz)

DO-SFOPID (proposed) 8.01 54.6 0.0123 87.83

NSCA-SPID [9] 13 19.3 0.0179 20.85

The values shown in bold represent the best values

Table 13 Performance indicators of the proposed DO-SFOPID and NSCA-SPID [9] controllers in terms of Bode characteristics at t ¼ 8 s

Controller Peak gain (dB) Phase margin (deg) Delay margin (s) Bandwidth (Hz)

DO-SFOPID (proposed) 8.66 52.8 0.0114 91.82

NSCA-SPID [13] 15.2 15 0.0137 21.03

The values shown in bold represent the best values

0 2 4 6 8 10 12 14 16 18 20

Time (s)

-1

-0.5

0

0.5

1

1.5

T
er

m
in

al
 v

o
lt

ag
e 

(p
.u

.)

 Reference signal

Fig. 11 Generated reference

signal

Neural Computing and Applications

123



5.3.2 Robustness against parameter changes

AVR system parameters can change as a result of internal

or external causes. The controller ought to be able to keep

the system stable in such exceptional circumstances. In this

context, the robustness of the proposed DO-SFOPID con-

troller against parameter changes in the AVR system

should be analysed.

The effect of changes in time constants on stability is

greater than the gain constants. For this reason, this sub-

section focuses on the effects of changes in AVR system

parameters on the time constants. The AVR system

parameters are changed between ? 50% and - 50%. The

changes in the AVR system parameters and their effect on

the transient response of the system are shown in Fig. 13,

where the nominal condition is also given for comparison.

The transient response characteristics of the AVR sys-

tem are given in Table 15. The results of the analysis are

summarized below:

• It is determined that as the amplifier time constant (sa)
increases, the rise time increases. When the peak values

are examined, a situation similar to the rise time

emerges. As for the settling time, there are both an

increase and a decrease in the settling time as the

amplifier time constant (sa) increases.
• It is concluded that as the exciter time constant (se)

increases, the rise time increases. A decrease in the

exciter time constant (se) leads to a significant increase

in the peak value. As for the settling time, there are both

an increase and a decrease in the settling time as the

exciter time constant (se) increases.
• The effect of changing the generator time constant (sg)

is very similar to the effect of changing the exciter time

constant (se).
• It is determined that as the sensor time constant (ss)

increases, the rise time decreases, and the peak value

increases. Increasing the sensor time constant (ss) has a
negative effect on the settling time.

5.3.3 Robustness against load disturbance

The effect of a load disturbance is often analysed in the

AVR system to test how robust the AVR system is to a load

change. It is desired that the AVR system returns quickly to

the reference voltage and is stable against the changing

Fig. 12 Trajectory tracking

responses of the AVR system

under changing reference for the

proposed DO-SFOPID and the

state-of-the-art controllers (DO-

SFOPID (proposed), NSCA-

SPID [9], SCA-FOPID [12],

FDB-LFD-FOPID [14], and

MSFA-FOPID [13])

Table 14 Error-based metric measurements of the different con-

trollers under reference change (DO-SFOPID (proposed), NSCA-

SPID [9], SCA-FOPID [12], FDB-LFD-FOPID [14], and MSFA-

FOPID [13])

Controller IAE ISE ITAE ITSE

DO-SFOPID (proposed) 0.27693 0.06306 2.26075 0.48606

NSCA-SPID [9] 0.74881 0.14504 6.15054 1.15489

SCA-FOPID [12] 0.75880 0.16821 4.03107 1.04499

FDB-LFD-FOPID [14] 0.71652 0.13757 4.15107 0.87996

MSFA-FOPID [13] 0.67796 0.14027 3.40953 0.87159

The values shown in bold represent the best values
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load. The analysis in this subsection consists of two steps.

In the first step, a unit step signal is applied to the reference

voltage value of the AVR system. In the second step, the

system is subjected to a disturbance load to assess its

ability to maintain voltage stability. The way in which the

load disturbance is applied to the AVR system is shown in

Fig. 14. Figure 15 shows that the transient response of the

proposed DO-SFOPID controlled AVR system does not

have a very high overshoot, and the system stabilizes

quickly. The capability of the proposed DO-SFOPID con-

troller under load disturbance is further evaluated by

comparing it with different state-of-the-art controllers. The

performance superiority of the proposed DO-SFOPID

controller over state-of-the-art controllers is verified by the

error-based IAE, ISE, and ITSE metrics given in Table 16.

5.4 Generator input nonlinearity analysis

This subsection examines the ability of the DO-SFOPID

control technique to cope with the nonlinearity of the AVR

system. In order to add the effect of nonlinearity, a satu-

ration block is inserted between the exciter and the gen-

erator, as shown in Fig. 16 [43]. The saturation block,

inserted between the exciter and the generator, has a lower

limit of �6 and an upper limit of þ9 [43].

Figure 17 shows graphically how the AVR system using

the DO-SFOPID control technique behaves under both

linearity and nonlinearity effects. The numerical results in

Table 17 clearly confirm that the proposed DO-SFOPID

control technique performs well even when there is no

linear effect in the AVR system.

Fig. 13 Influence of a sA, b sE, c sG, and d sS time constant values on the unit step responses of the AVR system with DO-SFOPID controller
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Table 15 Robustness analysis

results of the proposed DO-

SFOPID controller against

parameter changes

Time constants of AVR system ROC ts (s) ð�%5Þ tr (s) 0:1 ! 0:9 tpðsÞ Peak value

sa �50% 0.1976 0.0714 1.0871 0.9992

�25% 0.2266 0.0882 1.0941 0.9996

þ25% 0.1550 0.1184 0.1939 1.0053

þ50% 0.1723 0.1324 0.2155 1.0092

se �50% 0.1784 0.0505 0.0896 1.0863

�25% 0.2175 0.0751 0.1267 1.0310

þ25% 0.1848 0.1388 1.0198 1.0022

þ50% 0.2391 0.1805 0.9646 1.0049

sg �50% 0.2541 0.0479 0.0859 1.1184

�25% 0.2100 0.0725 0.1231 1.0444

þ25% 0.2004 0.1480 1.0508 1.0027

þ50% 0.2831 0.2124 1.0168 1.0059

ss �50% 0.1491 0.1136 1.0879 1

�25% 0.1429 0.1086 1.0903 1

þ25% 0.2614 0.0994 0.1669 1.0083

þ50% 0.2702 0.0954 0.1635 1.0185
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5.5 Experimental setup analysis

In this subsection, the functionality of the DO-SFOPID

controller that is integrated with the AVR is evaluated in

the an experimental setup. The experimental setup mod-

elled by Modabbernia et al. [51] comprises a 13.8 kV

synchronous generator of 200 MVA linked to a 230 kV

electric power network of 10,000 MVA through a 210

MVA D-Y transformer. As shown in Fig. 18, the experi-

mental system has been modelled in MATLAB/Simulink.

The components of this experimental system, the syn-

chronous generator and hydraulic turbine governor, are

connected to the 230 kV network via DO-SFOPID con-

trolled AVR system. The active power of the synchronous

generator is 150 MV in a steady-state condition at t ¼ 0 s.

The system experiences a three-phase-to-ground fault at

t ¼ 0:1 s, but within 6 cycles, it is cleared at t ¼ 0:2 s

[17, 51]. In order to prove the functionality of the proposed

DO-SFOPID control technique, three different cases are

created by taking the gain and time constant values of the

amplifier and exciter at minimum, nominal, and maximum

Table 16 Error-based metric measurements of controllers under load

disturbance (DO-SFOPID (proposed), NSCA-SPID [9], SCA-FOPID

[12], FDB-LFD-FOPID [14], and MSFA-FOPID [13])

Controller IAE ISE ITAE ITSE

DO-SFOPID 0.11146 0.05058 0.17082 0.00346

NSCA-SPID 0.31904 0.10822 0.51794 0.02745

SCA-FOPID 0.17846 0.09093 0.23723 0.01089

FDB-LFD-FOPID 0.19874 0.07554 0.38914 0.01033

MSFA-FOPID 0.15234 0.07736 0.13871 0.00889

The values shown in bold represent the best values
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K tK t K t s
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( )U tFig. 16 Structure of the DO-

SFOPID controlled AVR

system under the effect of

nonlinearity
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Fig. 17 Unit step responses of

the DO-SFOPID controlled

AVR system under linear and

nonlinear operating conditions

Table 17 Transient response

characteristics of the AVR

system under linear and

nonlinear operating conditions

DO-SFOPID controlled AVR system ts (s) ð�%5Þ tr (s) (0:1 ! 0:9) tp Peak value

Without generator input nonlinearity 0.1369 0.1038 1.0915 1.0000

Generator input nonlinearity 0.1495 0.1146 1.0845 1.0008
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values. The parameter values for each case are given in

Table 18. The results presented in Fig. 19 show that the

proposed DO-SFOPID control technique exhibits excellent

performance in all three different scenarios of the experi-

mental setup.

6 Conclusion

This study focuses on the SFOPID control technique, an

adaptive control method that aims to achieve better system

response in an AVR system. The 11 different parameters of

this control technique are optimally determined by the DO

algorithm, which uses different objective functions such as

error-based IAE, ISE, ITAE, ITSE, and ZLG metrics. As a

result of the optimization process, the best parameters are

obtained with the ZLG objective function. Time-domain

analysis, frequency-domain analysis, robustness analysis,

generator input nonlinearity analysis, and experimental

setup analysis are performed on using the proposed DO-

SFOPID controller in order to show its performance in

terms of stability and robustness. The obtained results of

the analyses are summarized as follows:

• The time-domain analysis shows that the proposed DO-

SFOPID controller outperforms the works in the

literature listed in Table 10, especially the NSCA-SPID

controller [9], which has a rise time of 0.1038 s, a

settling time of 0.1369 s, and an overshoot time of 0%.

• Frequency-domain analysis is carried out for different

time values (t ¼ 0:2 s, t ¼ 0:6 s, and t ¼ 8 s) due to the

adaptive nature of the DO-SFOPID controller. From the

Bode plots obtained for t ¼ 0:2 s, t ¼ 0:6 s, and t ¼ 8 s,

respectively, the peak gain is 7.66 dB, 8.01 dB, and

8.66 dB; the phase margin is 55.7 deg, 54.6 deg, and

52.8 deg; the delay margin is 0.0129 s, 0.0123 s, and

0.0114 s; and the bandwidth is 85.60 Hz, 87.53 Hz, and

Fig. 18 Experimental implementation of the AVR system with the DO-SFOPID controller in the MATLAB/Simulink environment

Table 18 Gain and time

constant values generated for

the exciter and amplifier

Case Ka Ke sa se

Case 1 10 1 0.02 0.4

Case 2 10 1 0.1 0.4

Case 3 40 10 0.1 1
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91.82 Hz. The obtained results for different time values

are close to each other and indicate that the AVR

system is stably controlled by the proposed DO-

SFOPID controller.

• Three different analyses, i.e. load disturbance, param-

eter, and reference signal changes, are discussed in the

robustness analysis. The results of the robustness

analysis show that the controller is able to maintain

stability and operate with high efficiency.

• By incorporating a saturation block into the AVR

system, it becomes possible to evaluate the effective-

ness of the proposed SFOPID controller in dealing with

nonlinear effects that may be present in the system.

Under the nonlinear effect, a transient response close to

that of normal conditions is obtained. The rise time is

0.1146 s, the settling time is 0.1495 s, the peak time is

1.0845 s, and the peak value is 1.0008 under the

nonlinearity effect.

• Finally, the AVR system with the proposed SFOPID

controller is evaluated by simulating it on an experi-

mental setup. The results verify that the DO-SFOPID

controller also shows also good performance in the

amplifier and exciter of the AVR system in three

different scenario conditions.

In general, the performance of the proposed DO-SFOPID

controller is quite high in time-domain analysis, robustness

analysis, nonlinear effect analysis, and experimental setup

analysis. The results are also satisfactory in the frequency-

domain analysis.
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