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Abstract
On most e-commerce websites, there are two crucial factors that customers rely on to assess product quality and

dependability: customer reviews provided online and related ratings. Reviews offer feedback to customers about the

product’s merits, reasons for negative reviews, and feelings of satisfaction or dissatisfaction with the provided service. As

for ratings, they express customer opinions about the product’s quality as numerical values from one to five (one or two for

the worst opinion, three for the neutral opinion, and four or five for the best opinion). Usually, the customer reviews may be

inconsistent with their relevant ratings; the customer may write the worst review despite providing a four- or five-star rating

or write the best review with only a one- or two-star rating. Due to this inconsistency, customers may need help to identify

relevant information. Therefore, it is required to develop a model that can classify reviews as either positive or negative,

depending on the polarity of thoughts, to demonstrate if there is an inconsistency between customer reviews and their

actual ratings by comparing them with the ratings resulting from the model. This paper proposes an efficient deep learning

(DL) model for classifying customer reviews and assessing whether there is inconsistency. The recommended model’s

performance and stability are examined on a large dataset of product reviews from Amazon e-commerce. The experimental

findings showed that the proposed model dominates and significantly outperforms its peers regarding prediction accuracy

and other performance measures.
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1 Introduction

Communication with customers on e-commerce websites

takes place electronically rather than physically. For that,

each customer needs to pinpoint precisely the product they

desire and then confirm its characteristics by corresponding

it with the features shown on the product page. After that,

the customer checks reviews from peer customers to see

what they said about the product’s quality being purchased

and provides written justification. Reviews provide much

information [1, 2], including user opinions on products,

reasons for unfavorable reviews, and recommendations.
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This information reflects satisfaction or dissatisfaction with

the presented service and assists customers and e-com-

merce websites. It enables customers to make well-in-

formed decisions and fosters customer loyalty to

e-commerce websites [3, 4]. In contrast, e-commerce

website developers concentrate on the customers’ core

problems, which enhances service goodness and boosts

customer satisfaction [5, 6].

Ratings and reviews are consumers’ most reliable data

sources, providing vital information to help them make

more informed decisions before purchasing products. In

addition to the reviews, customers may also give star rat-

ings in the form of numeral values, which convey their

general opinion of the product’s quality. In prevalent

practice, these numeral values are typically provided in the

range of one to five, where a star rating of one or two

represents the worst opinion, and the middle (or neutral)

opinion is depicted by a star rating of three. In contrast, a

four- or five-star rating declares the best view [7].

The issue arises when there is a discrepancy between

customer reviews and the related ratings. Some customer

reviews can be fabricated by paying human content pro-

ducers to write reviews of genuine products. Also, text-

generation algorithms can be utilized to provide customer

reviews [8]. We may often discover that customer reviews

and the corresponding ratings are inconsistent. In contrast,

we might find that a customer wrote a highly negative

review but gave a four- or five-star rating or a highly

positive one- or two-star rating. Competitors might employ

this strategy of inconsistency by flooding negative thoughts

about their rivals. By over-saturating the market with these

reviews, online platforms’ ranking algorithms may reduce

the attack firm’s visibility.

Most e-commerce websites want to address this incon-

sistency in customer reviews. As a result, this inconsistency

may cause customers to find it challenging to find pertinent

information among several reviews. It is necessary to

develop a model capable of rating reviews according to the

classification of review polarity, which might be either

positive or negative, to tackle this issue. Hence, the

resulting rating review is compared to the actual customer

rating review to illustrate whether there is a similarity and

consistency between them or whether the customer review

rating is inconsistent and unreliable in making decisions

before purchasing products.

The bag-of-words or bag-of-n-grams models [9] were

utilized to transform customer reviews into a vector with

fixed-length features, which were then used for training.

These models have significant weaknesses despite their

popularity and success. They disregarded the semantic

relationship between words, messed up the word order, and

had problems with large-dimensional and data variance.

DL has recently demonstrated promising sentiment

analysis (SA) findings. SA is locating and classifying the

customer sentiment (customer satisfaction and dissatisfac-

tion) expressed in a text. Word vector [10] is an unsuper-

vised technique that effectively captures the semantics of

words. Words are depicted as vectors, and words with

comparable semantic properties are closer to one another in

vector space. Linguistic patterns are included in this text’s

vector representation. Like word vectors, paragraph vector

[11] is an unsupervised technique that understands feature

vectors with the constant length for text with changing

length. In various classification applications, paragraph

vector has assured its superiority over bag-of-words models

and other types of text representation. It can determine the

semantic relationships of a text with high accuracy and

requires little training time.

SA, also known as opinion mining, is one of the research

topics that are hot and growing, making it challenging to

keep up with all the activity there. It aims to investigate

how people’s opinions and attitudes toward various sub-

jects, events, problems, people, and things are conveyed

via text reviews or comments. The biggest online store in

the world, Amazon, is an example of one that permits its

consumers to rate its products and submit reviews freely.

Analyzing these reviews to determine whether they are

favorable or harmful will help customers make decisions

that range from buying products like cameras and phones

to writing reviews for movies and making investments, all

of which will have a significant impact.

1.1 Motivation

In the realm of e-commerce, customer reviews and ratings

are pivotal in shaping purchase decisions. However, a

significant challenge arises due to the inconsistency often

observed between the textual reviews and the numerical

ratings provided by customers. For instance, a review may

express dissatisfaction but be accompanied by a high rat-

ing, or vice versa. This discrepancy hinders the ability of

potential buyers to make informed decisions as they

struggle to ascertain the true sentiment behind a product

review. Addressing this challenge, our paper introduces a

novel deep learning (DL) model designed to detect and

analyze inconsistencies between customer reviews and

ratings on e-commerce platforms. The model harnesses the

power of two-branch deep learning architecture to effi-

ciently classify customer reviews into positive or negative

categories and then assesses the congruency between these

classifications and the actual customer ratings. To illustrate

the practical challenges our model aims to overcome,

consider the following example. A customer leaves a

review for a smartphone, stating, ‘‘The camera quality

exceeded my expectations, capturing stunning images in

low light,’’ yet assigns a rating of two stars. Traditional
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methods might struggle to interpret this inconsistency,

leading to confusion for future customers. Our model is

designed to identify such discrepancies, enhancing review

systems’ reliability and aiding customers in making better

purchasing decisions. This paper not only demonstrates the

effectiveness of our DL model through extensive experi-

mentation but also highlights its superiority in terms of

prediction accuracy and performance measures compared

to existing models.

1.2 Contributions

The main contributions of this paper are as follows:

1. Development of an end-to-end deep learning (DL)

model for classifying customer reviews and addressing

inconsistency in customer review ratings.

2. Assessment of the proposed DL model’s effectiveness

using a large dataset of Amazon e-commerce product

reviews.

3. Conversion of unstructured text into structured format

for analysis using the DL model, through various

preprocessing operations including data cleaning, nor-

malization, and more.

4. Introduction of a novel two-branch deep learning

model, diverging from traditional models like LSTM

and RNNs, for classifying customer reviews and

acquiring anticipated ratings.

5. Comparison of the DL model’s predicted customer

review ratings with actual customer review ratings to

check for consistency or inconsistency.

6. Execution of several experiments to test the stability

and performance of the proposed DL model.

7. Demonstration of the proposed DL model’s superiority

over other methods in terms of prediction accuracy and

various evaluation metrics.

1.3 Paper structure

The remainder of the paper is structured as follows. Sec-

tion 2 covers the related work and literature review. Sec-

tion 3 presents the suggested methodology and its

components. Section 4 offers the experimental findings and

comparisons. Finally, conclusions and suggestions for

future work are outlined in Sect. 5.

2 Literature review

This paper is based on two lines of research: firstly, a line

that applies sentiment classification and analysis to analyze

textual information. Secondly, a line that predicts customer

ratings using customer reviews. This section offers some

recent studies on these two lines, as follows. Recently, DL

has grown in popularity because it can use its hierarchical

designs to learn high-level abstractions. DL algorithms

have been used in many research to examine online

reviews. A recursive neural tensor network was presented

in [12] for semantic compositionality over a sentiment tree

bank. This model achieved acceptable results for the

Stanford sentiment tree bank’s single-sentence positive/

negative sentiment classification. A convolutional neural

network (CNN) [13] with several layers was utilized by

Kalchbrenner et al. [14] to get a good SA outcome. By

convolutional processes, the method showed various posi-

tioning latent, dense, and low-dimensional word vectors.

Nonetheless, CNN has proven to be an effective method for

classifying text; it ignored sequential information when

learning long-distance dependencies while concentrating

on local sentence features, significantly impacting

classification.

Tang et al. [15] introduced a neural network to generate

sentence representations of a document expression con-

secutively. LSTM networks [16, 17] or CNN are used to

learn the model of sentence representation. Then, using a

gated recurrent unit (GRU), the sentences’ semantics and

relationships are encoded into the document expression. In

[18], a neural network model was offered that determines

the review text’s semantics but also the information of the

related user. A continuous matrix was employed to repre-

sent a user, and a neural network was used to classify

sentiments based on the product of a word matrix. A user

matrix [19] utilized a matching one-layer CNN to realize

IMDB and Yelp datasets review embeddings. The pre-

sented CNN used various lengths of reviews to generate

300-dimensional vectors. One-dimensional convolution

was executed through moving filters of widths 3 and 5 on

the word embeddings and generated numerous feature

maps. Only meaningful features were included by applying

maximum-overtime pooling in the pooling layer. A

300-dimensional vector was made by concatenating the

output of many filters. The Softmax function [20] was

employed as an activation function to train the network

over K-classes. To anticipate review ratings of restaurant

reviews from Yelp and product reviews from Amazon, Seo

et al. [21] employed attention-based CNNs.

For classifying the sentiment of product reviews, a DL

architecture was presented in [22] that employed widely

accessible ratings as weak supervision signals. The

framework comprised two stages: knowing a high-level

expression that captured the overall sentences’ sentiment

distribution through rating information. A classification

layer was added to the embedding layer, and labeled sen-

tences were used for supervised fine-tuning. To model

review phrases, CNN and LSTM network structures were

investigated. A dataset from Amazon was used to assess
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the architecture. Using customer reviews of hotels on the

island of Tenerife, Martin et al. [23] designed and tested

classifiers that relied on CNN and LSTM and concluded

that LSTM RNNs outperformed CNNs in predicting review

ratings. To classify online Amazon Reviews using the

Amazon API, the effectiveness of three machine learning

techniques—support vector machine (SVM), Naive Bayes

(NB), and maximum entropy (ME)—was compared in

[24]. The reviews were separated as positive, neutral, and

hostile. Uni-grams and weighted uni-grams incorporating

positive and negative keywords were employed to extract

features and train the presented machine learning classi-

fiers, improving accuracy.

To address the mismatch between the provided Ama-

zon.com customer review and the associated rating, SA

utilizing a DL approach was carried out [25]. Paragraph

vectors were used first to understand the semantic rela-

tionships of a review text by converting the product

reviews of Amazon.com to fixed-length feature vectors.

Review embedding was also categorized and sorted to

create a product sequence supplied to GRU for product

embedding recognition train a support vector machine

(SVM) for classification, an embedding review from

paragraph vectors and product embedding from GRU were

combined. According to [26], the efficacy of three distinct

machine learning algorithms—Multinomial NB, linear

SVM, and LSTM—was assessed through comparison,

training, and testing using a dataset made up of product

reviews from Amazon.com that could be classified binary

as either positive or negative. The performance of LSTM

for binary sentiment classification of Amazon.com product

reviews was the most acceptable and was not significantly

influenced by the product category from which the reviews

were sourced.

A machine learning-based model was designed in [27]

to spot discrepancies between customer reviews and the

corresponding ratings on e-commerce websites. The con-

sistency between reviews and ratings was investigated

using an LSTM-based model that classified each review as

either positive or negative polarity. The resulting polarity

was compared with the customer rating to define its con-

sistency. Three different ways were employed in the

studies, anticipating how each review would rate on a scale

of 1 to 5, categorizing reviews into three different cate-

gories—positive, negative, and neutral, and last, dividing

reviews into two categories—positive and negative. The

presented model was found to work well for two-class

classification. Through opinion analysis of Amazon pro-

duct reviews, Shah et al. [28] divided the reviews into

favorable, neutral, and unfavorable product sentiments.

Four machine learning techniques—logistic regression,

multinomial NB, Bernoulli NB, and random forest—were

employed to apply SA by classifying reviews after merging

the data with some neutral and unfavorable sentiments and

determining their accuracy. Noori [29] suggested a

framework for classifying and forecasting consumer sen-

timents. an international hotel provided reviews from its

customers. Six machine learning methods, including SVM,

artificial neural network (ANN), Naı̈ve Bayes (NB), deci-

sion tree (DT), C4.5, and k-nearest neighbor (K-NN), were

employed to categorize sentiments from the customer

evaluations.

In [30], a DL-based review rating prediction framework

was presented; this framework has two stages according to

model architectures of DL bidirectional GRU; the first

stage was employed to predict polarity, and the second

stage used the results from the first stage’s polarity classes

to anticipate review ratings from review text. Several tests

were performed on the Amazon and Yelp datasets to assess

the framework. LSTM and RNN-based models for senti-

ment classification and analysis were developed in [31].

Data collection, preprocessing, feature encoding, and

classification were incorporated into the suggested models.

The research employed various textual datasets, including

Amazon Products, IMDB, cell phones and accessories, and

Yelp datasets, to determine the significance of the proposed

models. A semi-supervised short text sentiment classifica-

tion approach based on an enhanced Bert model was pre-

sented in [32] for unlabeled and imbalanced quick text data

sentiment analysis. The MixMatchNL approach, which

integrates a sizably large number of unlabeled data with a

relatively small quantity of labeled data to produce the

labeled data, is used to create the improved data. The

model’s conventional cross-entropy loss function was

upgraded to the Focal Loss function to address the data

imbalance in short text datasets. The developed model,

Text-CNN, LSTM, Bi-LSTM, and Bert models were

assessed in the experiments on the public datasets for

Amazon reviews and Chrome reviews.

3 The proposed methodology

This paper proposes a sentiment classification system based

on DL for Amazon reviews. The proposed system consists

of the following steps: preprocessing, converting the doc-

ument to sequence, feature extraction, and classification.

During text data analysis, data preprocessing is essential.

The goal of text preprocessing is to convert unstructured

text into a format that can be fed into models for further

analysis and learning. Filtering data through preprocessing

is a key aspect of data normalization. Among the steps in

preprocessing data are normalization, word tokenization,

eliminating stop words, and changing the text to lowercase.

Data cleaning was achieved by implementing various tasks

in this work.
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3.1 Data Preprocessing

Sentiment analysis models do not take into account punc-

tuation. Due to their lack of relevance to sentiment anal-

ysis, these punctuations need to be removed. So, erasing

the Punctuation was the first preprocessing step. When

customers share their reviews, they often write in a way

that doesn’t follow standard grammar rules. This means

that their text may include both uppercase and lowercase

letters, making it difficult for certain methods to classify

their feedback correctly. The entire text was converted to a

standardized format to address this issue. As the second

preprocessing step, the ‘‘lower’’ function was used to

convert all uppercase text to lowercase while keeping all

other characters intact. So, we can help the classifier better

determine the sentiment of the text. Finally, covert text to

tokens. Tokenization is a powerful technique used to divide

text streams into smaller, more manageable components.

By breaking down larger pieces of content into fragments

or phrases, tokenization helps to simplify the analysis of

complex textual material. When tokens are applied, data

mining becomes much more straightforward, making it an

essential tool for lexical evaluation and highly beneficial in

the fields of semantics and sentiment analysis.

3.2 The proposed DL method

CNNs learn to identify patterns across space, whereas

RNNs are trained to recognize patterns over time [33].

RNNs succeed at NLP jobs requiring understanding long-

range semantics, such as POS tagging or question

answering. In contrast, CNNs succeed in situations

requiring the recognition of local and position-invariant

patterns. These patterns might represent important phrases

that convey a sentiment. So, we proposed a SA and clas-

sification using CNNs.

The proposed CNNs contain an input layer, embedding

layers, convolutional layers, pooling layers, a dropout

Layer, a fully connected layer, and a classification layer.

The convolutional and pooling layers encode the input

tokens, while the other layers are considered prior encoding

feature classifiers. Each convolutional filter extracts words

or phrases from the raw text, creating an element for the

encoded feature vector. The subsequent layers take the

feature vector generated by the convolutional filters as

input. Therefore, examining the CNN subsequence and

classification layers could aid in determining the best

convolutional filters.

Instead of working on serial and sequential layers, the

proposed DL model implies the concept of feeding the

input features into two different branches. Our deep

learning employed two branches. This method typically

comprises two branches, allowing the model to process

input data through parallel routes. Each branch can spe-

cialize in capturing different input features, contributing to

a more comprehensive representation.

The two-branch deep learning architecture employs

parallel processing to enhance the model’s ability to learn

complex patterns and relationships in the data by simulta-

neously considering multiple perspectives or features. This

method is used with deep learning to tackle the difficulties

associated with training extremely deep neural networks.

This method facilitates the flow of information across

multiple layers more efficiently. This approach helps to

address the vanishing gradient problem and makes it pos-

sible to train very deep networks.

The proposed deep learning model comprises two paths:

the main and secondary paths. The main path consists of an

input layer and an embedding layer. Meanwhile, the sec-

ondary path contains two branches that directly pass the

input, or a slightly transformed version of it, from the

embedding layer to a later layer in the network. The main

innovation of this approach is that instead of having the

main path learn to approximate the identity function, the

network is explicitly forced to learn the difference between

the input and the output. The following point can sum-

marize the flow of features through the proposed deep

learning model.

1 The input data are fed into two branches.

2 Each branch processes the input independently and

learns different aspects of the underlying features.

3 The outputs from both branches are then joined

together or concatenated.

4 The combined output is passed through an activation

function, such as ReLU, and added to the original input

data.

Using these complex architectures with less data can easily

lead to over-fitting. Feeding the input into two branches

can result in simpler models, while we have the benefit of

complex structures. Using two branches instead of serial

layers proves its ability to enhance performance and sta-

bility. This method overcomes dataset shortages, such as

insufficient data, even if there is an imbalance between

dataset labels. The proposed method feeds the output of the

embedding layer to two different branches. In other

meaning, the proposed model comprises two models in

each branch. These branches consisted of convolutional,

batch normalization, a nonlinear activation function,

dropout, and global max pooling layer. Each convolutional

layer consisted of 100 filters. The batch normalization layer

was utilized to overcome the problem of changing the

layer’s parameter based on the previous one. Therefore, the

normalization is done using batch normalization for each

mini-batch during training.
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A global max pooling layer is utilized to downscale the

obtained feature matrices by setting the size of the pool

equal to the input size of feature matrices. A fully con-

nected layer converted the input size into an N-dimensional

output vector. The global max pooling layer output from

each branch is concatenated together.

fully connected layer: RM ! RN

RM and RN denote the input size and the number of classes,

respectively. Finally, Softmax is an activation function for

the final classification layer. This approach generates

trustworthy and private feature maps from two sub-models,

not just one, as with the CNNs model. So, the performance

of the overall model is not significantly impacted by the

mistake that happens in one branch. The design of the

suggested architecture employs multiple paths with various

hyperparameters for efficient feature extraction. The

overall architecture is shown in Fig. 1. Table 1 gives the

overall description for different layers in the proposed DL

method. Following clarifying the critical steps of the sug-

gested DL method, the pseudo-code defining the proposed

DL method is provided in Algorithm 1.

The proposed DL model combines many features, such

as increasing representation power, improving learning

efficiency, and being flexible in branch design. So, com-

bining features from two separate paths can result in more

informative and richer representations of the input data. In

addition, splitting the processing tasks into two branches

allows for better learning and optimization than a single,

complex branch. Finally, it is possible to customize each

branch by adding different types and numbers of layers to

capture specific aspects of the data. The next algorithm

illustrates the overall process of the proposed method.

Algorithm 1 The proposed DL method
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4 Experimental results and analysis

This section shows the details of the experimental results to

evaluate the proposed methodology, describes the evalua-

tion measures, and discusses the classification results.

4.1 Dataset description

The dataset utilized in this study was extracted from

Amazon product reviews [34], with a total of 3.5 million

product reviews. Each review was recorded with its ID, the

reviewer’s name, the body, the date it was posted, the

number of positive votes achieved, the review title, and the

rating. In our case, however, we utilized only two attri-

butes: the body of the review and the rating. The rating is

based on a 5-star scale. In this study, we conducted three

different experiments. In the first experiment, we utilized

the proposed model in predicting five classes where each

class represents a rating value (ratings 1 to 5). In the second

experiment, we used the proposed model in predicting

three categories: the negative class (class 0: ratings 1 and

2), the neutral class (class 1: rating 3), and the positive

class (class 2: ratings 4 and 5). In the last experiment, we

used the proposed model to predict the negative class (class

0: ratings 1 and 2) and positive class (class 1: ratings 3, 4,

and 5). Figure 2 shows the data visualization of the dataset

Fig. 1 Framework of the

proposed methodology
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used, representing the relationship between the number of

reviews and ratings. According to Fig. 2, it is evident that

reviews were highly unbalanced between different data

classes.

4.2 Experiment setup

The proposed methodology was trained in an offline

learning mode but using online resources on the Kaggle

dataset [34], and the hyperparameters were tuned using

Adam. The hyperparameters in our architecture are:

• Mini Batch Size=128.

• Epochs = 100.

• Initial Learn Rate=0.001.

• Learn Rate Schedule=’piecewise’.

• Validation Patience = inf.

• Learn Rate Drop Factor=0.1.

• Learn Rate Drop Period=2.

• Optimizer = Adam.

Parameters are randomly initialized and updated using

Adam, while scheduling annealing was used to drop the

learning rate every two epochs. Scheduling annealing was

used to accelerate the optimizer convergence and achieve

minimum errors. Scheduled annealing is proposed with

Adam to update the network parameters. This algorithm

helps avoid local minima and saddle points, and conver-

gence to the global optimum solution is made possible by

the scheduled annealing [35]. The dataset is split into

learning and testing. To run all experiments in this study,

MATLAB 2022a 64 bits was used on a computing envi-

ronment with a Dual Intel� Xeon� Gold 5115 2.4 GHz

CPU and 128 GB of RAM on the operating system

Microsoft Windows Server 2019. Thus, 80% of the data

was used for learning, while 20% was used for evaluating

the proposed approach. Finally, a tenfold cross-validation

method is employed to reduce model error for learning and

testing purposes.

4.3 Evaluation measures

In this paper, to ensure that the experimental results are

statistically reliable, the efficiency of the proposed

methodology must be evaluated using standard measures.

There are specific terms that need to be defined before

talking about these standard metrics, as follows:

• True Positive ðTPÞ: represents the percentage of

truthful reviews that are successfully categorized using

the proposed methodology.

• True Negative ðTNÞ: defines the percentage of false

reviews that are successfully categorized using the

proposed methodology.

• False Positive ðFPÞ: represents the percentage of

truthful reviews categorized as false reviews.

• False Negative ðFNÞ: describes the percentage of false

reviews categorized as truthful reviews.

To that end, the main assessment measures utilized in this

paper are accuracy, precision, recall, F1-score, sensitivity,

and specificity. Accuracy determines how frequently the

classifier makes the right prediction, which is the number of

successful predictions ðTP þ TNÞdivided by the total number

of predictions ðTP þ TN þ FP þ FNÞ. Precision gauges the

quality of a classifier, which is the True Positive prediction

TP divided by the total number of positive classified pre-

dictions ðTP þ FPÞ. Recall determines how many positive

data it returns, which is the True Positive prediction TP
divided by the sum of True Positive and False Negative

predictions ðTP þ FNÞ. F1-score estimates the accuracy of a

classifier, which incorporates both precision and recall

measures by calculating their harmonic average. Sensitivity

specifies the number of positive data rightly predicted, which

is similar to recall. Specificity defines the number of negative

data rightly predicted, which is the True Negative prediction

TN divided by the sum of True Negative and False Positive

predictions ðTN þ FPÞ.

4.4 Results analysis

In this part, we compared the empirical outcomes of the

proposed methodology with other methods on the Amazon

customer reviews dataset. The suggested system and

selected methods are executed on a framework with

Table 1 Full description of the proposed DL model

Layer type Activations Number of learnable

Sequence input 1 � 1 � 1 0

Word embedding layer 100 � 1 � 1 15141700

Convolution 200 � 1 � 1 40200

Batch normalization 200 � 1 � 1 400

ReLU 200 � 1 � 1 0

Dropout 200 � 1 � 1 0

1-D Global max pooling 200 � 1 0

Convolution 200 � 1 � 1 60200

Batch normalization 200 � 1 � 1 400

ReLU 200 � 1 � 1 0

Dropout 200 � 1 � 1 0

1-D Global Max Pooling 200 � 1 0

Concatenation 400 � 1 0

Fully connected No of classes � 1 2005

Softmax No of classes � 1 0

Classification output No of classes � 1 0
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identical parameters and tested on the Amazon customer

reviews dataset for a reliable comparison. The results in

Table 2 reflect the performance of the proposed method for

predicting five classes of product reviews in terms of

accuracy, specificity, precision, recall, and the F1-score,

where boldface numbers indicate the best results. The

proposed methodology was compared with four counter-

parts (LSTM [27], Bi-LSTM, Text-CNN, and Bert (Bidi-

rectional Encoder Representations from Transformers)

[32]). The proposed methodology ranked first in classifi-

cation accuracy, while Bi-LSTM ranked first in the F1-

score. According to the utilized sample of Amazon

reviews, the proposed method used the most significant

sample size of 568,454 records. Figure 3 compares the

proposed methodology and peers’ methods regarding the

accuracy and F1-score. According to Fig. 3, the proposed

achieved the highest classification accuracy, but Bi-LSTM

achieved the highest results in terms of the F1-score.

Figure 4 displays the Confusion matrix of the proposed

methodology for predicting five classes. Finally, the sen-

sitivity and specificity curves of the proposed method for

predicting five categories are shown in Fig. 5.

The performance of the proposed method for predicting

three product reviews in terms of accuracy, specificity, pre-

cision, recall, and the F1-score is displayed in Table 3, in

which boldface numbers indicate the best results. The pro-

posed methodology was compared with eight counterparts

(LSTM [27], paragraph vectors, paragraph vectors with

GRU [25], logistic regression, multinomial NB, Bernoulli

NB [28], weighted uni-grams-SVM, and weighted Uni-

grams-NB [24]). According to the results in Table 3, the

proposed methodology ranked first in all performance

measures. Logistic regression ranked second in all evalua-

tion metrics with a dataset of 35,000 product reviews. The

paragraph vectors approach and paragraph vectors with

GRU obtained the worst results but utilized the most

extensive product reviews compared with other counter-

parts. Figure 6 compares the proposed methodology and

peers’ methods regarding the F1-score. According to Fig. 6,

the proposed method achieved the highest F1-score, but

multinomial NB achieved the worst results in terms of the

F1-score. Figure 7 displays the confusion matrix of the

proposed methodology for predicting three classes. Finally,

the sensitivity and specificity curves of the proposed method

for predicting three categories are shown in Fig. 8.

The results in Table 4 show the proposed method’s per-

formance for predicting two product reviews in terms of

accuracy, specificity, precision, recall, and the F1-score.

Note that boldface values denotes the best results. The pro-

posed methodology was compared with five counterparts

(LSTM [27], linear SVM, multinomial NB [26], weakly

supervised deep embedding (WDE)-CNN, and WDE-LSTM

[22]). According to the results displayed in Table 4, The

proposed methodology ranked first in all performance

measures except precision. Multinomial NB ranked first in

terms of precision. Linear SVM obtained the worst results in

all performance measures. According to the utilized sample

of Amazon reviews, the proposed method used the most

significant sample size of 568,454 records. Figure 9 com-

pares the proposed methodology and peers’ methods

regarding the accuracy and F1-score. According to Fig. 3,

the proposed achieved the highest classification and F1-

score. Figure 10 displays the Confusion matrix of the pro-

posed methodology for predicting two classes. Finally, the

sensitivity and specificity curves of the proposed method for

predicting two categories are shown in Fig. 11.

4.5 Consistency examination

After classifying the customer reviews and obtaining their

predicted rating based on the proposed DL model, the final

Fig. 2 Data visualization of the number of reviews versus ratings
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Table 2 Results of the proposed

methodology for predicting 5

classes

Method Sample Size class Accuracy Specificity Precision Recall F1-score

Proposed Methodology 568,454 1 0.95 0.97 0.77 0.76 0.76

2 0.95 0.97 0.51 0.57 0.54

3 0.94 0.96 0.56 0.62 0.59

4 0.89 0.92 0.52 0.65 0.58

5 0.88 0.84 0.94 0.88 0.91

Average 0.92 0.93 0.66 0.69 0.67

LSTM [27] 29,163 1 – – 0.63 0.77 0.70

2 – – 0.33 0.00 0.01

3 – – 0.34 0.15 0.21

4 – – 0.41 0.23 0.30

5 – – 0.67 0.88 0.76

Average – – 0.47 0.41 0.40

Text-CNN [32] 72,500 Average 0.85 – – – 0.85

Bi-LSTM [32] 72,500 Average 0.90 – – – 0.90

Bert [32] 72,500 Average 0.91 – – – 0.89

Fig. 3 Classification accuracy

and F1-score of the proposed

methodology and counterparts

methods for predicting five

classes

Fig. 4 Confusion matrix of the

proposed methodology for

predicting 5 classes
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step remains, which involves comparing the predicted

customer review ratings resulting from the proposed DL

model and the actual customer review ratings to clarify

whether there is consistency between them or whether the

customer review rating is inconsistent. In case the proposed

DL model classifies the customer review according to the

classification of review polarity as a negative rating and the

actual customer rating is a 1 or 2, then we can conclude that

there is consistency between the customer review and its

actual rating; otherwise, for customer ratings 3, 4, or 5 we

can infer that there is inconsistency between the customer

review and its actual rating. On the other hand, if the

proposed DL model classifies the customer review as a

positive rating and the actual customer rating is 1 or 2, then

we can deduce that there is an inconsistency between the

customer review and its actual rating; otherwise, for cus-

tomer ratings 3, 4, or 5 we can infer that there is consis-

tency between the customer review and its actual rating.

4.6 Managerial implications and advantages

The system we propose provides numerous managerial

implications and advantages. To begin with, it can be

seamlessly integrated into an already established online

review system. Additionally, it can be utilized as a con-

sistency checker before publishing any review rating on the

product webpage. Lastly, the system can automatically

generate a rating on a 1-5 scale, and reviewers can be

prompted to write a review based on sentiments.

Fig. 5 Sensitivity and specificity curves of the proposed methodology

for predicting five classes

Table 3 Results of the proposed methodology for predicting three classes

Method Sample Size class Accuracy Specificity Precision Recall F1-score

Proposed Methodology 568,454 0 0.95 0.97 0.83 0.83 0.83

1 0.94 0.96 0.54 0.64 0.58

2 0.94 0.87 0.97 0.95 0.96

Average 0.95 0.93 0.78 0.81 0.79

LSTM [27] 29,163 0 – – 0.70 0.75 0.72

1 – – 0.89 0.97 0.93

2 – – 0.71 0.01 0.02

Average – – 0.76 0.58 0.56

Paragraph vectors [25] 3.5 M Average 0.81 – 0.59 0.41 –

Paragraph vectors and GRU [25] 3.5 M Average 0.82 – 0.59 0.43 –

Logistic regression [28] 35,000 0 – – 0.79 0.63 0.70

1 – – 0.62 0.35 0.45

2 – – 0.93 0.98 0.96

Average – – 0.78 0.65 0.70

Multinomial NB [28] 35,000 0 – – 0.81 0.25 0.38

1 – – 0.54 0.01 0.02

2 – – 0.87 1.00 0.93

Average – – 0.74 0.42 0.44

Bernoulli NB [28] 35,000 0 – – 0.61 0.48 0.54

1 – – 0.37 0.23 0.28

2 – – 0.91 0.95 0.93

Average – – 0.63 0.55 0.58

Weighted Uni-grams-SVM [24] 24,500 Average 0.81 – – – –

Weighted Uni-grams-NB [24] 24,500 Average 0.77 – – – –
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Nonetheless, the proposed system must be learned in this

scenario to predict ratings within the 1–5 range, as

demonstrated in 2.

5 Conclusions and future directions

Most customers on e-commerce websites rely on reviews

and accompanying ratings to evaluate the quality of prod-

ucts. There is frequently an inconsistency between reviews

and ratings, making it challenging to identify pertinent

information amid many reviews. This paper proposed an

effective DL model based on the flow of the feature into

different branches instead of working on serial and

sequential layers for classifying customer reviews and

checking for inconsistency between reviews and ratings.

The performance and stability of the suggested DL model

were evaluated on a sizable dataset. We conducted three

separate experiments for this study. In the first experiment,

the positive class (class 1: ratings 1 and 2) and negative

class (class 2: ratings 3, 4, and 5) were predicted using the

suggested model. Secondly, We employed the proposed

model to expect three classes: positive class (class 1: rat-

ings 1 and 2), neutral class (class 2: rating 3), and negative

class (class 3: ratings 4 and 5). Finally, we employed the

suggested model to anticipate five classes, each corre-

sponding to a rating value (ratings 1, 2, 3, 4, and 5). The

experimental outcomes demonstrated that the performance

of the proposed model is much better than its counterparts

in terms of prediction accuracy and other performance

criteria.

However, this paper has some limitations that need to be

investigated. Firstly, Amazon doesn’t ask clients to add the

real date of the visit, which may introduce biased out-

comes. Additionally, the suggested DL model robustness

Fig. 6 F1-score of the proposed

methodology and counterparts

methods for predicting three

classes

Fig. 7 Confusion matrix of the proposed methodology for predicting

three classes Fig. 8 Sensitivity and specificity curves of the proposed methodology

for predicting three classes
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requires to be validated via additional review platforms.

Also, the proposed DL model encounters difficulties in

accurately addressing nuanced language issues like sar-

casm, irony, and subjective reviews that stem from the

ambiguity of the language used and the speaker or writer’s

intention, which is characterized by the deliberate use of

words and may contradict the literal meaning. Finally,

although the DL model supports experimenters with an

efficient route to create inferences about complex data with

large volumes, it is often criticized for being a black box

model with untraceable and unknown forecasts.

Table 4 Results of the proposed

methodology for predicting two

classes

Method Sample size class Accuracy Specificity Precision Recall F1-score

Proposed methodology 568,454 0 0.95 0.96 0.79 0.87 0.83

1 0.95 0.87 0.98 0.96 0.97

Average 0.95 0.92 0.89 0.92 0.90

LSTM [27] 29,163 0 – – 0.76 0.85 0.80

1 – – 0.97 0.95 0.96

Average — — 0.86 0.90 0.88

Linear SVM [26] 60,000 Average 0.86 – 0.86 0.86 0.86

Multinomial NB [26] 60,000 Average 0.90 – 0.92 0.87 0.90

WDE-CNN [22] 11,754 Average 0.88 – – – 0.88

WDE-LSTM [22] 11,754 Average 0.88 – – – 0.88

Fig. 9 Classification accuracy

and F1-score of the proposed

methodology and counterparts

methods for predicting two

classes

Fig. 10 Confusion matrix of the proposed methodology for predicting

two classes

Fig. 11 Sensitivity and specificity curves of the proposed methodol-

ogy for predicting two classes
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In future, an in-depth investigation is required to

experiment with more platforms. Improving the prepro-

cessing stages using methods such as integrating weighted

word embeddings via TF-IDF is a viable solution to

increase the classification accuracy further. Other machine

learning-based models, especially unlabeled learning

techniques, could be employed for further analysis. The

capacity of the proposed DL model in other languages,

such as Arabic, must also be explored. In addition, the

inclusion of various machine learning-based models with

different meta-heuristic optimization algorithms could be

discussed. A sarcasm detector is needed to accurately

explore sarcastic phrases in customer reviews by analyzing

their characteristics compared to non-sarcastic ones, which

improves the understanding of subtle communication pat-

terns in online interactions. Last but not least, this study

will be continued and expanded so that the suggested DL

model can be applied to a variety of reviews and datasets,

where the suggested DL model developed using Amazon

customer reviews as training data may also be used with

many other datasets that lack numerical rating values. For

example, it can set ratings to comments on YouTube or

Twitter or just forecast the rating of comments from dif-

ferent online stores that only allow text reviews with no

rating option. Thus, this model can enhance the customer

experience. This effort will also increase the capability of

the proposed model so that it can be utilized in domains

other than e-commerce, such as fake news detection, nat-

ural language processing, visual recognition, and fraud

detection.
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