
ORIGINAL ARTICLE

COVID-19 drug repurposing model based on pigeon-inspired optimizer
and rough sets theory

Ibrahim Gad1 • Mohamed Torky2 • Yaseen A. M. M. Elshaier3,7 • Ashraf Darwish4,7 • Aboul Ella Hassanien5,6,7

Received: 10 December 2022 / Accepted: 14 January 2024 / Published online: 22 February 2024
� The Author(s) 2024

Abstract
Discovering the most effective anti-SARS-CoV-2 drugs is the optimal solution to get back to a normal life without

COVID-19. Drug repurposing, also known as drug repositioning, has become one of the most important solutions for

developing new COVID-19 drugs. However, this alternative requires long-term laboratory experiments to reach the

optimal drug that involves the best combination of drug features to resist the COVID-19 virus. In response to this

challenge, the COVID-19 drug repurposing (C19-DR) model based on pigeon-inspired optimizer (PIO) and rough sets

theory (RST) is proposed. The proposed model presents a new rough set-based feature selection technique that uses a

pigeon-inspired optimizer algorithm to find and validate the optimal reduct of drug features to design an effective COVID-

19 drug. Moreover, the proposed model can investigate the efficiency of multiple medications against the COVID-19 virus

based on the half-maximal inhibitory concentration (IC50) threshold. The effectiveness of the proposed COVID-19 drug

repurposing model has been validated using a laboratory drug dataset consisting of 60 medications. The practical results

show that the optimized rough set reduct of {hydrogen bonding acceptor (HBA) and number of chiral centers} is the most

significant reduct that can be used to design an effective COVID-19 drug. Moreover, the proposed drug design model could

verify the efficiency of a selected dataset of drug models based on evaluating the IC50 metric. The verification results

proved the high effectiveness of the proposed model in evaluating the predicted IC50 with an accuracy of 91.4% and MSE

of 0.034. These findings might be a promising solution that can assist researchers in developing and repurposing novel

medications to treat COVID-19 and its new viral mutants.
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1 Introduction

In drug industry, drug repurposing has become a central

issue for discovering new drug and vaccine models. The

process of developing new drugs is time-consuming and

involves a significant amount of effort to fight the viruses

that are being targeted. The pharmaceutical industry has

depended on drug repositioning, also known as drug

repurposing, refiling, redirection, and therapeutic flipping,

as a potentially effective strategy for drug discovery for

decades. Medication repositioning is based on finding

novel applications for current or discontinued medications

with safe and effective pharmacokinetic profiles [1]. Drug

repositioning entails the combination of pharmaceuticals

with varied indications, decreasing drug resistance, and the

more effective treatment of severe illnesses. The effec-

tiveness of drug repurposing has been significantly

enhanced by the usage of computational methodologies

such as ligand-based drug design, structure-based drug

design, and more recently, the integration of artificial

intelligence (AI) techniques [2–4].

The world is still suffering from the COVID-19 virus

and its mutants [5]. Although all countries have applied

multiple precaution procedures to block COVID-19 infec-

tion propagation and limit the number of infected people,

the world is still suffering from viral mutants. One of the

fastest and most effective approaches to resist the COVID-

19 pandemic is drug repurposing [6]. The idea is based on

the interaction between drugs and a small component of the

body tissue of the receptor. To cause the biological influ-

ence, the receptor will interact with particular pharmaco-

logic properties included in the drug. The descriptors
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features are components of the medicine that has important

biological and chemical effects. The following routes are

involved in the development of drug–receptor interactions:

ion–dipole interaction, HBs, van der Waals interactions,

and ionic bond formation. These are examples of reversible

reactions [7]. HBs are created when electronegative atoms

(Cl, F, N, S, and O) come into contact with a proton that

has been bonded to one of the electronegative atoms.

Several drugs have amino, hydroxyl, carbonyl, or carboxyl

groups, and the receptor protein has many interchangeable

hydrogen atoms that may be replaced. HBs have an

important function in defining ligand (drug) activity

specificity, which is essential for drug development. The

drug–receptor interaction can be dissociated because HBs

break down quickly.

AI is fast becoming a popular technology in medicine

and pharmacy [8]. It has many medical applications, such

as disease recognition and diagnosis, and end-to-end drug

discovery and development. In pharmacology, AI can assist

in many applications including drug discovery, dose

determinations, and drug impact monitoring. Using AI-

based expert systems, doctors can make the best and

optimal medical diagnosis decisions. Moreover, AI aids

them with drug therapy tracking, medication combinations,

and the best selection of drug formularies [6].

Machine learning is an interesting approach to AI

because it enables machines or software systems to make

the right decisions based on previously training data. As a

result, machine learning algorithms can be utilized effec-

tively in drug repurposing and discovery processes [9, 10].

Since data gathering is usually highly dimensional and

imbalanced, particularly in medical datasets, some real-

world applications have been restricted in their ability to be

utilized. A critical step in the development of an effective

machine learning model is the feature selection method-

ology, which removes any unnecessary attributes that

might potentially decrease the accuracy of the model.

Feature selection is a technique used for picking a subset of

attributes from a large set of data attributes to reduce the

dimensionality of the feature space to carry out an efficient

classification task [11].

On the other hand, the step of feature selection is an

important aspect of the machine learning approach. The

process can be performed manually by an expert or auto-

matically by several various algorithms [12]. One of the

most effective mathematical approaches that can be used

for feature selection is the rough sets theory (RST). The

main advantage of RST is that it preserves the qualities of

the original features while deleting unnecessary informa-

tion. A rough set-based feature selection is based on the

concept of finding a globally minimum reduct, which is the

minimal set of features from a large set of features that

contain the most significant information. The current

feature selection approaches are insufficient and ineffective

enough to identify a globally minimum reduct of the best

minimum features. This limitation makes that RST is a

good alternative for developing efficient feature selection

techniques.

Although greedy strategies, often known as hill-climb-

ing approaches, are characterized by using heuristic

information based on a rough set of feature significance,

they did not work well in determining the minimal reduct

of features. The forward features selection method of

greedy algorithms might make them effective in making

decisions about candidate features based on the relevance

of their characteristics. However, these algorithms did not

direct the search in the optimal path to getting the mini-

mum and optimal reduct of best features [13].

This paper introduces a significant rough set-based

COVID-19 drug repurposing model. The optimized feature

selection process of this model is performed using pigeon-

inspired optimizer (PIO), which can determine the optimal

pharmacological reducts-based features (subset) through an

RST-based fitness function to design a novel COVID-19

drug model [14, 15]. The experimental results have shown

that the pharmacological feature and the number of rotat-

able bonds were shown to be the most significant variable

that accurately designs COVID-19 drugs. In addition, the

optimized rough set reduct of (hydrogen bonding acceptor

(HBA) and number of chiral centers) is shown to be the

optimal reduct that can be selected to design a novel

COVID-19 drug model. Moreover, the proposed COVID-

19 drug repurposing model can be used to validate the

efficiency of multiple drugs against the COVID-19 virus

based on the half-maximal inhibitory concentration (IC50)

measure. This paper introduces a significant rough set-

based COVID-19 drug repurposing model. The optimized

feature selection process of this model is performed using

pigeon-inspired optimizer (PIO), which can determine the

optimal pharmacological reducts-based features (subset)

through an RST-based fitness function to design a novel

COVID-19 drug model [14, 15]. The experimental results

have shown that the optimized rough set reduct of {hy-

drogen bonding acceptor (HBA) and the number of chiral

centers} is shown to be the optimal reduct that can be

selected to design a novel COVID-19 drug model. More-

over, the proposed COVID-19 drug repurposing model can

be used to validate the efficiency of multiple drugs against

the COVID-19 virus based on the half-maximal inhibitory

concentration (IC50) measure.

The main contributions of this paper are summarized as

follows:

• The proposed COVID-19 drug repurposing (C19-DR)

model used to discover a new medication to COVID-19

coronavirus.
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• The proposed model has been designed based on

pigeon-inspired optimizer and rough sets theory to

design the optimal drug that involves the best reduct of

pharmacological features to resist the COVID-19

coronavirus.

• The proposed model investigates the efficiency of

multiple medications against the COVID-19 virus based

on the half-maximal inhibitory concentration (IC50)

threshold.

• The proposed model can precisely predict the useful-

ness of multiple medications against the COVID-19

virus based on calculating the IC50 value.

• The proposed model predicted an IC50 with an R2 of

90%.

• The reduct of hydrogen bonding acceptor (HBA) and

number of chiral centers was shown to be the optimal

reduct that can be selected to design a novel COVID-19

drug.

2 Related work

Over the past decade, most research in drug repurposing

has emphasized the use of classical pharmacological

techniques such as molecular docking, drug signature

matching, gens association, pathway mapping, and retro-

spective clinical analysis [16]. Only in the past 10 years

have studies of drug repurposing directly addressed how

artificial intelligence (AI) can be used to discover and

develop various drug repurposing models [17, 18], for

instance, cancer drug discovery [19], central nervous sys-

tem diseases [20], and hepatocellular carcinoma [21].

There are several large cross-sectional studies, which

suggest AI models for discovering COVID-19 drug designs

[22].

Mohammad et al. [23] conducted a comprehensive

investigation of a set of four deep learning algorithms,

Hopfield network and long short-term memory (LSTM),

restricted Boltzmann machine (RBM), deep Boltzmann

machines (DBM), and deep belief network (DBN) for

discovering COVID-19 drug repurposing model.

Delijewski et al. [24] introduced a supervised machine

learning technique based on a trained dataset encoded in

chemical fingerprints. The proposed model has been vali-

dated using a set of measures for evaluating the model’s

possibility to generalize to new chemical spaces and

contribute to designing a novel COVID-19 drug. The

results clarified that the zafirlukast drug is the best repur-

posing model for COVID-19.

Aghdam et al. [25] proposed an informative feature

selection technique based on a machine learning approach

for COVID-19 drug redesign. The proposed methodology

is based on identifying the major proteins relative to

COVID-19 pathology as candidate drug target features

through a pre-established biological network of COVID-

19. The practical results produced five clusters of drugs that

have the best features for treating COVID-19 coronavirus.

Behdad et al. [26] proposed a novel deep learning

framework to explain how COVID-19 drug repurposing

can be performed and accelerated using eight layers of an

artificial intelligence model. The theoretical model can be

utilized for analyzing, identifying, and predicting COVID-

19 drug repurposing stages according to the author’s

suggestion.

Sharma et al. [27] investigated the efficiency of a pro-

posed deep learning technique called Deep-AVPpred for

discovering peptide drugs suitable for infection viral such

as COVID-19. It is a novel deep learning classifier utilized

for discovering antiviral peptides (AVPs), which can be

used for designing antiviral drugs for use in veterinary and

human medicine. The experimental results have shown that

Deep-AVPpred achieved precision values of 94% and 93%

on validation and test datasets, respectively. This result

refers to the effectiveness of Deep-AVPpred in predicting

novel AVPs for developing drug repurposing models for

viral infections.

Ramadhan et al. [28] used the random forest algorithm

to predict the effectiveness of eucalyptus, an herb against

COVID-19 coronavirus. The experimental results clarified

that some eucalyptus compounds, such as 1, 8-cineole, and

alpha-terpinene, can interact with the COVID-19 protein;

therefore, eucalyptus herb can be used for developing novel

COVID-19 drug repurposing models.

All of the studies reviewed here support the possibility

of using machine and deep learning techniques for devel-

oping COVID-19 drug repurposing models. However, most

of these AI models are not new, not sufficient, and still

require more improvements in their classification and

regression accuracy for developing COVID-19 drug

repurposing models. Therefore, proposing new approaches

for COVID-19 drug repurposing is a necessary issue and

still requires more research work. COVID-19 drug
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repurposing based on rough set theory is a novel approach

and fertile area of research [29].

The main strengths of rough sets are that they can be

utilized for data classification to discover structural rela-

tionships within noisy, incomplete, and imprecise data.

However, the main challenge with rough sets is rough set

reduction (i.e., identifying the minimal features of datasets

that can be used for classification tasks). In response to this

challenge, many researchers utilized swarm intelligent

algorithms for solving rough set reduction problems, for

example, colony optimization [30], particle swarm opti-

mization [31], and fish swarm algorithm [32]. Other solu-

tions can be based on heuristic algorithms (i.e., greedy

approximation) such as genetic algorithms [33]. However,

these classes of algorithms may fail in detecting the min-

imal and optimal rough set reducts. Therefore, swarm

intelligent algorithms inspired by nature are more effective

in detecting rough set reducts than heuristic algorithms.

3 Theoretical foundation of mathematical
models

This section provides a background about the principles of

rough sets theory, and how it can be used to produce a set

of reductions while doing a features selection procedure.

Moreover, the principles of the methodology of pigeon-

inspired optimizer are discussed to clarify how produced

reduct sets of features are optimized efficiently.

3.1 Principles of rough sets theory

Rough sets theory (RST) is a mathematical discipline ini-

tially proposed by Z. Pawlak in 1982 [34]. RST can be

defined as a mathematical model that specifies a special

class of set theory in which the uncertainty of its elements

can be controlled by two sets, named the lower and upper

approximations. A detailed explanation of RST is dis-

cussed in [35].

An information system (IS) can be mathematically

represented by the notation IS ¼ ðI;A;D;/Þ, where I rep-

resents a finite set of rows or objects in the information

system. Each object corresponds to a specific entity or

instance under consideration, such as patients in a medical

database or customers in a sales dataset. A denotes a

defined set of columns, attributes, or features in the

information system. These attributes describe different

characteristics or properties of the objects in the system.

Examples of attributes could include age, gender, and

income.

D signifies the union of feature domains, which is rep-

resented as D ¼ [a2ADa. Here Da represents the possible

values or states that attribute a can have. For instance, if an

attribute represents the color of an object, Da could be the

set of colors such as red, blue, and green. /a is a function

that maps each object in I to a value in the corresponding

feature domain Da. In other words, /a : I ! Da assigns a

specific value from Da to each object for attribute a. This

function determines the specific value of attribute a for

each object in the information system.

On the other hand, the decision system can be specified

as S ¼ ðI;A [ fdg;D;/Þ, where A and d represent condi-

tion attributes and target (decision) features, respectively.

Assuming that the subset U � A, the equivalence rela-

tion is denoted by Eq. 1.

RU ¼ fðx1; x2Þ 2 I � I : 8a 2 U; aðx1Þ ¼ aðx2Þg ð1Þ

The partition of I, created by RU , is represented by the

notation I=RU and is denoted by Eq. 2.

I=RU ¼ f½x� : x 2 Ig ð2Þ

where [x] is the equivalence class, i.e.,

½x� ¼ fy 2 Ikðx; yÞ 2 RUg
The R-upper and R-lower approximations of a subset

V � I are defined by Eqs. 3 and 4, respectively.

RþðxÞ ¼fx 2 I : ½x�R \ V 6¼ /g ð3Þ

RþðxÞ ¼fx 2 I : ½x�R � Vg ð4Þ

A rough set of V with respect to the equivalence relation R

is denoted by the order pair ðRþðxÞ;RþðxÞÞ.
The feature set A is defined as the union of two subsets:

F and L (A ¼ F [ L). F represents the condition features,

while L represents the decision features. The positive

region includes all I rows that can be categorized into I/L

classes based on the data provided in feature F. The pos-

itive region can be mathematically represented by Eq. 5.

POSFðLÞ ¼ [x2I=LRþðxÞ ð5Þ

The degree of dependency can be used to identify rough set

reducts.
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cFðLÞ ¼
kPOSFðLÞk

kIk ð6Þ

where the notation kIk represents the cardinality of set I.

cFðLÞ represents the dependency or regression quality

between the set of condition features (F) and the set of

decision features (L) in an information system [35].

The dependency function plays a crucial role in deter-

mining the predictive performance of a feature set and can

be utilized as a feature importance metric, as shown in

Eq. 7.

bFðLÞ ¼ R2ðcFðLÞÞ ð7Þ

where R2 is defined as follows.

R2 ¼ 1�
Pn

i¼1ðyi � ŷiÞ
2

Pn
i¼1ðyi � �yiÞ2

ð8Þ

The reduction of features is crucial for improving compu-

tational efficiency, reducing noise or redundancy, and

enhancing model interpretability. This reduction process

involves comparing the equivalence relations of different

feature sets. By comparing equivalence relations, it is

possible to identify redundant or irrelevant features that do

not contribute significantly to the predictive power of the

decision feature. These features can then be eliminated,

resulting in a reduced feature set that retains the same

predictive potential. Features with high dependency values

are considered more important and have a stronger influ-

ence on the performance and efficiency of predictive

models.

3.2 Reducts

Reduct is a major concept of rough set theory. Reduct is

defined as a minimized subset of features from the original

set with keeping the accuracy of the original set. Therefore,

reduct is frequently employed during the feature selection

process to eliminate redundant and irrelevant features to

reach the optimal decision for a specific problem.

A reduct is mathematically defined as a minimum subset

M of the original feature set F such that, for a given col-

lection of features L, cMðLÞ ¼ cFðLÞ. Also in this case, the

minimum subset M is defined as cM�fagðLÞ 6¼ cMðLÞ
8a 2 M. As a result, no features in subset M may be

eliminated without impacting the degree of dependency. In

this case, according to this concept, the global minimum

may not be the minimal subset (a reduct of smallest car-

dinality). There may be several reduct sets in a given

dataset, and the term indicates the collection of all reducts.

Mall ¼ fX : X � F; cXðLÞ ¼ cFðLÞ; cX�fagðLÞ 6¼ cXðLÞ; 8a 2 Xg
ð9Þ

The core is defined as the intersection of all the sets in Mall.

The core consists of a subset of features that cannot be

removed without introducing more contradictions to the

representation of the dataset. A reduct with a minimum

cardinality is an ideal objective for many problems,

including feature selection. This process involves a careful

examination and evaluation of the elements in order to

identify a specific element within the reduct set denoted as

Mmin � Mall.

Mmin ¼ fX : X 2 Mall; 8Y 2 Mall; jXj � jYjg ð10Þ

3.3 The principle of pigeon-inspired optimizer
(PIO)

The PIO is a swarm intelligence method that is influenced

by nature [32]. Many researchers have used swarm meth-

ods to solve optimization challenges. Recent studies show

that the PIO method can handle a large number of opti-

mization problems, such as the planning of air robots’

routes, automatic landing system, and PID design con-

troller [33]. The main goal is to improve swarm solutions

by changing the speed and location of each individual

according to a mathematical equation inspired by natural

swarm behavior. Algorithm 1 shows the main steps of the

PIO.
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Algorithm 1 Pigeon-inspired optimizer

To demonstrate how PIO works, the pigeon i’s velocity

(Vi) and location (Xi) are modified for each iteration. Viðt þ
1Þ and Xiðt þ 1Þ are adjusted in accordance with the current
iteration tth, which is shown in Eqs. 11 and 12.

Viðt þ 1Þ ¼ViðtÞ � e�Rt þ randðXg � XiðtÞÞ ð11Þ

Xiðt þ 1Þ ¼XiðtÞ þ Viðt þ 1Þ ð12Þ

At each iteration t, ViðtÞ represents the pigeon’s velocity,

Xg denotes the global optimal solution, rand() indicates a

random number, R represents the map and compass factor,

and XiðtÞ represents the pigeon’s current position.

All pigeons are ranked according to their fitness score in

the landmark operator. From Eq. 13, just 50 percent of the

pigeon population (Np) is taken into account when it comes

time to determine where to place the center pigeon in each

subsequent generation. However, the other pigeons change

their flight path based on the ideal position of their final

destination. There are two equations involved in this pro-

cess: One determines the location of a particular bird using

Eq. 14, and the other updates the locations of all other birds

using Eq. 15 [32].

Npðt þ 1Þ ¼NpðtÞ
2

ð13Þ

Xcðt þ 1Þ ¼
P

Xiðt þ 1Þ � FitnessðXiðt þ 1ÞÞ
Np

P
FitnessðXiðt þ 1ÞÞ ð14Þ

Where Xi denotes the current position of all pigeons, and

Xc indicates the centering pigeon’s location (desired

destination).

Xiðt þ 1Þ ¼ XiðtÞ þ randðXcðt þ 1Þ � XiðtÞÞ ð15Þ
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4 The proposed COVID-19 drug repurposing
(C19-DR) model

Based on the methodologies of the PIO algorithm and

rough set theory, we explain in this section how a proposed

COVID-19 drug repurposing (C19-DR) model can be

designed. The core idea behind the proposed model is to

use the PIO algorithm and generate a new fitness function

using rough set theory to find and validate the optimal

reduct of pharmacological features to design an effective

COVID-19 drug model. The integration of PIO and rough

sets theory can return optimized reducts, which can then be

ranked for designing a novel COVID-19 drug based on the

best reduct of pharmacological features. Algorithm 2

describes the main steps of the proposed CR-19 model.

Algorithm 2 The main steps of the proposed C19-DR model
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Figure 1 demonstrates the general architecture that

describes the main phases of the proposed model. The main

phases of the proposed CR-19 model are described in detail

as follows.

4.1 Pre-processing phase

The main objective of the data preprocessing phase is to

prepare the drug dataset, which involves pharmacological

features. Therefore, the proposed model can be efficiently

trained and evaluated. This phase includes three main

steps, namely: (a) Standardization: Dataset standardization

involves rescaling all features to a common scale and

distribution while preserving the original variables’ ranges

and variances. (b) Handling missing data: To train models

on a consistent entire feature space, it is essential to handle

missing data properly. To solve the issue of missing data,

the mean method is used to fill in any dataset attributes that

have missing values. (c) The training and testing splitting:

The preprocessed data are randomly split into two distinct

training and test subsets using common rules, such as 70%/

30% or 80%/20%.

4.2 Optimal reduct generation phase

The primary objective of this study was to identify the

optimal drug that involves the best combination of phar-

macological features to effectively resist the COVID-19

virus. In this phase, the generation of optimal reducts is

done through the following processes.

4.2.1 Pigeons position specification process

Optimizing feature selection process using PIO requires

firstly to specifies pigeons positions before executing PIO

method. In this process, the proposed model specifies the

pigeon (solution) using a vector with a certain length

N (N represents the total number of attributes). Position and

velocity vectors were initialized randomly from the range

[0, 1]. The position of the pigeon is indicated by strings of

N binary bits. In this case, each bit stands for a feature, and

the value of ‘‘1’’ means that the corresponding attribute is

picked, whereas a value of ‘‘0’’ implies that it is not. Each

position corresponds to a subset of features.

A sigmoidal function is used in Eq. 16 to transform the

velocity of each pigeon ViðtÞ into binary form during

Drug Properties

The best reduction generation based
on PIO and RST Phase

C19-DR Model

Pigeons Position Specification
Process

Pigeons Interspaces Identification
Process

Pigeons' Positions Update Process

Rough Set-based Fitness Function
Calculation Process

Return the best reducts

Best reduct Determination Process

Information Table: Drug Properties

AssetsC1 C2 C3 AssetsC4 ...... Cm

... Cm IC50... C1 C2
X1

X2

Xn

Select r number of features from C and build new reducts

Conditional feature set:
C={ c1, c2, ..., cm}

Universal of data items:
U={x1, x2, ..., xn}

 The class IC50 of data items:
IC50 ={IC501, IC502, ..., IC50k}

... Cm IC50... C1 C2

X1

X2

Xn

... Cr IC50... C1 C3

X1

X2

...

Xn

Anti-SARS-CoV-2
drugs Dataset

Assetsr1 r2 r3 Assetsr4 ...... rn

Pre-processing
dataset phase

1. Standardization
2. Missing data
3. Train and Test

Splitting

Model Validation Phase

Fig. 1 The general architecture of the proposed COVID-19 drug repurposing model
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iteration t. Equation 17 modifies the location of each

pigeon based on the sigmoid function value and the uni-

form random number r, which ranges from 0 to 1. After the

velocities are transferred using the sigmoid function, the

locations are adjusted to reflect the new values.

sðviÞ ¼
1

1þ expðvi
2
Þ ð16Þ

Xði;pÞðtÞ ¼
1; sðviÞ[ r

0; otherwise

�

ð17Þ

4.2.2 Pigeons interspaces identification process

The second phase in optimizing pharmacological feature

selection using PIO is pigeons interspace identification. It

is possible to compute the distances between two pigeons

using what is called the Hamming distance. It is a mathe-

matical metric for comparing two binary data strings. This

metric can be imported here to identify the distances

between pigeons in PIO algorithm. For example, the

Hamming distance between X and Y, which represents the

positions of two different pigeons, is the number of ‘‘1’s’’

in the binary bit string X 	 Y .

4.2.3 Pigeons’ positions update process

This phase represents a real step toward the optimal solu-

tion of PIO algorithm in a given features selection problem.

Every iteration of PIO algorithm begins with a random

starting location for each pigeon in the swarm. A pigeon

aims to move one step forward in the problem space based

on the behaviors of searching, swarming, and continuing to

follow the optimal solution. Thus, to assess these three

behaviors, a fitness function is utilized. The pigeon with the

best fitness value is selected to change the other pigeons’

positions.

4.2.4 Rough set-based fitness function calculation process

The fitness function is the most important technique used to

get the optimal solution in a given optimization problem. In

this phase, a new fitness function is proposed based on

rough set theory to optimize the produced reducts of

selected features. Fitness function is applied to each reduct

to compute its fitness value. In particular, three components

determine this function: the number of features in the

reduct, the coefficient of determination (R2) or perfor-

mance of the regression model ( bCðDÞ), and the mean

square error (MSE). The mathematical definition of the

fitness function is stated in the following Eq. 18:

Fitness ¼ w1 � bCðDÞ þ w2 �MSE þ w3 �
SF

TF
ð18Þ

where bCðDÞ is the performance of the regression model

(also called dependency). SF represents the number of

‘‘1’s’’ in a binary bit position that denotes the number of

selected features. The term TF refers to the total number of

features. w1;w2; and w3 are three weights that correspond

to the significance of regression performance, MSE, and

reduct length, w1 2 ½0; 1�, and satisfy the following con-

dition: w1 þ w2 þ w3 ¼ 1.

The importance of a feature in the gradient boosting

model is equal to the sum of the importance’s of the cor-

responding nodes. It would thus be completely consistent

to describe the significance of a set of features as the sum

of the importance of all the related nodes if there is such a

set. And the latter is precisely equal to the total of the

importance of the various features. The weight function for

each reduct is defined as follows:

Reduct weight ¼
X

fi2TF
importanceðfiÞ � TF � SF

TF ð19Þ

Where TF denotes the total number of features, and SF

represents the number of selected features, and

Reduct weight represents the calculated weight assigned to

a specific reduct. The function importanceðfiÞ corresponds
to the measure of significance or relevance attributed to

each fi feature. Moreover, the condition

importanceðfiÞ[ threshold implies that only features with

an importance value exceeding a predefined threshold are

considered.

4.2.5 Best reduct determination process

This is the last phase of the proposed pharmacological

features selection process. In this phase, a PIO finds a

rough set reduct that maximizes the fitness function in the

current iteration. This indicates that in this iteration, the

PIO finds its local best solution to the problem. After all

pigeons have been finished, a new iteration will begin by

the same way. The stop condition of PIO algorithm is

either reaching the maximum number of iterations or

finding the minimal reduct that consists of the best selected

pharmacological features to design a novel COVID-19

drug model.

4.3 Validation of drugs phase

This phase aims to evaluate the effectiveness of the C19-

DR model to determine its prediction ability on untested

drug data. The C19-DR model’s performance is evaluated

using a number of reducts that have different numbers of

pharmacological features. To further assess its
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generalizability, the C19-DR model’s ability to predict the

IC50 value of a newly tested dataset is also evaluated. The

performance of the C19-DR model is measured using

standard metrics, including the coefficient of determination

(R2) and mean squared error (MSE). Reducts generated

through the C19-DR framework are evaluated and com-

pared based on these performance metrics. Finally, after

extensive validation, the proposed model can be utilized as

a recommendation system to accurately predict the drug for

COVID-19.

5 Experimental results and evaluations

This section illustrates the performance and validation

results of the proposed C19-DR model in discovering a

novel COVID-19 drug based on PIO algorithm and rough

set theory. The model was implemented using Python

programming language and the scikit-learn libraries.

Moreover, the experimentation was conducted on a Google

Colab cloud platform equipped with a 2.6-GHz processor

and 32 GB of memory. To provide a comprehensive

overview, this section is divided into three subsections.

Firstly, Subsect. 5.1 focuses on the analysis and visual-

ization of the dataset used in the study. Secondly, Sub-

sect. 5.2 presents the evaluation metrics employed to

assess the performance of the proposed model. Lastly,

Subsect. 5.3 presents the analysis of the experimental

results obtained from the model.

5.1 Drug dataset description

This section presents how the dataset is constructed from

publicly available anti-SARS-CoV-2 drugs. A data col-

lection was created for several COVID-19 medications.

Molecular properties and Lipinski’s rule (Rule of 5) were

used to calculate the characteristics of these medications.

They all have distinct descriptions on which the testing

trials were performed. In addition, the data describe the

medications’ original pharmacological functions. Table 1

displays a few samples from the used drug dataset which

consists of nine pharmacological features [14]. The

attributes of the drug dataset are: hydrogen bonding donor

(HBD), hydrogen bonding acceptor (HBA), calculated logP

(CLog P) as a lipohilcity metric, number of rings, molec-

ular weight (Mwt), number of non-hydrogen atom (NHA)

also known as number of heavy atoms, topological surface

area (tPSA), number of chiral center, number of rotat-

able tonds, and IC50%.

There are a variety of statistical methods available for

determining a correlation value between dataset features.

The most widely used is Pearson correlation coefficient

(PCC). The PCC is used to evaluate the correlation

between two numerical variables in order to determine the

relationship that exists between those variables. The PCC

value ranges from -1 to ?1, where the value of 0 means

that there is no correlation and a value of ±1 means that

there is a perfect positive/negative correlation. On a dataset

with many attributes, the correlation values between attri-

butes (i.e., features) can be visualized in a correlation

matrix. The correlation matrix is a symmetric matrix with

all diagonal elements equal to ?1. Fore instance, The

created correlation matrix in Fig. 2 shows that there is a

strong positive correlation between Mwt-feature and no. of

NHA-feature with correlation value 0.94. On the other

hand, there is a high negative correlation between tPSA-

feature and clog P-feature with a correlation value �0.72

as shown in Fig. 2.

5.2 Evaluation metrics

Optimization models, such as the C19-DR model, are

typically assessed using three widely used metrics: mean

absolute error (MAE), mean square error (MSE), and

coefficient of determination (R2). These metrics play a

crucial role in evaluating the performance and convergence

of optimization algorithms, enabling the determination of

the best results. The utilization of MAE and MSE allows

for a comprehensive analysis of the optimization outcomes,

providing insights into the accuracy and precision of the

model’s predictions. Equations 20–22 describe how MAE,

MSE, and R2 can be calculated, respectively.

Table 1 A sample of chemical descriptors for anti-SARS-CoV-2 drugs approved by the FDA

Name Class Mwt HBD HBA CLog P No. of

rings

No. of

NHA

tPSA No. of chiral

center

No. of

rotatable bonds

IC50(l
M)

Remdesivir Antiviral 602 4 13 1.24929 4 33 201.32 1 13 1.3

Lopinavir Antiviral 628 4 5 6.0946 4 57 120 4 15 9.1

Terconazole Antifungal 532 0 8 4.8136 5 27 62.13 1 8 11.92

Amoxicillin Antibiotic 365 4 6 –1.8715 3 25 132.96 4 4 16.12
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MAEðy; ŷÞ ¼ 1

n

Xn

i¼1

kyi � ŷik: ð20Þ

MSEðy; ŷÞ ¼ 1

n

Xn

i¼1

ðyi � ŷiÞ2: ð21Þ

R2 ¼1�
Pn

i¼1ðyi � ŷiÞ2
Pn

i¼1ðyi � �yiÞ2
ð22Þ

where yi is the i
th actual value, ŷi is the i

th predicted value,

�y is the mean of observed values, and n is the number of

observed values.

5.3 Results analysis

The primary objective of this study was to identify the

optimal drug that involves the best combination of phar-

macological features to effectively resist the COVID-19

virus. In response to this challenge, the COVID-19 drug

repurposing (C19-DR) model based on PIO and RST is

proposed. The optimization function of the proposed C19-

DR has been validated using the anti-SARS-CoV-2 drugs

dataset developed in the laboratory. Moreover, the gradient

boosting algorithm has been utilized for selecting the most

important features in the generated reducts. To assess the

optimization function of C19-DR, the measures R2 and

MSE with 10-fold cross-validation were evaluated.

The pharmacological features, which can be optimized,

are hydrogen bonding acceptor (HBA), hydrogen bonding

donor (HBD), calculated logP (CLog P) as a lipophilicity

metric, number of rings, molecular weight (Mwt), number

of non-hydrogen atom (NHA) also known as several heavy

atoms, topological surface area (tPSA), number of rotat-

able bonds, number of chiral centers, and IC50.

Although drug dataset may contain many features that

have high impacts while designing medications, few

Fig. 2 The correlation matrix of the dataset
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features are required for developing an effective and opti-

mal regression model for generating drug reducts. A subset

of such features is selected to increase the value of R2

while simultaneously decreasing the value of MSE. After

selecting the optimal reduct using the proposed feature

selection approach, the modified dataset is used to train the

selected regression model.

Table 2 shows the minimal reducts generated by the

C19-DR methodology and the corresponding reduct weight

and R2 values. As a result of the dimension reduction, the

generated reducts demonstrate the most important phar-

macological features that can be used in designing a novel

COVID-19 drug.

In addition, the results of generating different reduct

sizes of the optimal features that can be used for repur-

posing COVID-19 drug are shown in Figs. 3, 4, 5, and 6.

Figure 3 depicts that the best dual reduct consists of two

pharmacological features, number of HBA, and number of

chiral center. Moreover, this combination of the two

pharmacological features showed the highest R2 value,

0.91, the highest stability value of 0.971, and the least MSE

of 0.03. This means that the two selected features hold

substantial significance in the development of a novel

COVID-19 medication.

Figure 4 depicts that the best triple reduct which consists

of the best three pharmacological features can be combined

and used for designing a novel COVID-19 drug model.

This combination showed testing results, R2 of 0.40, sta-

bility of 0.74, and MSE of 0.24. Although, this reduct

clarified good training results, the testing results show that

it is not recommended to be used for designing a novel

COVID-19 medication.

Figure 5 shows that the best quadruple reduct which

consists of the best four pharmacological features can be

used for developing a novel COVID-19 drug model. This

combination depicted testing results R2 of 0.79, stability of

0.79, and MSE of 0.08. Although, this reduct clarified good

training results and somewhat acceptable testing results, it

is not the optimal solution for designing a novel COVID-19

medication model; hence, this combination of pharmaco-

logical features may not be recommended to use.

Table 2 The minimal reducts

generated by the C19-DR model
Name R2 Reduct weight Reduct

Reduct1 1 0.778 [No. of chiral center, No. of rotatable bonds]

Reduct2 1 0.778 [HBA, No. of chiral center]

Reduct3 1 0.889 [No. of chiral center]

Reduct4 1 0.889 [No. of NHA]

Fig. 3 The best dual reduct of pharmacological features used to design a novel COVID-19 drug. (a) R2 results and (b) relative importance of the

best two features
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Increasing reduct size with more than four features

produced bad testing results. For instance, Fig. 6 depicts

that the best reduct which consists of six pharmacological

features can be used to design a COVID-19 drug model.

The testing results showed that R2 is �0.54, stability of

0.82, and MSE of 0.62. Although, this reduct clarified good

training results, it is failed in testing results; hence, this

combination of pharmacological features and all reducts

Fig. 4 The best triple reduct of pharmacological features used to design a novel COVID-19 drug. (a) R2 results and (b) relative importance of the

best three features

Fig. 5 The best quadruple reduct of pharmacological features used to design a novel COVID-19 drug. (a) R2 results and (b) relative importance

of the best four features
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that have cardinally more than four features are not be

recommended to use in developing a novel COVID-19

drug model.

Table 3 summarizes the obtained training and testing

results while simulating the methodology of the proposed

C19-DR model for producing all reduct sizes can be used

to design a novel COVID-19 drug model. It is clear that the

dual reduct [HBA, no. of chiral center] is the most sig-

nificant reduct that involves the most important

pharmacological features in designing a novel COVID-19

drug model.

Table 4 summarizes the results of the best obtained

reducts (with cardinality less than or equal 4 features) that

can be used effectively in designing a novel COVID-19

drug model while applying the proposed model C19-DR

across 10 iterations to obtain local and global solutions by

the proposed optimization methodology.

Fig. 6 The best hexagonal reduct of pharmacological features used to design a novel COVID-19 drug. (a) R2 results and (b) relative importance

of the best six features

Table 3 Training and testing results of the proposed C19-DR model in detecting all reducts can be used to design a novel COVID-19 drug model

Iteration Train Test Reduct Weight Cardinality

R2 MSE MAE R2 MSE MAE

9 1.0 0.0 0.0002 0.789 0.086 0.24 [Mwt, HBD, HBA, tPSA] 0.535 4

3 1.0 0.0 0.0004 0.398 0.245 0.346 [Mwt, HBD, tPSA] 0.608 3

7 1.0 0.0 0.0004 0.311 0.281 0.360 [HBA, No. of NHA, tPSA, NO. of chiral center] 0.514 4

2 1.0 0.0 0.0001 0.285 0.291 0.449 [Mwt, HBD, HBA, CLog P, No. of NHA, tPSA] 0.320 6

4 1.0 0.0 0.0001 0.263 0.299 0.432 [Mwt, HBA, No. of NHA, tPSA] 0.539 4

.. ... ... .. ... ... .. .. .. ..

7 0.974 0.028 0.082 �3.246 1.728 0.891 [HBD, No. of rings, No. of chiral center, No... 0.556 4

7 0.903 0.104 0.089 �3.428 1.802 0.815 [Mwt] 0.889 1

6 0.602 0.424 0.323 0.914 0.035 0.164 [HBA, No. of chiral center] 0.885 2

2 0.538 0.492 0.391 �0.545 0.629 0.502 [No. of NHA] 0.889 1

4 0.537 0.494 0.359 �0.167 0.475 0.371 [HBA, No. of rotatable bonds] 0.778 2
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The frequencies for each reduct obtained by applying

the proposed C19-DR models are shown in Fig. 7. More-

over, the frequencies of of appearing each pharmacological

feature in different reducts are depicted in Fig. 8. These

results prove that the high-frequency value of a reduct or a

pharmacological feature does not represent an indicator to

the relative importance of that reduct or feature in devel-

oping a novel COVID-19 drug model. Whereas the optimal

combination of features is based on testing results of

evaluating R2, stability, and mean square error (MSE).

Finally, the proposed C19-DR model was utilized to

investigate the IC50 of the test dataset to verify the effi-

ciency of some tested drugs while simulating the proposed

methodology of C19-DR model. Each produced reduct of

the drug’s features has been evaluated at each trial in order

to examine its influence on the expected IC50 value.

Table 5 shows the verification results of the tested dataset

that consists of 10 drug models. The predicted IC50 values

are compared with the actual observed values to evaluate

the performance and suitability of a tested drug model for

COVID-19. It is known that the more effective drugs must

have IC50 value less than 5. The obtained results in Table 5

show very close predicted IC50 values with the real ones

while applying the proposed C19-DR on all tested drug

models except with the ‘‘Remdesivir.’’ This is the only case

with which the proposed model failed to correctly predict

its IC50 value.

6 Discussion

The existing literature on the development of optimal

COVID-19 drug models using AI techniques is very little

[24, 25, 27]. The current study was designed to determine

the efficiency of integrating pigeon-inspired optimizer and

rough sets theory to design a novel COVID-19 drug

repurposing (C19-DR) model. On the question of getting

the optimal minimal reduct of pharmacological features

that can be used to design an effective COVID-19 drug

model, the proposed C19-DR has been applied and vali-

dated on a laboratory dataset consisting of 60 drugs and

nine pharmacological features. The most obvious finding to

emerge from this investigation is that the dual reduct

consisting of [hydrogen bonding acceptor (HBA) and

number of chiral centers] showed the highest R2 value,

Table 4 The minimal reduct

cardinalities produced by 10

iterations of applying the

optimization method of the

C10-DR model

Iteration Stability value Xgb Xpg

R2 MSE Reduct R2 MSE Reduct

0 0.847 1.000 0.000 [0, 2, 3] 1.000 0.000 [3, 4, 5]

1 0.847 1.000 0.000 [0, 2, 3] 1.000 0.000 [0, 4, 5]

2 0.871 1.000 0.000 [3, 8] 1.000 0.000 [3, 8]

3 0.871 1.000 0.000 [3, 8] 1.000 0.000 [3, 7, 8]

4 0.871 1.000 0.000 [3, 8] 0.989 0.001 [1, 2, 6]

5 0.871 1.000 0.000 [3, 6] 1.000 0.000 [3, 6]

6 0.871 1.000 0.000 [0, 3] 1.000 0.000 [0, 3]

7 0.871 1.000 0.000 [0, 3] 0.999 0.000 [0, 8]

8 0.871 1.000 0.000 [0, 3] 1.000 0.000 [2, 3, 5, 7]

9 0.871 1.000 0.000 [0, 3] 1.000 0.000 [2, 5, 6]

Fig. 7 The frequencies for each reduct size

Fig. 8 How many times a feature is selected
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0.91, the highest reduct’s stability value of 0.971, and the

least mean square error of 0.03 as shown in Fig. 3. This

finding means that the two selected features are the most

significant features that can be used to develop an effective

COVID-19 medication model.

The analysis of the performance of C19-DR models

clarified multiple reducts with different cardinalities of

pharmacological features, which are suggested by the C19-

DR to use in developing the COVID-19 medication model.

However, the obtained results clarified that the higher

number of features of a reduct, the lower the results of

testing accuracy of R2 and MSE.

Surprisingly, the results clarified that there is no impact

on the frequency of a feature/reduct on the effectiveness of

designing a novel COVID-19 drug model. Whereas, the

trade-off among R2, reduct’s stability, and MSE results are

the most important factors. Therefore, Figs. 4, 5, and 6 did

not present the optimal reducts in developing an effective

COVID-19 drug model.

Another important finding was that investigating the

IC50 metric of a tested dataset consists of 10 drug models.

The proposed C19-DR model provided excellent training

and testing results in evaluating the predicted IC50 values.

As depicted previously in Table 5, the performance of the

C19-DR model shows very close results in evaluating the

predicted IC50 values of various 10 drug models in the

tested dataset. The proposed model failed only in evalu-

ating the predicted IC50 value of ‘‘Remdesivir.’’ These

results interpret the efficiency of the C19-DR model to be

used as a recommendation system that can precisely predict

the efficiency of a given drug to COVID-19 coronavirus

with an accuracy of 90%.

The proposed C19-DR model has been compared with

the support vector regression (SVR) model, using the 10-

fold cross-validation (CV) approach to predict the IC50

value as summarized in Table 6. The performance evalu-

ation of the models in this study is conducted using two

commonly employed metrics, namely, R2 and MSE. The

comparison results indicate that the proposed C19-DR

model outperforms the other models, exhibiting the highest

level of performance in accurately predicting and verifying

the IC50 values.

Overall, these results must be interpreted with caution

since the pigeon optimizer may constitute different reducts

of features with different simulation experiments according

to the configuration of the search space of the PIO tech-

nique. This indeed may impact the accuracy of obtained

results in each simulation round. However, this problem

does not call into question the integrity of the system

design and implementation. According to these findings,

we can infer that the efficiency and stability of the used

optimizer and the size of the dataset are major factors on

which the accuracy of getting the optimal solution results

depends. This finding, while preliminary, suggests that

integrating swarm intelligence optimization technique and

using rough set theory to formulate novel fitness functions

used by optimizers can produce an effective drug repur-

posing model. Further work is required to establish the

viability of using other optimization techniques and their

applications on multiple drugs detest discovering new

medications for many chronic diseases, such as asthma,

bowel syndrome, cystic fibrosis, cancer, heart disease, and

lastly, monkeypox.

Table 5 The IC50% verification

results using the proposed C19-

DR model

Name Real IC50 Predicted IC50 Decision

0 Remdesivir 1.30 12.097 Less effective

1 Lopinavir 9.10 9.099 Less effective

2 Ivermectin 2.00 2.000 More effective

3 Amodiaquine dihydrochloride 2.59 2.589 More effective

4 Amodiaquine hydrochloride 2.36 2.360 More effective

5 Benztropine mesylate 13.80 13.799 Less effective

6 Chloroquine phosphate 42.03 42.029 Less effective

7 Chlorpromazine hydrochloride 3.14 3.139 More effective

8 Clomipramine hydrochloride 5.63 5.630 Less effective

9 Fluphenazine dihydrochloride 6.36 6.360 Less effective

10 Fluspirilene 3.16 3.160 More effective

Table 6 Comparison results with the other models

Model R2 MSE

Support vector regression (SVR) model [14] 0.58 18.963

COVID-19 drug repurposing (C19-DR) model 0.914 0.034
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7 Conclusion and future work

The present study was designed to examine the effective-

ness of using a proposed COVID-19 drug repurposing

(C19-DR) model to discover a new medication for the

COVID-19 coronavirus. The proposed model has been

designed based on pigeon-inspired optimizer and rough set

theory to design the optimal drug that involves the best

combination (i.e., reduct set) of pharmacological features

to resist COVID-19 coronavirus through a novel feature

selection methodology. The effectiveness of the proposed

COVID-19 drug repurposing model has been implemented

and validated using a laboratory dataset consisting of 60

medications. The investigation of the proposed model has

shown interesting findings. One of the notable outcomes

derived from this study is that the reduct of {hydrogen

bonding acceptor (HBA) and number of chiral centers} was

shown to be the optimal reduct that can be selected to

design a novel COVID-19 drug. The second major finding

was that the proposed model can precisely predict the

usefulness of multiple medications against the COVID-19

virus based on calculating the IC50 value. Overall, this

study strengthens the idea of depending on the rough set

theory in producing effective fitness functions that can be

used with various optimizers to design invented drug

repurposing models. Before this study, researchers were

not investigating the evidence of using the rough set for

optimizing drug repurposing models.

In a future study, the fitness function and the weight

function will also be important variables in the C19-DR

model for feature reduction, and they will need to be

developed even more to be effective. Parallel algorithms

can be used to accelerate the computation of the reducts for

huge datasets, which can help to reduce overall processing

time. The performance of the model may be further

enhanced by increasing the amount of data available or by

including hyperparameter methods in the model’s con-

struction. These findings might be a promising solution that

can assist researchers in developing and repurposing novel

medications to treat COVID-19 and its new viral mutants.

We believe that this model will be helpful and valuable for

any new infectious disease.
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