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Abstract
This study focuses on real-time hand gesture recognition in the Turkish sign language detection system. YOLOv4-CSP

based on convolutional neural network (CNN), a state-of-the-art object detection algorithm, is used to provide real-time

and high-performance detection. The YOLOv4-CSP algorithm is created by adding CSPNet to the neck of the original

YOLOv4 to improve network performance. A new object detection model has been proposed by optimizing the YOLOv4-

CSP algorithm in order to provide more efficient detection in Turkish sign language. The model uses CSPNet throughout

the network to increase the learning ability of the network. However, Proposed YOLOv4-CSP has a learning model with

Mish activation function, complete intersection of union (CIoU) loss function and transformer block added. The Proposed

YOLOv4-CSP algorithm has faster learning with transfer learning than previous versions. This allows the proposed

YOLOv4-CSP algorithm to perform a faster restriction and recognition of static hand signals simultaneously. To evaluate

the speed and detection performance of the proposed YOLOv4-CSP model, it is compared with previous YOLO series,

which offers real-time detection, as well. YOLOv3, YOLOv3-SPP, YOLOv4-CSP and proposed YOLOv4-CSP models are

trained with a labeled dataset consisting of numbers in Turkish Sign language, and their performances on the hand signals

recognitions are compared. With the proposed method, 98.95% precision, 98.15% recall, 98.55 F1 score and 99.49% mAP

results are obtained in 9.8 ms. The proposed method for detecting numbers in Turkish sign language outperforms other

algorithms with both real-time performance and accurate hand sign prediction, regardless of background.
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1 Introduction

Sign language is a communication tool that deaf and dumb

people use to convey their feelings, thoughts, desires etc. to

the outside of their world. It has a nonverbal form of

communication that uses hands, arm, head, facial gestures

and body posture. According to the data of the world health

organization in 2021, there are around 466 million people

suffering from hearing loss around the world including 34

million children. It is estimated that this number will

exceed 700 million by 2050 Word (Health Organization,

2021). Sign language has a key role in communication for

hearing-impaired people and the rest of society. Although

sign language is not prevalent between normal people,

there are very few people who can interpret it. This creates

a communication barrier between the deaf-mute and other

people, causing them to be unable to express themselves

and to experience difficulties in daily life such as com-

municating with other people, learning at school, shopping

etc. In order to create a common communication base

between these disabled people and the rest of the world,

sign language recognition (SLR) platforms that track and

identify signs performed by signers and convert them into

meaningful letters, numbers, words and expressions has

been developed.

Sign language recognition is based on two fundamental

sensing techniques; vision-based and glove-based [1]. In

glove-based technique, a number of sensors attached to

signers are used to capture the movement, position, direc-

tion and speed of the hand and fingers. Researchers have

used sensors such as data gloves [2], Microsoft Kinect [3],

leap motion controller [4], depth camera [5], surface
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electromyography (sEMG) signal arm rings [6, 7] and

inertial measurement unit (IMU) [6] in their studies.

Although these studies achieved excellent results, it is

generally expensive and not practical for daily life usage.

On the other hand, in case of vision-based techniques, sign

recognition is performed employing images of hand

movements taken with the help of a single camera. Not

only the vision-based technique is easier but also it has

relatively lower computational cost. For the vision-based

technique, image processing or/and signal processing is

performed to identify the relevant clue with segmentation,

contour and boundary modeling, color and motion and

feature vector of the image. Afterward, obtained data are

compared with the stored labeled dataset for final inter-

pretation. During these operations, certain probabilities are

calculated and depending on the probability the output is

classified in the corresponding class.

In recent years, deep learning that is a subset of machine

learning has become popular in vision-based SLR for a

robust and real-time operation [8]. With its high perfor-

mance in image classification, object detection, image

acquisition, semantic segmentation and human pose pre-

diction [9], deep learning achieved great importance and

reliability in sign language studies. In addition, the pro-

cessability of large datasets, which is highly required in

image processing, is another advantage of deep learning

techniques [10]. The main point of deep learning in vision-

based SLR is to make an accurate classification by com-

paring the relevant hand model with the whole image

captured, and process it to find the relevancy in between

[11].

From the literature, the comparison of deep learning and

traditional computer vision models in sign language shows

a tendency for deep learning models to achieve more

effective and accurate results. Traditional computer vision

models typically require long training processes to manu-

ally design and learn acquired features, whereas deep

learning models can operate more quickly and efficiently

due to their automatic feature extraction and learning

capabilities. Recently, the number of studies that utilizing

you only look once (YOLO) CNN method in sign language

has been rapidly increasing [12–17]. It is shown that

YOLO has high impact on accuracy and performance of

computer vision detection [13, 17].

In this study, optimizing YOLOv4-CSP [18], a new

method is proposed to recognize the relevant gesture

without any pre-image processing or the need for a uniform

background. In the proposed method, the numbers of

Turkish sign language, which is the first study using

Turkish sign language in such a method in the literature

according to our knowledge, is used for the validation of

the proposed method. In this method, real-time object

detection is performed by detecting the hand movements of

the users from a video without the need for an external

mechanism.

2 Materials and methods

2.1 Overall approach

In this section, the detailed structure of the proposed

method is explained. In the first step, a dataset is created

using a professional camera, outlining the approach fol-

lowed by the suggested model presented visually in Fig. 1.

Prior to commencing the model’s training, a manual clas-

sification process is undertaken. As a result of this process,

the emerged dataset consists of 1500 labeled images and is

divided into random training, testing and validation stages

at specified ratios. Images for each class are allocated as

70% for training, 15% for validation and 15% for testing.

Data augmentation involves various techniques to alter the

size and quality of training datasets. During training, aug-

mentation techniques such as contrast adjustment, rotation,

mirroring and brightness are utilized to increase data

diversity. Due to the limited size of the Turkish sign lan-

guage dataset for standalone training, different data aug-

mentation techniques are applied to enhance the models’

generalization ability on test data. With these two methods,

both data size and diversity are increased.

Yolov4-CSP is an object detection model based on the

scaling technique [18]. It can be scaled as both small and

large models, with the smallest size and the least number of

parameters. Typically employed for swiftly detecting

objects at lower resolutions, it excels in speed. On the other

end of the spectrum, the largest model boasts the highest

number of parameters and is utilized for detecting more

complex and higher-resolution objects. While this model

often delivers higher accuracy, it demands more compu-

tational power.

2.2 YOLO series

Current object detection algorithms generally have two

methods: one-stage and two-stage. The general architecture

of object detection algorithms is shown in Fig. 2. In two-

stage object detection algorithms, a region recommenda-

tion network (RPN) is used to extract target object infor-

mation from an image and object detection is performed by

making a classification for each proposed region, while in

single-stage object detection algorithms, a full regression

problem is used, instead of suggesting the relevant regions

separately. Thus, an object detection operation is per-

formed which obtains the bounding box and object class

directly from the image.
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Although two-stage object detection algorithms such as

SPP-NET [19], Fast-RCNN [20], Faster-RCNN [21] per-

form better in terms of detection and localization sensi-

tivity, these algorithms could not allow real-time object

detection. As the single-stage object detection algorithm,

YOLO series algorithm is proposed by a group in 2016 [22]

which is also the first regression-based object detection

algorithm.

YOLO offers end-to-end real-time detection by pro-

cessing at 45 fps with a simple regression analysis model

[22]. Although YOLO has opened the door to achieve real-

time object detection, it has the error of detecting and

localizing small-sized objects. A threshold value with a

confidence score is defined for object prediction in the

YOLO algorithm. Bounding boxes that have a value below

the threshold value on the image are eliminated with the

non-maximal suppression technique. Thus, the most

appropriate bounding box for detection is found and a loss

function value is calculated. The detection diagram of

YOLO is shown in Fig. 3.

In 2017, YOLOv2 [23], an improved version of YOLO,

is released. The main purpose of YOLOv2 is to make

improvements in recall and localization while maintaining

classification accuracy. The YOLOv2 architecture has a

Fig. 1 System flow diagram
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Darknet19 backbone structure consisting of 19 convolu-

tional layers. It has been observed that this backbone

structure caused limitations in object detection accuracy in

the studies by researchers. To overcome this limitation,

YOLOv3 [24] with the backbone structure Darknet53,

which is a version of the Darknet architecture in the

backbone structure, is released in 2018. One of the key

features that distinguishes the YOLOv3 architecture from

previous versions is the Darknet53 backbone with residual

modules and short-path connections. It also possesses a

multi-scale prediction FPN to detect objects of different

sizes, especially small objects, within an image. These two

structures have made Yolov3 superior to previous versions

in terms of both speed and performance. In addition, the

YOLOv3 architecture has three object detection heads to

capture information of objects at both low and high level,

which output rich feature maps. However, using logistic

regression in YOLOv3, object confidence score and class

estimation are made for bounding boxes that calculate

different aspect ratios. YOLOv4 [25] is proposed in 2020,

with continuous improvement of YOLO versions to further

improve the object detection ability. The YOLOv4 algo-

rithm is released with increased object detection speed,

parallel computing power and multiple label classification

capability compared to previous versions.

2.3 YOLOv4 algorithm

The YOLOv4 algorithm is proposed by Bochkovskiy et al.

[25] with further optimization and improvement of

YOLOv3. The structure of YOLOv4, unlike other YOLO

series, consists of a backbone used for feature extraction, a

head that performs object classification and bounding box

estimation, and neck structures that contain additional path

connections that provide rich semantic features by col-

lecting feature maps. The YOLOv4 architecture is given in

Fig. 4.

In the YOLOv4 architecture, the authors have used the

CSPDarkNet53 backbone by adding CSPNet [26] to the

backbone structure to make the DarkNet53 [24] neural

Fig. 2 General architecture of object detection algorithm. Inspired by He et al. [19]

Fig. 3 The detection process

diagram in YOLO algorithms
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network more efficient. The main purpose of adding

CSPNet to the backbone is to increase the learning capa-

bility of the network by reducing gradient problems.

CSPDarkNet53 convolutional structure consists of 5 blocks

of CSP and 11 CBM modules. Each CSP block consists of

convolution layer, batch normalization (BN) [27] and

Leakly ReLU [28]. CSP blocks, an innovation in the object

detection network, contain residual (Res) units that allow

the network to become deeper and extract more features.

CSP blocks in YOLOv4 architecture include CSP1, CSP2,

CSP8, CSP8 and CSP4 blocks named according to the

number of Res units they contain.

In order to strengthen the generalization ability of the

YOLOv4 algorithm and to avoid the overfitting issue, the

Mish activation function [29] is used in the neck part, while

the Leakly ReLU activation function is used in the rest of

the network. The spatial pyramid pooling (SPP) module

used in the neck of the network improves the receptive field

size of the network by maintaining the spatial dimension of

the network. In the SPP module, a maximum pooling is

implemented with sliding windows of sizes 1 9 1, 5 9 5,

9 9 9, 13 9 13. The SPP module connected to the last

convolution layer increases the accuracy of the network

without any noticeable change in network operating speed.

In the YOLOv4 algorithm, modified path aggregation

network (PAN) is used to ensure localization. Modified

PAN brings features from lower layers to upper layers with

the help of combined shortcuts. Thus, it made it easier to

gather the information from different layers of the network.

Finally, a modified spatial attention module (SAM) is used

in the neck of the network. Normally, maximum and

average pooling is applied to the input feature maps sep-

arately to create two feature maps in a SAM module. In

YOLOv4, however, these pooling layers are removed and

replaced with a modified SAM module with a convolution

layer.

The YOLOv4 architecture has a more complex structure

than the previous series. In order to improve the accuracy

Fig. 4 General architecture of object detection algorithm. Inspired by Pacal and Karaboga [50]
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of the neural network, many object detection techniques

have been tested and the most appropriate optimization has

been tried to be applied. Bochkovskiy et al. have proposed

two methods that include a set of specific modules. These

are the Bag of Freebies (BoF) and Bag of Specials (BoS)

methods. Bag of Freebies (BoF) offers different training

strategies to the model to increase the detection accuracy of

the model or simply increase the training cost and Bag of

Specials (BoS) also includes a number of methods that

significantly increase object detection accuracy with less

computational cost. The contents of these methods may

differ depending on the detectors designed for different

purposes. This allows researchers to create many new

object detection algorithms that can be used for different

purposes, providing a wide range of studies. BoF and BoS

are used both the backbone and detector part (head ?

neck) to significantly increase the efficiency of YOLOv4.

The contents of the BoF and BoS modules used in

YOLOv4 are given in Table 1.

Offline training of object detection detectors and

obtaining more accurate results from the detector without

affecting the cost of inference during the training is a

preferred training methodology by researchers. Therefore,

the BoF module offers a suitable training strategy in the

backbone with techniques such as DropBlock regulariza-

tion and class smoothing, CutMix and Mosaic data aug-

mentation. In addition, CIoU loss for the sensitivity of the

neural network, CmBN for a more accurate prediction by

batch normalizing the training images, DropBlock regu-

larization, Mosaic data augmentation and SAT to prevent

overfitting, Cosine annealing scheduler, Optimal hyperpa-

rameters and random training shapes used in the head and

neck. The BoS module includes many add-on modules that

significantly increase the sensitivity of the neural network.

These add-on modules include SPP to expand the receptive

field of the network, SAM for the attention mechanism,

PAN to collect feature maps at different layers, Mish

activation function to increase the sensitivity of the net-

work and DIoU-nms to make the true bounding box most

dominant in the final processing stage. The YOLOv4

algorithm is an object detection network that is easy to

optimize due to its structure. As shown in the original

YOLOv4 article, different combinations of the most suit-

able algorithms from BoF and BoS methods have been

tried to be created to obtain better results than YOLOv4.

The head part of the YOLOv4 algorithm is the part that

uses the extracted features to give the final result. Three

YOLO heads are adopted in the detector part of the

YOLOv3. The inputs of the YOLOv4 detector heads con-

sist of rich spatial information from the neck. The main

function here, is to find and classify the best bounding box.

Feature maps of 19 9 19, 38 9 38 and 76 9 76 dimen-

sions are created separately in the detector. These heads,

used to find objects of different sizes, include the target

object’s coordinates [x, y, width (w) and height (h)], a

confidence score and a class prediction score.

2.4 Proposed method

CNN-based object detection algorithms are mostly

designed for different suggestion systems. For researchers,

efficiency is a major part of this. In the EfficientDet [30]

article, it is proposed to increase the efficiency of object

detection algorithms and systematically scale the network

which is one of the key points of CNN. Scaling is a

common technique in CNN architectures such as ResNet

[31], ResNeXt [32] and DarkNet [33]. Scaling in neural

networks is usually done by changing the number of con-

volution layers (depth), the number of convolution filters

(width) or the sizes of the input images. The scaling of the

object detection network not only increases the accuracy of

the network, but also increases the number of network

Table 1 Summary of BoF and BoS used in YOLOv4

Architecture of YOLOv4 BoF used in training BoS used for inference

Backbone d CutMix and Mosaic data augmentation

d DropBlock regularization

d Class label smoothing

d Mish activation

d Cross-stage partial connections (CSP)

d Multi-input weighted residual connections (MiWRC)

Detector (Neck ? Head) d CIoU loss

d CmBN

d DropBlock regularization

d Mosaic data augmentation

d Self-Adversarial Training (SAT)

d Cosine annealing scheduler

d Optimal hyperparameters

d Mish activation

d SPP-block

d SAM-block

d PAN path aggregation block

d DIoU-nms
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parameters, leading to an increase in the high computa-

tional cost. Although the increase in computational cost

makes the object detection network a better detector, it

requires more powerful hardware devices for real-time

applications. In the literature, scaled YOLOv4 has been

proposed by improving the backbone of YOLOv4 to

overcome this problem and provide deepening of the neural

network [18]. The scaled YOLOv4 algorithm is based on

the up and down scaling of the YOLOv4 algorithm with

CSPNet. The use of CSPNet architecture both reduces the

cost of calculation and increases the accuracy and speed of

estimation [34]. In addition, the use of CSPNet for scaling

in CNN-based networks effectively reduces computation.

As it can be seen in Figs. 4 and 5, CSPNet is used in the

neck part of YOLOv4, as it is used throughout the network

of YOLOv4-CSP.

We use a system based on scaled YOLOv4 to offer a

real-time sign language detection model. Our main goal is

to provide real-time detection by optimally adjusting the

scaling parameters in the backbone and neck of the model.

We add transformers [35] to the scaled YOLOv4 archi-

tecture to improve the performance of our proposed

detection model. An important study on transformer

architecture is recommended by Vaswani et al. Trans-

former, which consists of an encoder-decoder architecture,

is based on a system that works entirely with an attention

mechanism instead of a traditional recurrent neural net-

work to increase the training speed of the network.

Transformers are preferred in object detection algorithms

to distinguish foreground and background objects in the

encoder part of the model and to make position and class

estimation for these objects [36]. While the transformer is

first created to solve natural language processing problems,

it has recently been used effectively in the field of com-

puter vision. The most widely used transformer model in

the field of computer vision is the vision transformer. The

vision transformer (ViT) has achieved remarkable success

in the literature in computer vision compared to cutting-

edge CNNs, requiring fewer computational resources for

preliminary training [37]. ViT processes the image by

putting it in patches, while CNN processes it in pixels. In

addition, ViT offers a hybrid model use for CNNs to

improve the performance of the object detection model.

The YOLOv4 architecture we propose exhibits signifi-

cant alterations, incorporating the CSPNet network into the

YOLOv4 structure and thereby reoptimizing the recom-

mended architecture in the form of YOLOV4-CSP. By

integrating the CSPNet, we have addressed the gradient

vanishing issue that arises with the deepening of the net-

work, resulting in a configuration that enables more

effective gradient propagation. As the network’s model

deepens, CSPNet allows for the management of complexity

to reduce computational costs, rendering it applicable to

any neural network with simplicity. As stated in the orig-

inal Scaled-YOLOv4 paper [17], CSPNet [25], with its

additional residual layers at each stage, significantly

diminishes the computational expense in the backbone,

thereby enhancing interactions across different layers of

the network and facilitating the extraction of distinct fea-

ture maps. The neck of a network aggregates features at

various scales and levels to obtain enriched feature maps.

In the proposed model’s bottleneck, we employ the existing

PANet [38] architecture alongside CSPNet. This effec-

tively reduces the computational cost of generating rich

feature maps. Finally, by integrating CSP into the SPP

module, CSPPAN’s initial calculation set has been aug-

mented at the central position. Consequently, this enables a

more effective incorporation of the CSPNet architecture in

both the backbone and bottleneck sections of the network.

In this study, we designed to require less FLOPs by

adding a hybrid structure to the neural network that is

similar to the ViT structure. This made a positive contri-

bution to reducing both inference and training times. In

order to increase the detection capability of the object

Fig. 5 Architecture of YOLOv4-CSP and the proposed YOLOv4-CSP
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detection model, especially the detection of large objects,

the transformer block has been added to the last block, P5

(1024 channels), located in the backbone of the neural

network. It has also been observed that by adding the

transformer block to other parts of the backbone, more

power is required for calculation and not efficient in object

detection. In our experiments, the last CSPNet in the

YOLOv4-CSP backbone is combined with the transformer.

Next, we used all blocks, including the first Residual block,

with CSPNet. However, the CSPNet that we added to the

first block increases the learning ability of the network, but

also causes a minor increase in computational cost. The

detection model that is proposed for the Turkish sign lan-

guage detection system is shown in Fig. 5.

In order to make the proposed method more specific, the

number of filters and blocks of YOLOv4-CSP are reduced.

By reducing the number of 1xDark, 2xCSPDark,

8xCSPDark, 8xCSPDark, 4xCSPDark, CSPNet blocks and

filter numbers, which are the backbone of the existing

structure, it has been transformed into 1xDark,

2xCSPDark, 7xCSPDark, 7xCSPDark, 4xCSPTransformer

structure and presented a better detection model. In addi-

tion, reducing the number of layers and filters in the neck

of the network makes the proposed learning model shal-

lower. Thus, we have obtained a sign language recognition

model that provides shorter training time and more accu-

rate results. We also compared the performance of

YOLOv3, YOLOv3-SPP and YOLOv4-CSP object detec-

tion models on sign language.

2.4.1 Activation function

The activation function has an important role in neural

networks. The activation functions are used to determine

the output of neural networks by applying a mathematical

transformation to an input for layers. Activation functions

are an important parameter for neural networks to perform

better training and have higher classification precision. In

addition, the differentiability of the activation functions is

an important factor for back propagation (BP).

While the YOLOv4 algorithm is being designed, Mish

activation function and Leaky ReLU [28] are utilized in the

spine and neck-head parts, respectively. The Leaky ReLU

activation function is a popular activation function in deep

learning. Leaky ReLU provides a solution for the negative

values that cause the dead gradient problem which occurs

by taking zero values in ReLU. It multiplies the inputs with

negative values by a very small a coefficient (in a range of

0–1) and returns very small negative numbers, and allows a

constant slope. Thus, it makes back propagation possible

even for negative input. Mathematical equation of the

Leaky ReLU activation function [28]:

f x; að Þ ¼ fax for x\0x for x� 0 ð1Þ

Mish activation function is a self-regulating, smooth,

continuous and non-monotonous activation function. The

mathematical expression of the Mish activation function is

as follows [29]:

f xð Þ ¼ x � tanhðlnð1 þ exÞÞ ð2Þ

SiLU, which stands for Sigmoid-weighted Linear Unit,

is another popular activation function in the field of deep

learning. SiLU has been suggested as an activation function

for neural network function approximation in reinforce-

ment learning. SiLU activation function is computed by

taking the product of the input and the output of the sig-

moid function, which can be expressed mathematically as

follows [39]:

r xð Þ ¼ 1

1 � e�x
ð3Þ

ak sð Þ ¼ zkrðzkÞ ð4Þ

Here, ak sð Þ is activation of SiLU, s input vector of SiLU,

zk is input to hidden units k.

The graphs of Mish, Leaky ReLU and SiLU activation

functions are given in Fig. 6. As shown in figure, while all

three activation functions tend to approach infinity for

positive values, the Mish and SiLU activation functions

tend to approach zero for negative values. In addition, the

graph of the Leaky ReLU activation function exhibits a

segmented linear pattern. While it remains unaltered for

positive input values, a gentle slope is introduced for

negative inputs to avert the occurrence of dormant neurons.

The Mish function smoothly transitions from a linear

behavior for extreme inputs to a more saturated behavior

for inputs close to zero, whereas SiLU provides a gradual

and non-monotonic activation response with its smooth

Fig. 6 Response comparison of Mish, Leaky ReLU and SiLU

activation function
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sigmoid-like curve, effectively addressing the vanishing

gradient problem. In Fig. 6, similar behaviors of the Mish

and SiLU activation functions are demonstrated. When

examining the derivatives of these two activation functions,

the derivative of Mish starts close to 1 for negative inputs,

gradually approaches zero for inputs near zero, and then

steadily increases as the input becomes positive. In con-

trast, the derivative of SiLU maintains a sigmoid-like curve

with values slightly below 1 for both negative and positive

inputs, indicating a consistent and controlled gradient

throughout. Both derivatives contribute to reducing van-

ishing gradients, yet the Mish derivative showcases a more

nuanced modulation, potentially allowing better adapt-

ability to various input distributions and aiding conver-

gence during neural network training. This makes it more

popular for object detection algorithms [40].

In Turkish sign language detection, we proposed a

model that uses Mish activation function instead of Leaky

ReLU in the entire model in order to make more accurate

predictions as well as efficient model. Therefore, Conv ?

BN ? Mish (CBM) combination is employed instead of

Conv ? BN ? Leaky ReLU (CBL) in the entire structure.

2.4.2 Loss function

Loss functions are another important factor affecting the

sensitivity of object detection algorithms to detect the

target object. In YOLO algorithms, the loss functions are

found by summing the total square errors of the classifi-

cation loss, localization loss and confidence loss values

[22]. Many object detection algorithms use the intersection

of union (IoU) function for the bounding box prediction.

The IoU function is a metric that is used to describe the

quantity of overlap between the predicted bounding box

and the target bounding box. The IoU is formulated as

follows:

IoU ¼ B \ Bgt

B [ Bgt

�
�
�
�

�
�
�
�

ð5Þ

LIoU ¼ 1 � IoU ð6Þ

Here, B is the predicted bounding box, Bgt is the target

bounding box and LIoU is the IoU loss of function.

The IoU function works when the predicted bounding

box and the target bounding box overlap, otherwise it

cannot make any predictions. Also, the CIoU function

found in the BoF module is also recommended for training

in YOLOv4 [41]. CIoU loss of function considers the

distance and aspect ratios between the center point of the

target bounding box and the center point of the predicted

bounding box for the bounding box regression. Unlike the

IoU loss of function, it introduces an important geometric

factor that maintains the consistency of the bounding

boxes’ aspect ratio. The CIoU loss is formulated as:

LCIoU ¼ 1 � IoU þ q2 b; bgtð Þ
c2

þ av ð7Þ

v ¼ 4

p2
ð8Þ

a ¼ v

1 � IoUð Þ þ v
ð9Þ

Here, b; bgt are center of B and Bgt, respectively, q (.) is

Euclidean distance, c is the diagonal length of the smallest

closed box covering the two boxes, a is a positive dis-

placement parameter and v is the parameter that measures

the consistency of the aspect ratio. We used the CIoU loss

function as the loss function in the sign language recog-

nition system. The CIoU is outperformed IoU by providing

geometric factors such as aspect ratio for bounding box

regression.

2.5 Proposed dataset

In order to examine the training and evaluation processes

of our proposed approach, we used a dataset of images of

hand gestures representing figures from 0 to 9 specific to

the Turkish sign language. Sign language has its own

vocabulary and meaningful movements, just like spoken

language. Sign languages are not standard or universal.

Every spoken language has its own sign language. While

creating a dataset in Turkish sign language, which has a

unique grammar and hand sign, we aimed to create a

unique dataset under the provision of an expert. All images

are taken from 6 different volunteers with the CANON

700d camera capable of taking 18 megapixel images. Each

image in the dataset is used with its original dimensions of

5184 9 3456. Figure 7 shows RGB images of all digit

movements in Turkish sign language, which is part of the

dataset.

In order to make the experimental dataset more diverse,

the hand position and angle are constantly changed and 25

different images are taken from each volunteer for each

number, and a Turkish sign language dataset is created.

Examples of different hand images of the same number are

given in Fig. 8. Thus, a dataset consisting of a total of 1500

images is obtained. While creating the dataset, a back-

ground consisting of a uniform color (white) is preferred

for each hand sign. It is preferred to have better quality of

the input images and to avoid background complexity

during training. In addition, using a uniform background

also facilitates the manual labeling process for

classification.
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Prior to commencing the training of the recommended

model, a manual classification process was conducted. In

this study, LabelImg software (Windows version), a

graphical image annotation tool, available at https://github.

com/tzutalin/labelImg, was employed for the labeling

process in the Turkish sign language dataset. LabelImg

facilitates the bounding box annotation of labeled objects

in images and saves label data for each image in a.txt file.

Visually, the data labeling process is presented in Fig. 9.

3 Results and discussion

3.1 Experimental design

All experiments in this study are conducted with a high-

power computer running Ubuntu 20.04 and a Linux oper-

ating system. This computer, used to train and test deep

learning models, features the following: Intel Core i9

9900X (10 cores 3.50 GHz, 19.25 MB Intel� Smart

Cache) processor, 32 GB DDR4 RAM and single RTX

2080TI ((11 GB GDDR6) 4352 cuda core) graphics card,

NVIDIA CUDA Toolkit 11.1 and NVIDIA GPU-Acceler-

ated Library (cuDNN) 8.1 with the latest stable version of

PyTorch and DarkNet frameworks.

Adam optimizer [42] is used for iteration parameter

updates during the training process while designing the

model. Adam optimization is an algorithm used for

variable gradient descents to train deep learning models.

Adam is chosen because of its fast computation time, less

parameter requirement for proper optimization and less

memory requirement. In the study, momentum is 0.937,

weight reduction is 0.0005 and other parameters are used in

the same way as the values specified in the original

YOLOv4 reference article [25].

3.2 Transfer learning and data augmentation

3.2.1 Transfer learning

Training a neural network from scratch puts at a disad-

vantage the neural network in terms of both speed and

performance. Transfer learning is a machine learning

method that is used to apply the acquired knowledge to a

different field or related task using pre-trained weights for a

task. With transfer learning, a detection model that has a

higher performance and learns faster can be obtained with

less labeled data by using previously acquired knowledge.

This provides a greater advantage than retraining a net-

work. In addition, transfer learning has a fine-tuning

operation that allows very fine-tuning of network parame-

ters. Transfer learning plays an important role in deep

learning models, helping to learn with less data and

knowledge. Because the dataset is small, transfer learning

is utilized for a more efficient learning process of deep

learning-based Turkish sign language detection system.

Fig. 7 Turkish sign language numbers

Fig. 8 Hand signs of the number 9
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3.2.2 Data augmentation

In deep neural networks, the size of the dataset is an

important factor for the network to perform properly by

preventing overfitting. Therefore, data augmentation tech-

niques are crucial in object detection algorithms. Data

augmentation includes a series of techniques that change

both the size and quality of training datasets. Since the

Turkish sign language dataset alone is insufficient for

training, different data augmentation techniques are used to

increase the generalization ability of the model on the test

data. Mosaic4 data augmentation techniques, which is one

of the important data augmentation techniques and also

included in the original YOLOv4 algorithm, is used during

the training. Mozaik4 data augmentation technique com-

bines four original input images in certain proportions or

one by one into a single image. In this technique, the four

corners of the image are selected separately and then the

data augmentation process is applied to these corners. The

desired hand sign may not be found exactly in the resulting

image.

This allows the searching hand signal to be perceived

outside the normal contexts by localizing different images

in different parts of the resulting frame. In addition, the

learning ability of the network is examined by using data

augmentation techniques such as CutMix, contrast adjust-

ment, histogram synchronization, rotation, mirror and

brightness in order to increase variety in the dataset during

the training. Some data augmentation techniques used in

our proposed model are given in Fig. 10.

Data augmentation includes a set of techniques that

change the size and quality of training datasets for an

effective deep learning model. All these data augmentation

techniques have been chosen by considering factors such as

different positions, angles and light of hand movements

during a possible conversation. The most important feature

of data augmentation technique is that each image is used

once during the training which reduces the training time of

the network. In addition, the images in the dataset are

randomly selected, which improves the predictive ability of

the object detection network.

3.3 Performance metrics

In YOLO algorithms, object detection is done by dividing

the input image into S 9 S grids and generating a confi-

dence score that states the probability of finding the target

object in these produced grids. In sign language recogni-

tion, the hand signals of the users are in the target object

position. The confidence score indicates how accurately

hand signals are perceived in the bounding box. In the real-

time Turkish sign language detection system, the success-

ful detection of the hand signal is determined by a value of

IoU. The value of the IoU function is taken a threshold

Fig. 9 Labeling data in LabelImg
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value determined by looking at the overlap between the

predicted and the base true bounding box. For this study,

the IoU threshold is set to 0.5. If the overlap between the

predicted box and the base true bounding box is higher than

0.5, the hand signal predicted by the trained model is

considered correct.

Many metrics can be used to measure the performance

of deep learning algorithms. In addition to the IoU func-

tion, true positive (TP), false positive (FP), false negative

(FN) and true negative (TN) metric values are also used in

this study. The true positive (TP) indicates that the hand

signal of the predicted bounding box is inside the actual

bounding box and the model has correctly detected the

hand signal. The false positive (FP) indicates that the

predicted bounding box is outside the actual bounding box

of the hand signal. False negative (FN) is the opposite of

false positive (FP) indicating that there is no predicted

bounding box even though there is a hand sign in the actual

bounding box. The true negative (TN) indicates that the

marking on images without hand signals has not been

detected. This metric is not considered in our study since,

there are no images without hand signs in the dataset. In

order to evaluate the performance of the model trained with

all these metric values, the system’s precision, recall, F1

score value and mAP values are taken into account.

Precision: The ratio of correctly predicted positive

results (TP) to all predicted positive results (TP ? FP).

Precision value formula:

Precision ¼ TP

TP þ FP
ð10Þ

Recall: The proportion of correctly predicted positive

results. Recall also measures the precision of the model.

Recall formula:

Recall ¼ TP

TP þ FN
ð11Þ

F1 score value: Calculates the harmonic weight of the

precision and recall values. F1 score formula:

F1 ¼ 2
Precision � Recall

Precisionþ Recall
ð12Þ

mAP value: The average precision (AP) value is a popular

metric for object detection detectors. The AP value cal-

culates an average value for the recall value from 0 to 1.

The mAP value is a value that gives the average of all AP

values as a single number. mAP value formula:

mAP ¼ 1

N

XN

i¼1
APi ð13Þ

The inference rate milliseconds (ms) or fps is the most

commonly used measurement in real-time applications. fps

is the number of images that can be processed per second.

Low extraction rate or high fps is required for real-time

applications.

3.4 Results

It is known that the activation process is a crucial part of

the neural network that affects the performance. Therefore,

we begin with the evaluation of the Mish function by

comparing it with the other two common activation func-

tions of SiLU and Leaky ReLU. The proposed model is

trained by all these three functions and results are presented

in Table 2. As can be seen from the table, the performance

parameters (Precision, Recall, F1 Score and mAP) of the

proposed model, in which the Mish activation function is

used, are higher than the other two functions.

Here, we try to find a real-time Turkish sign language

detection system by making structural changes to the

Fig. 10 Data augmentation

techniques applied on Turkish

sign language
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Yolov3 and Yolov4-CSP algorithms. In our proposed

model, we use a structure of; CSPDarkNet53 as the back-

bone, Mish activation as the activation function, CIoU and

Transformer as the loss function. The original YOLOv3

and YOLOv4CSP algorithms and their modified structures

are trained with a dataset of 1500 images. The dataset is

trained in two ways. Firstly, the dataset is originally trained

from scratch for YOLOv3, YOLOv3-spp and YOLOv4-

CSP. Secondly, the effects on the original dataset are

examined by focusing on transfer learning, which is used as

a deep learning technique in the training of the proposed

YOLOv4-CSP model. With this study, we have optimized

the most appropriate parameters in the YOLOV4-CSP

algorithm. For the evaluation, training and validation of the

proposed models; 70%, 10% and 20% of the dataset of

Turkish sign language is utilized, respectively. A threshold

value of 0.5 for the IOU, a confidence threshold value of

0.25, and a single graphics card RTX 2080TI is used to

evaluate the models.

A detailed review of this entire study is shown in

Table 3. The results discussed in the table compares

YOLOv3, YOLOv3-SPP and YOLOv4-CSP with proposed

YOLOv4-CSP object detection models on Turkish sign

language. As it can be seen in Table 3, even though the

Proposed YOLOv4-CSP is slower than YOLOv4-CSP and

YOLOv4-CSP small, it shows higher results in precession,

recall, F1 score and Map which are crucial measures for

accuracy of models’ prediction. In order to show the pre-

dictive performance of the proposed model on the Turkish

sign language, a dataset with random samples is shown in

Fig. 11. On the left side of the figure, the labels that are

assigned for corresponding images are presented and on the

right the Model Predictions with confidence scores of these

images are shown. The YOLOv4-CSP (transformer) model

appears to predict numbers at different positions in the

labeled dataset quite successfully. In addition, YOLOv4-

CSP (large) presents similar results as our model which

includes the transformer block. The YOLOv3 and

YOLOv4-CSP (small) models have the lowest perfor-

mance. While these two models give similar results in

terms of accuracy, YOLOv4-CSP is better in terms of

speed. Likewise, while YOLOv3-spp and YOLOv4-CSP

have similar accuracy results, YOLOv4-CSP also performs

faster. The reason why the YOLOv4-CSP and proposed

YOLOv4-CSP models are faster than other models is that

they both have CSPNet on their necks and heads. Con-

sidering the all results in the table, the proposed YOLOv4-

CSP model exhibits a higher performance than the others in

terms of both accuracy and speed.

3.5 Comparison with other methods

To discuss the novelty of this study, we compare our results

with recent studies on sign language recognition systems of

both Turkish and some other sign languages. It can be seen

from Table 4; many studies in the literature use accuracy as

an evaluation criterion. However, the accuracy metric

cannot fully demonstrate performance of system compared

to other metrics. In object detection, the metric values that

show the actual performance of the system are F1 score,

giving the harmonic average of precision and recall, and

mAP value. Therefore, we evaluate the performance of our

system using the F1 score, mAP value and other metrics.

Among the studies given in Table 4, [43, 44] perform a

preprocessing step for the input images for their proposed

sign language recognition system, which has a 94.7%

recognition rate and a 98.07% mAP value, respectively. In

the model we present here, RGB images are studied

without any preprocessing on the input images. This makes

the system simple by preventing the process confusion in

Table 2 Experimental results of various activation functions for the

Proposed Model

Activation Function Precision Recall F1 score mAP

Mish 98.95 98.15 98.55 99.49

Leaky ReLU 97.24 94.96 96.08 98.22

SiLU 98.51 97.03 97.76 99.09

Table 3 Models trained from scratch and their results for the Turkish sign language dataset

Model Precision (%) Recall (%) F1 score (%) mAP (mAP@.5) (%) Speed (ms)

YOLOv3 96.56 94.45 95.49 97.13 10.3

YOLOv3-SPP 97.23 95.36 96.28 98.27 10.4

YOLOv4-CSP small 96.71 94.70 95.69 97.55 8.5

YOLOv4-CSP 97.53 95.76 96.63 98.67 8.6

YOLOv4-CSP large 98.84 97.27 98.04 99.32 9.8

Proposed YOLOv4-CSP (Transformer) 98.95 98.15 98.55 99.49 9.5
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order to recognize the interested sign. [45, 46] use a Kinect

sensor to capture the interested hand sign from the user in

their proposed method.

As a result of their models, they have presented a sign

language recognition system with 99.3% and 96.11%

accuracy, respectively. Although these models give good

results, the need for an external reference during the con-

versation limits the user. In Turkish sign language [47] and

in Malaysian sign language [48] suggested CNN-based

methods. In addition, [49] presents a CNN-based recogni-

tion system using sensors in their study. The common

disadvantage of these studies is that they require two

stages: sensor or preprocessing stage and classification for

detection and processing of images. However, the proposed

YOLOv4-CSP model (with Transformer Block), is per-

formed in a single step and clearly outperforms the other

models. It has over 98% values in all metric values.

Although we cannot make a real comparison with the

studies in the literature, our study is both real-time and has

achieved higher results in terms of performance than other

studies.

4 Conclusion

In this article, we propose a real-time Turkish sign lan-

guage recognition system by optimizing the YOLOv4-CSP

model that has higher accuracy than the previous YOLO

series. To improve the performance of YOLOv4-CSP, we

optimize the method by applying the CSPNet network to

the entire architecture. We improve the learning of the

model by adding the Mish activation function, CIoU loss

function and transformer block to the architecture. To

evaluate the speed and detection performance of the

Fig. 11 Figure on the left shows the labeled images of the Turkish sign language dataset, figure on right shows the prediction of the model and

the confidence score of the predictions

Table 4 Recent studies on Turkish sign language and other sign languages

References Sign language Metrics Method

Khari et al. [43] ASL Recognition rate: 94.8% Fine-tuned VGG19

Ganggrade and Bharti [45] ISL Accuracy: 99.3% CNN, Microsoft Kinect sensor

Sincan and Keleş [46] TSL Accuracy: 96.11% CNN, LSTM

Rivera-Acosta et al. [44] ASL mAP: 81.74% (for letters)

Accuracy: 98.07% (for words)

YOLO, LSTM

Özcan et al. [47] TSL Success rate: 93.93% GoogLeNet-based CNN

Khan et al. [48] MSL Recognition rates: over 90% CBAM (Convolution Block Attention Module)

Huang et al. [49] Recognition rate: 89.90% CNN-Bi-LSTM

Our method TSL Precision: 98.95%

Recall: 98.15%

F1: 98.55%

mAP: 99.49%

Proposed YOLOv4-CSP (with Transformer Block)
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proposed YOLOv4-CSP model, we compare it with the

previous YOLO series, which also offers real-time detec-

tion as well. We also evaluate the performance of scratch

training and transfer training in object detection. With the

proposed method, over 98% values are obtained in all

metric values in 9.8 ms. In object detection algorithms,

mAP and F1 score values, which show the real perfor-

mance of the system, are 99.49% and 98.55%, respectively.

The YOLOv4-CSP model, which we propose for the real-

time Turkish sign language recognition system, detects the

static hand sign as an object and performs the process of

identifying and classifying the interested region simulta-

neously. Therefore, YOLOv4-CSP does not have a back-

ground complexity problem because it only detects the

relevant hand signal. This eliminates the need for prepro-

cessing in the learning process by eliminating the back-

ground dependence of selectivity in perception. In addition,

the proposed model provides the opportunity to quickly

and accurately estimate the hand shape without being tied

to the background by making video detection. Therefore,

we believe that this study will be a pioneering reference for

future work.
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