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Abstract
A brain tumor is one of the most lethal diseases that can affect human health and cause death. Invasive biopsy

techniques are one of the most common methods of identifying brain tumor disease. As a result of this procedure,

bleeding may occur during the procedure, which could harm some brain functions. Consequently, this invasive biopsy

process may be extremely dangerous. To overcome such a dangerous process, medical imaging techniques, which can

be used by experts in the field, can be used to conduct a thorough examination and obtain detailed information about

the type and stage of the disease. Within the scope of the study, the dataset was examined, and this dataset consisted

of brain images with tumors and brain images of normal patients. Numerous studies on medical images were

conducted and obtained with high accuracy within the hybrid model algorithms. The dataset’s images were enhanced

using three distinct local binary patterns (LBP) algorithms in the developed model within the scope of the study: the

LBP, step-LBP (nLBP), and angle-LBP (aLBP) algorithms. In the second stage, classification algorithms were used to

evaluate the results from the LBP, nLBP and aLBP algorithms. Among the 11 classification algorithms used, four

different classification algorithms were chosen as a consequence of the experimental process since they produced the

best results. The classification algorithms with the best outcomes are random forest (RF), optimized forest (OF),

rotation forest (RF), and instance-based learner (IBk) algorithms, respectively. With the developed model, an extre-

mely high success rate of 99.12% was achieved within the IBk algorithm. Consequently, the clinical service can use

the developed method to diagnose tumor-based medical images.
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Abbreviations
LBP Local binary patterns

nLBP Step local binary patterns

aLBP Angle local binary patterns

RF Random forest

OF Optimized forest

rf Rotation forest

IBk Instance-based learner

LGG Low-grade gliomas

HGG High-grade gliomas

GBM Glioblastoma

CT Computed tomography

PET Positron emission tomography

MRI Magnetic resonance imaging

CNS Central nervous system

RF-EMF Radiofrequency electromagnetic fields

ML-SVM Multilayered support vector machine

GLRLM Gray-level run length matrix

CS-LBP Center-symmetric local binary pattern

DWT Discrete wavelet transform

SP Steerable pyramid

GLCM Gray-level co-occurrence matrix

HLDP-GF Hybrid local directional pattern with Gabor

filter

FT-CNN Fine-tuned convolutional neural networks

RGB Red green blue

SMO Sequential minimal optimization

RBF Radial basis function

TP True positive
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TN True negative

FP False positive

FN False negative

1 Introduction

More than half of all cases of brain tumors are caused by

gliomas [1]. Glioma primary brain tumors are divided into

four groups according to symptoms: low-grade I and II

gliomas (LGG) and high-grade III and IV gliomas (HGG)

[2]. This extremely lethal tumor can occur at any age in

various histological subregions. Additionally, a glioma

tumor is an invasive tumor [3]. The glioblastoma (GBM)

cells that cause the tumor can grow and spread very rapidly

as they immerse in the healthy brain parenchyma and

infiltrate into the surrounding tissues. In this circumstance,

it increases the significance of the early diagnosis of brain

tumor disease. A brain tumor can be detected with com-

puted tomography (CT), positron emission tomography

(PET), and magnetic resonance imaging (MRI) [4]. Among

the brain’s soft tissue imaging methods, MRI imaging

produces better outcomes compared to other methods. The

fact that there are billions of active cells in the brain tissue

complicates the detection and treatment of the tumoral

region in the event that a possible tumor forms. One of the

leading causes of death in people recently is due to tumors

in brain tissue. It has been determined that approximately

300,000 people worldwide apply to hospitals with com-

plaints of brain tumors every year. More than 150 types of

brain tumors have been identified in humans [5].

Approximately 700,000 people in the USA currently

have a primary brain tumor, and another is expected to be

diagnosed in 2022. Brain tumors can cause death, have a

significant impact on quality of life, and alter everything

for the patient and their relatives. Without distinction, brain

tumors impact both sexes and all racial and ethnic groups

of people [6]. A primary brain or spinal cord tumor origi-

nates from the brain or spinal cord. An estimated 25,050

adults (14,170 men and 10,880 women) in the USA were

diagnosed with primary cancerous tumors in the brain and

spinal cord in 2022. It is less than 1% of the probability of

catching this type of tumor in a person’s lifetime. Brain

tumors account for 85 to 90% of all primary central ner-

vous system (CNS) tumors. An estimated 308,102 people

were diagnosed with a primary brain or spinal cord tumor

in 2020. About 4170 children under the age of 15 were

diagnosed with brain or CNS tumors in 2020 in the USA.

This occurs when a tumor develops outside of the brain and

spreads to other parts of the body. Leukemia, lymphoma,

melanoma, breast, kidney, and lung cancers are the most

typical tumors that spread to the brain. Cancer in the brain

and other nervous systems is the 10th leading cause of

death for men and women. Globally, primary CNS and

brain tumors were estimated to have been the leading cause

of 251,329 fatalities in 2020.

The percentage of people who live for at least five years

after the tumor is found is called the 5-year survival rate. It

is almost 36% of the 5-year survival rate for people with a

cancerous brain or CNS tumor in the USA. The 10-year

survival rate is almost 31%. Age is a factor in overall

survival rates after being diagnosed with a cancerous brain

or CNS tumor. For those under the age of 15, the 5-year

survival rate is almost 75%. For those between the ages of

15 and 39, the 5-year survival rate is close to 72%. The

5-year survival rate for people aged 40 and over is 21%.

The type of brain or spinal cord tumor does, however, have

a substantial effect on predicting survival rates. The con-

sequences of your diagnosis should be discussed with your

doctor. It is critical to remember that estimates of patients

with brain tumors’ chances of survival exist [7].

The fact that the brain tumor, which has a significant

risk of death, is so dangerous makes it essential for early

diagnosis and rapid initiation of treatment. Identification of

the tumor area is extremely important. When the studies

conducted in this case were analyzed, deep learning-based

studies obtained very remarkable results. Among these

studies conducted with deep learning, convolutional neural

network methods such as AlexNet, VGG-Net, RestNet, and

Google-Net draw attention [8]. The most prominent feature

of the studies carried out with deep learning methods is that

they have a strong feature extraction capacity [9–11].

Fuzzy edge detection and U-Net CNN classifications out-

perform traditional machine learning approaches, particu-

larly when it comes to segmenting brain tumors [12]. Brain

tumor components are primary and secondary metastases.

Primary tumors occur in the CNS, while secondary tumors

occur in the extracranial regions. The most common of the

primary tumors is the GBM tumor. Secondary tumors

occur when cancer cells, particularly those from the lung,

breast, or kidney, metastasize to the brain [13].

The authors of the [14] study examined MRI images of

brain tumor patients. The dataset used consisted of 86

images from the study. The obtained MRI images were

applied separately to the LBP and Gabor wavelet transform

methods, and impressive results were obtained. In the

study, 0.93 foreground pixel precision and 0.98 back-

ground pixel precision results were obtained. In the study

conducted by Sharif et al., the detection and segmentation

of the tumor area in the brain soft tissue and the classifi-

cation of the grades of the existing tumor areas were per-

formed, respectively. A high success rate of 99% was
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obtained from the complex datasets used in this study [14].

In another study, a dataset of brain tumor images was first

processed with the LBP method and then re-evaluated with

the multilayered support vector machine (ML-SVM). In the

study, the accuracy rate was as high as 99.23% [15]. In

2016, another study was conducted to automate the

detection of gliomas in 3D images. It obtained a high

success accuracy rate and also performed the segmentation

of the glioma tumor in 3D MRI images in the study in 2016

[16]. In another study carried out in 2020, a brain tumor

detection study was carried out on MRI images. In this

study, the gray-level run length matrix (GLRLM) method

was initially applied to the images, and then, the center-

symmetric local binary pattern (CS-LBP) method was

applied. As a result of the study, a great example of success

was revealed, with an accuracy rate of 94% [17].

The study, conducted by Gupta et al. in 2018, was on a

classified glioma brain tumor. Within the scope of the

study, the boundaries of the tumor were determined on 3D

images by applying the discrete wavelet transform (DWT)

and LBP methods together. In this study, a high success

rate was obtained with an accuracy of 96% [18]. In another

study conducted in 2019, feature extraction examined MRI

images of brain tumor patients. Feature extraction was used

together with the LBP method and the steerable pyramid

(SP) method. In the conducted study, a high success rate

was obtained with an accuracy rate of 97.67% [19]. Sharif

et al. obtained quite remarkable results in 2019. Within the

scope of the study, the tumor image dataset obtained from

MRI imaging was subjected to a series of algorithms.

Among the algorithms applied, there is also the LBP

algorithm, and with the developed method, the researchers

attained a high success rate of 98% [20]. In the study

conducted in 2022, Başaran first evaluated the MRI dataset

containing brain tumors with the gray-level co-occurrence

matrix (GLCM) method. After the first evaluation, the

images were enhanced with the LBP method. The results

were re-evaluated with a fully connected layer of AlexNet,

VGG16, EfficientNet, and ResNet50. A remarkable success

rate of 98.22% was achieved in this study [21]. Researchers

carried out another study in 2022 for extraction. Together,

they used MRI tumor images to extract the texture, inten-

sity, and shape features of brain tumors using the LBP and

hybrid local directional pattern with Gabor filter (HLDP-

GF) methods. In this study, a high success rate of 99.5%

was achieved [22]. In another study conducted in 2022, a

brain tumor dataset was obtained from two different hos-

pitals in China: Nanfang Hospital in Guangzhou and

Tianjin Medical University General Hospital in Tianjin.

The dataset images were first enhanced with fine-tuned

convolutional neural networks (FT-CNN) and LBP meth-

ods, which were applied separately. A high success rate of

98.7% was obtained in this study [23].

Within the scope of the conducted study, literature

studies were carried out in the early diagnosis of brain

tumors, and the diagnosis of brain tumors was successfully

conducted with LBP algorithms. In this study, two new

LBP algorithms were proposed based on the classical LBP

method. The results obtained with the proposed LBP

methods were re-evaluated with some classification algo-

rithms, and all the results were compared. The study con-

tinues as Material and Methods, Results and Discussion,

and Conclusion.

2 Material and methods

2.1 Dataset

The brain tumor dataset images were obtained from the

public Kaggle website [24]. When the images of the dataset

are examined, 45% of the images belong to healthy indi-

viduals, while the rest contain images of diseased indi-

viduals. Not all images in the dataset have certain

resolution. Of the images with different image resolutions,

19% have a resolution of 512 9 512 pixels, 8% have a

resolution of 225 9 225 pixels, and the remaining images

have different pixel resolutions. Although the dataset

containing brain tumors contains a large number of images,

the images have different resolutions. In addition, 97% of

the images in the dataset are in three color format (red

green blue–RGB) while the rest are in gray format. The

most important factor in achieving high success in deep

learning-based applications is that the datasets included

contain a large number of images. The dataset considered

within the scope of the study includes 4600 brain MRI

images of diseased and healthy individuals. The number of

images in the dataset is considerable when some other

studies in this field are examined. For example, the brain

tumor segmentation (BraTS) challenge is the most com-

mon dataset used in studies on brain tumors. While the

BraTS2021 challenge includes approximately 8000 MRI

images, the BraTS2020 challenge includes approximately

2640 MRI images. This shows that there is a significant

number of images in the dataset considered within the

scope of the study. This situation is also important for our

study (Fig. 1).

2.2 Block diagram of study

First, the dataset’s brain tumor images were converted to

256 9 256 pixel sizes. The color presence of the images

was checked, and if the images were in RGB format, they

were converted to grayscale. After checking and conver-

sion, the images were then converted to binary format. The

binary format images in the dataset were then applied to
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the LBP algorithms (LBP, nLBP and aLBP respectively).

For that process, MATLAB software was used. The fre-

quency values and features of the images enhanced with

LBP methods were extracted. Following the frequency

extraction process, the values of the retrieved images were

applied to the resample function in the Weka software.

Finally, some selected classification algorithms were

applied for analysis in Weka software.

2.3 Feature extraction methods

Feature extraction is especially important for detecting and

classifying the hidden details in the image. The feature

extraction process helps maximize the similarity within the

class and minimize the similarity between classes. At this

point, important information about the image is revealed.

Vectors are obtained by subtracting the features. After this

stage, vectors are used to train and test the data in the

classification step [25].

2.3.1 Local binary pattern

To extract textural characteristics, one uses the local binary

pattern (LBP) technique. There are numerous advantages

obtained from the LBP method. At the beginning of these

is a simple algorithm feature. It requires less computation

compared to other algorithms. On the other hand, its

insensitivity to different lighting intensities can be defined

as another advantage [26]. The examination of texture has

a critical place in the image processing process. In the

Fig. 1 Block Diagram
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process of texture analysis, it is of particular importance to

be able to adapt between different traditional statistical and

structural models. This harmony can be provided by the

LBP method. It is a fairly successful technique, especially

when used to combat grayscale shifts brought on by things

like variations in lighting in an image. Additionally, the

LBP approach has a straightforward computational feature

[27]. The LBP method’s formula (1) is as follows:

LBPP;R ¼
XP�1

i¼0

s gi � gcð Þ2i; sðxÞ ¼ 1x� 0

0x\0

�
ð1Þ

P depicts as the neighbors of central pixel, R represents

the radius of neighborhood, gi is neighboring pixel inten-

sity, and gc is center pixel value.

The binary equivalent of the sub-image image calcu-

lated in Fig. 2 is (10,111,001)2. When the binary equivalent

is calculated as decimal, the equivalent of the Pc value in

the sub-image is 185.

2.3.2 Local binary pattern with relationship of distance
neighbors

Since the first use of the LBP method, numerous variations

of LBP methods have been developed. The first of the two

LBP algorithms that are proposed in this study operates on

the fundamental principle of considering the eight adjacent

pixels around the central pixel sequence. If Pc = P0, P1,

P2, P3, P4, P5, P6, and P7 pixels around the center pixel

are bounced and processed instead of sequentially, a result

different from the original LBP method will result.

In Fig. 3, it is shown according to the number of

bounces. Instead of comparing according to the Pc center

pixel in the sub-image, in the developed nLBP method, a

relationship was established between eight pixels around

the Pc.

According to Fig. 3, if the step parameter is one, then

Pc = S(P0[P1), S(P1[P2), S(P2[P3), S(P3[P4),

S(P4[P5), S(P5[P6), S(P6[P7), S(P7[P0) relation

is performed.

If the step parameter is two, then Pc = S(P0[P2),

S(P1[P3), S(P2[P4), S(P3[P5), S(P4[P6),

S(P5[P7), S(P6[P0), S(P7[P1) relation is

performed.

If the step parameter is three, then Pc = S(P0[P3),

S(P1[P4), S(P2[P5), S(P3[P6), S(P4[P7),

S(P5[P0), S(P6[P1), S(P7[P2) relation is

performed.

If the step parameter is four, then Pc = S(P0[P4),

S(P1[P5), S(P2[P6), S(P3[P7), S(P4[P0),

S(P5[P1), S(P6[P2), S(P7[P3) relation is

performed.

Thus, some changes were introduced in the classical

LBP calculation;

S Pi [Pj

� �
¼ 1

0

�
if

Pi [Pj

Pi �Pj
ð2Þ

was recalculated.

Considering the sub-image in Fig. 1 above as an

example, the binary equivalent of step 1:

Pc = S(36[ 221), S(221[ 129), S(129[ 80),

S(80[ 145), S(145[ 190), S(190[ 219), S(219[ 168),

S(168[ 36) = 01100011; the decimal equivalent of the

obtained value is 99.

Considering the sub-image in Fig. 1 above as an

example, the binary equivalent of step 2:

Pc = S(36[ 129), S(221[ 80), S(129[ 145),

S(80[ 190), S(145[ 219), S(190[ 168), S(219[ 36),

S(168[ 221) = 01000110; the decimal equivalent of the

obtained value is 70.

Considering the sub-image in Fig. 1 above as an

example, the binary equivalent of step 3:

Pc = S(36[ 80), S(221[ 145), S(129[ 190),

S(80[ 219), S(145[ 168), S(190[ 36), S(219[ 221),

S(168[ 129) = 01000101; the decimal equivalent of the

obtained value is 69.

Considering the sub-image in Fig. 1 above as an

example, the binary equivalent of step 4:

Pc = S(36[ 145), S(221[ 190), S(129[ 219),

S(80[ 168), S(145[ 36), S(190[ 221), S(219[ 129),

S(168[ 80) = 01001011; the decimal equivalent of the

obtained value is 75.

2.3.3 Local binary pattern with relationship of angle
parameters

The main purpose of the LBP method is to perform texture

analysis on the image. Different variants of the LBP

Fig. 2 Original LBP method calculation
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method were developed during the tissue analysis process,

and different results were obtained with the developed

variants. In the scope of the study, the second method we

will consider within the variant studies is the LBP method,

which depends on the angle value. In Fig. 4, the angle-LBP

(aLBP) approach is illustrated.

In the classical LBP method, the center pixel is com-

pared with the eight neighboring pixels around it, while in

the aLBP method, the calculation is performed on the two-

way neighbor values above the determined angle value of

the selected center pixel. The calculation formula of this

developed approach is as follows:

aLBP ¼
XP

i¼0

uðPi � PcÞ2t ð3Þ

If it is performed an example calculation;

3 adjacent pixels considered for the value
of a = 0

Pc = S(48[ 244), S(48[ 128), S(48[ 157), S(48[ 37),

S(48[ 29), S(48[ 17), S(48[ 148), S(48[ 36).

is in the form. The binary equivalent of the obtained Pc

value is 00011101 and the decimal equivalent corresponds

to the Pc = 29 value.

4 adjacent pixels considered for the value
of a = 45

Pc = S(48[ 228), S(48[ 178), S(48[ 49), S(48[ 187),

S(48[ 166), S(48[ 83), S(48[ 72), S(48[ 176).

is in the form. The binary equivalent of the obtained Pc

value is 00000000 and the decimal equivalent corresponds

to the Pc = 0 value.

Fig. 3 Sub-image enhanced by step-LBP algorithm

Fig. 4 The sub-image is enhanced by angle-LBP algorithm

7550 Neural Computing and Applications (2024) 36:7545–7558

123



5 adjacent pixels considered for the value
of a = 90

Pc = S(48[ 12), S(48[ 69), S(48[ 83), S(48[ 193),

S(48[ 59), S(48[ 59), S(48[ 23), S(48[ 44).

is in the form. The binary equivalent of the obtained Pc

value is 10,000,011 and the decimal equivalent corre-

sponds to the Pc = 131 value.

6 adjacent pixels considered for the value
of a = 135

Pc = S(48[ 129), S(48[ 28), S(48[ 146), S(48[ 250),

S(48[ 173), S(48[ 49), S(48[ 54), S(48[ 125).

is in the form. The binary equivalent of the obtained Pc

value is 01000000 and the decimal equivalent corresponds

to the Pc = 64 value. In this way, each time the angle

changes, the aLBP method gives us a new pattern.

6.1 Classification methods

Weka software was another used software within the scope

of this study. Weka software was developed by the

University of Waikato and takes its name from the initials

of the words ‘‘Waikato Environment for Knowledge

Analysis.’’ Many of the most commonly used machine

learning classification algorithms can be used on Weka

software. Weka software was developed in Java language

and also Java projects prepared can especially be easily

uploaded. Weka software contains a series of comprehen-

sive algorithms primarily for the purpose of data mining.

These algorithms are especially used for feature selection,

clustering, association rule learning, classification, and

regression purposes [28]. In this section, a number of

classification methods used on Weka software, especially

within the scope of this study, are listed.

6.1.1 Instance-based learner

The instance-based learner (IBk) algorithm used in the

Weka software corresponds to the K-nearest neighbor

(KNN) algorithm used in other machine learning or deep

learning software. The KNN algorithm identifies the

training samples in the dataset with n-dimensional

numerical features. Basically, when the KNN algorithm

explores any sample in the dataset, it searches the pattern

space for the k training samples closest to the sample being

considered. In this way, the most common class assignment

is performed among the k-nearest neighbors of the sample

under consideration [29, 30]. Within the scope of this

study, the K-nearest neighbor value was analyzed with the

IBk algorithm. Each sample that did not appear in the

features extracted with the IBk algorithm used was com-

pared with the existing ones using a distance criterion.

6.1.2 Random forest

The random forest algorithm is a substantial statistical

training model. It performs well, particularly in small- and

medium-sized datasets. It does not need large datasets like

neural network algorithms. The bagging operation per-

forms the averaging of the noisy but approximately unbi-

ased models in the dataset, thus reducing its variance. Each

tree in the random forest algorithm can capture any com-

plex interaction structure in the data. Each tree benefits

greatly from the average, as it has a noisy nature. On the

other hand, when each tree produced by bagging is simi-

larly distributed, the average expectation for all trees dis-

tributed is the same. Therefore, the goal of bagged and

evenly dispersed trees is to have comparable distributions

and aim to minimize variance. The only way to overcome

this undesirable situation for the outcome is by reducing

the variance [31].

6.1.3 Optimized forest

The optimized forest algorithm is based on the decision

forest algorithm from the genetic algorithm family. In this

manner, optimized forest selection with high accuracy and

diversity is carried out to improve the optimized forest

algorithm’s overall accuracy. Using the chromosome

structure of the genetic algorithm, it is coded to form a

population of 20 chromosomes. Furthermore, the generated

chromosomes are also subjected to crossover and mutation

processes using the roulette wheel technique. After the first

stage, the elitist approach is used to successfully pick

chromosomes. The top 20 chromosomes are chosen from a

pool of 40 to avoid the algorithm’s chromosomes degrad-

ing. As a result of all these processes, a sequential search

process is applied to obtain the best ensemble accuracy

[32].

6.1.4 Rotation forest

The rotation forest algorithm is significantly different from

the random forest algorithm, despite both being based on

trees. The main difference is that a rotation forest trans-

forms attributes into sets of principal components and uses

a C4.5 decision tree. Unlike the rotation forest algorithm,

where the features are sampled at the node for each tree,

the rotation forest algorithm uses all the attributes for each

tree. The features are randomly divided into a certain f

dimension and the transformation is generated indepen-

dently for each feature set. However, some of the samples
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can be discarded and then sampled, modified to include a

particular case forest. On a smaller dataset, a PCA model is

created. The created model is then applied to all samples to

create a new feature f, and the dataset is combined [33].

6.1.5 J48 decision tree

Classification is the process of constructing a class model

from a set of records containing class labels. The decision

tree algorithm, on the other hand, performs the process of

finding out how the feature vector of a set of samples

behaves. The class is created for each newly created

example on the basis of training examples. This approach,

which creates estimate criteria for the target variables,

makes the critical distribution easy to understand. J48 is the

development of ID3, an implementation of the C4.5 algo-

rithm. In cases of possible overfitting, pruning is used as a

firming tool. The purity of each leaf is prioritized in other

classification algorithms, while in this method, rules are

made to provide the precise identification of the data. The

aim here is to gradually generalize a decision tree until the

algorithm achieves a balance between adaptability and

precision [34].

6.1.6 Multilayer perceptron

It is the best-known and most commonly used neural net-

work algorithm. There is no loop in this example. Usually,

signals are only transferred in one direction inside the

network, from input to output. The output of each neuron

does not affect the neuron itself; however, forward data

flows. This type of architecture is called feedforward, and

there are hidden layers that are not directly connected to

the environment. It can be in a feedback structure that

incorporates reaction connections and provides data trans-

mission in both directions due to its network structure.

Such networks have the potential to be incredibly powerful

and complicated. The network is dynamic until it reaches

equilibrium. Multiple layers may indicate that decision

areas need to be more sophisticated. A single-layer, single-

input sensor creates decision regions in the form of half-

planes. Each neuron in another layer added to the network

serves as a standard sensor for the outputs of the front-layer

neurons. In this case, the output of the network can predict

the convex decision regions formed by the intersection of

the half-planes formed by the neurons [35].

6.1.7 Simple logistic

This algorithm, sometimes referred to as ‘‘logit regression’’

or ‘‘logit model,’’ is a mathematical method that uses

algebra to determine the likelihood of an occurrence based

on statistical data. Logistic regression assigns 1 to event

occurrence and 0 to non-occurrence. A value of 1 is indi-

cated for an event’s occurrence and 0 for its non-occur-

rence. For instance, a student receives a score of 1 for

passing the exam and a score of 0 for failing it. This sit-

uation is also known as binomial logistic regression [36].

6.1.8 Multilayer perceptron

It is a feedforward neural network algorithm that is used to

distinguish data that cannot be separated linearly. More-

over, complicated functions can be modeled with this

algorithm, and it is a widely used supervised learning

method that does not ignore irrelevant inputs or noise. Its

structure allows for the possibility of several layers. Each

node represents a neuron with a nonlinear activation

function. As it is most commonly known, it consists of an

input layer, a hidden layer, and an output layer. The

movement is only in a forward direction, from input nodes

to hidden nodes and then to output nodes [37].

6.1.9 Sequential minimal optimization

Sequential minimal optimization (SMO) is a simple algo-

rithm that solves any SVM quadratic programming (QP)

problem without the need for extra matrix storage. Its

sensitivity is thus lower than that of digital cutoff probes. It

also has the ability to quickly solve problems without using

any numerical QP optimization steps. The SMO algorithm

uses Osuna’s theorem to perform the convergence opera-

tion. In this method, a general QP problem is decomposed

into smaller QP problems. Unlike the more commonly used

methods, SMO chooses to solve even the smallest possible

optimization problem at every step. Rather than calling an

entire QP library routine, the inner loop of the algorithm

helps to accomplish this in a relatively short amount of C

code. Even though the algorithm method solves more

optimization sub-problems, the QP problem is solved

quickly because each sub-problem is solved so quickly.

Aside from this, SMO does not require additional matrix

storage. As a result, large-scale issues like very large SVM

training difficulties may be accommodated on any normal

workstations or PC RAM [38].

6.1.10 Radial basis function

The radial basis function (RBF) classifier is an algorithm

with a feedforward network structure used as a supervised

training algorithm. The activation function is typically

configured with a single layer of hidden units selected from

a class of functions called core functions. Although the

RBF algorithm has many characteristics with regard to

back propagation, it also has several advantages. Although

it trains more quickly than backpropagation networks, the
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behavior of the single hidden layer is the key differentiator

between the two. Instead of using the RBF algorithm’s

sigmoidal or S-shaped activation function, the hidden units

in the RBF network use a Gaussian or other fundamental

kernel function. Each created hidden unit generates a rating

score to be able to match between its weights or centers

associated with the input vector [39].

6.1.11 Decision table

This method enables the information in the tables to be

used in an algorithmic way. The table may contain more

than one land state. This situation changes according to the

needs and expectations of the users. Even though decision

tables are a traditional approach, they may be transformed

into a unique, practical, and efficient tool that aids in

decision making when coupled with contemporary design

and management techniques. It is easy and understandable

to define the actions to be taken after the conditions in the

tables are met. The most fundamental function of the

tables is to provide a solution to a problem.

Tables demonstrate how cause (conditions) and effect

(actions) are related. The biggest advantage of decision

tables is the possibility of presenting complex relationships

in a clear and transparent way. The most basic condition

for the creation of decision tables is ‘‘If…, then…’’ [40].

6.2 Experimental test

The confusion matrix was used in the performance evalu-

ation of the results of the experimental study. In the con-

fusion matrix, the target attribute estimations and actual

values are compared. The matrix used is summarized with

the numerical values of the correct and incorrect prediction

numbers. The actual values are represented by the columns

in the generated matrix, while the rows represent a pre-

dicted class. In the resultant matrix, true positive (TP) and

true negative (TN) are correctly predicted values in the

model, while false positive (FP) and false negative (FN) are

incorrectly predicted values in the model. Accuracy, sen-

sitivity, specificity, precision, and F-Score values are cal-

culated from this matrix. The following equations show the

calculations of TP, TN, FP, and FN, respectively. The

harmonic average of the F-Score precision and recall val-

ues is produced once all these values have been received.

Accuracy Accð Þ ¼ TPþ TN

TPþ TNþ FPþ FN
ð4Þ

Sensitivity Seð Þ ¼ TP

TPþ FN
ð5Þ

Specificty Spð Þ ¼ TN

TNþ FP
ð6Þ

Precision Precð Þ ¼ TP

TPþ FP
ð7Þ

Fscore F� Scð Þ ¼ 2TP

2TPþ FPþ FN
ð8Þ

7 Results and discussion

7.1 Results

The images in the dataset are required to preprocess

because the images in the dataset are not all the same size

or in the same color format. After the preprocessing step,

the images in the dataset had a dimension of 256 9 256

pixels. The images’ color formats were converted to

grayscale formats. After all the preprocessing steps, the

images were altered to the proper size and format. The

images were converted into a single-color format and

uniform size. After that, these were processed by the LBP

methods. All images obtained from the dataset were first

preprocessed and then subjected to two LBP algorithms

developed alongside the classic LBP algorithm.

Sample images of patients with brain tumor disease and

healthy individuals from the raw images in the dataset are

given below. The images of the sample images handled in

the dataset, which are formed as a result of image pro-

cessing, are also shown in Fig. 5.

Within the scope of the study, the images of the brain

tumor dataset obtained from the Kaggle website were

enhanced with three different LBP methods. First, the

results were obtained from the images processed with the

classical LBP method, and then, the images were improved

again with the newly developed nLBP and aLBP methods.

When the results in Table 1 are examined in detail, there

are two different LBP algorithms developed by taking the

classical LBP algorithm as a reference. Separately, quite

Fig. 5 The sample image in the dataset
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impressive outcomes were produced in the current algo-

rithms built. Within the scope of the study, the highest

success rate was obtained by re-evaluating the results

obtained from the nLBP algorithm with the IBk classifi-

cation algorithm used in Weka software. In general, it can

be seen that the IBk algorithm performs successful classi-

fication in re-evaluating the results obtained from all three

algorithms. When examined in general terms, it was

determined that the results obtained with random forest and

optimized forest classification algorithms were the second

most successful classification algorithm. The rotation forest

and J48 classification algorithms produced results with a

success rate of more than 90%. The DT classification

method produced the worst successful classification result

in the investigation. Among the other categorization algo-

rithms tested in the experimental investigation, success

rates ranged between 80 and 90 percent.

Image classification was applied to all the results

obtained as a result of all three studies. After the prepro-

cessing stage, different results were obtained by changing

the four angle values in the aLBP algorithm. The fifth

result was obtained from the dataset subjected to the

classical LBP algorithm. In the last stage, four different

result values were obtained from four different values in

the nLBP algorithm. The sample results are shown in

Fig. 6. On the other hand, it is shown that there are nine

different results for the healthy individual MRI image in

the dataset in Fig. 7. All nine LBP and developed LBP

results obtained were subjected to 11 different classifica-

tion algorithms separately.

The four classification algorithms that give the best

results are the random forest, optimized forest, IBk and

rotation forest algorithms, respectively. All nine results

obtained were subjected to 11 different algorithms, and a

total of 99 different results are given in Table 1.

When all the results obtained within the scope of the

study were examined, the most successful results were

obtained from the nLBP algorithm derived from the LBP

algorithm. Among the 11 algorithms used for classification,

the highest evaluation result was obtained with the IBk

classification algorithm. Other successful results obtained

by evaluating the nLBP algorithm values, such as ROC,

recall and f-measure, are given in Table 2.

The results of this study are shown in Fig. 8. In the

confusion matrix, the actual and predicted values are dis-

played. The power of the proposed method in confusion

matrix is shown from another perspective.

7.2 Discussion

The results obtained from other studies using the same

dataset are shown in Table 3. Table 3 shows the obtained

results with the same dataset. The CNN algorithm was used

in two different studies, and the results were close. High

success results were obtained in these studies, especially

those developed using the CNN algorithm and deep con-

volutional networks. Within the scope of the study, the

images in the dataset containing brain tumors obtained

from the Kaggle webpage were enhanced with the LBP,

nLBP and aLBP algorithms. The highest accuracy rate was

obtained with the nLBP algorithm in step 1. The highest

accuracy rate obtained in the study was 99.12%. The study

was written in MATLAB software, and the results were re-

evaluated via Weka software.

Four different results were obtained by each nLBP and

aLBP according to variables. The last result was obtained

by the LBP algorithm. The variables of aLBP are 0, 45, 90

Table 1 The results of correctly classified instance obtained of LBP, a-LBP, and nLBP algorithms

Preprocessing Algorithms a-LBP LBP nLBP

0 45 90 135 1 2 3 4

Resample ? Smote RF 97.6223 96.9044 96.9643 97.1587 96.9942 97.4278 97.1288 96.6951 96.1268

OF 97.5624 96.9643 96.9344 97.0241 97.0689 97.3979 97.0689 96.5605 96.052

IBk 98.8336 98.8485 98.5195 98.9532 99.0878 99.1177 98.0435 98.8485 98.5046

RF 96.6801 96.0072 96.6054 95.9474 96.2764 96.6801 95.3913 95.9773 95.7679

J48 92.792 91.7302 92.9864 91.8349 92.5079 93.3752 92.8219 91.9545 92.1938

MLP Classifier 89.5319 87.9468 90.6535 87.528 91.2218 92.3284 89.0683 91.2367 86.7205

Multilayer perceptron 90.6535 79.4377 79.3779 82.309 88.6048 90.2198 85.6886 83.6549 84.3278

SMO 84.5521 83.8642 86.3915 83.4904 84.8662 87.0645 83.266 85.7186 77.0001

Simple Logistic 83.8642 81.8902 84.2979 81.8753 81.9949 85.0307 81.2023 82.9071 77.5236

RBF Classifier 84.1483 82.8174 85.6737 81.8753 83.9988 86.227 81.0079 84.7615 81.1575

DT 82.5781 81.636 81.5164 81.0079 80.7088 82.4735 81.5014 78.8694 82.967
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and 135 degrees, and the variables of nLBP are 1 to 4.

Within the scope of the study, nine different evaluation

results were obtained. The experimental results obtained

with MATLAB software were preprocessed via Weka

software by resample algorithm. After preprocessing, it

was subjected to 11 different algorithms. Out of 11

different classification algorithms, it was chosen four that

gave the most successful results that were determined. All

the results obtained are shown in Table 1. The purpose of

doing this is to perform the experimental work that will

achieve the highest accuracy.

Fig. 6 Images created by the

aLBP method according to

different a value

Fig. 7 Images created by the

nLBP method according to

different d values.

a meningioma, b glioma,

c pituitary
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The results were obtained from the four successful

classification algorithms that gave the highest results after

the preprocess was evaluated. When the results were

examined, the best results were obtained from the IBk

classification algorithm; these ones are close to each other

between the step 1 parameter in the nLBP and the classical

LBP algorithm. While the result obtained from the classical

LBP algorithm was subjected to the IBk classification, the

success rate was 99.09%, while the success rate obtained

by subjecting the results obtained from the nLBP algorithm

to the IBk classification was 99.12%. The results obtained

as a result of the study were preprocessed in Weka software

and subjected to classification algorithms. The most suc-

cessful classification result in the study was obtained with

the IBk algorithm (Table 4).

8 Conclusion

Within the scope of the study, analysis was carried out on a

comprehensive dataset containing images of brain tumor

patients and images of healthy individuals. The main pur-

pose of the analysis is to accurately identify images of

brain tumor patients at an early stage with deep learning

and machine learning-based algorithms. In this study, MRI

images obtained on the dataset were enhanced with nLBP

and aLBP algorithms based on the classical LBP algorithm.

Since its development, the local binary pattern algorithm

has developed numerous variants that have gained ground

in image enhancement studies. Although there are many

different algorithms developed based on the local binary

patterns algorithm, it is reported that impressive results are

obtained in many of these algorithms. The results obtained

with the nLBP and aLBP algorithms developed within the

scope of the study were re-evaluated using Weka software,

which uses machine learning algorithms especially for data

mining tasks. The images were first preprocessed and then

re-evaluated with other classification algorithms. An

extremely high success rate was achieved in the reclassi-

fication process. It was determined that IBk, random forest,

optimized forest and rotation forest algorithms contributed

Table 2 Detailed accuracy by class

Used algorithm Number of images TP FP Pre Recall F-Measure MCC ROC PRC Class

nLBP (step 1) 4600 0.982 0.004 0.994 0.982 0.988 0.981 0.992 0.987 0

0.996 0.018 0.990 0.996 0.993 0.981 0.992 0.992 1

0.991 0.012 0.991 0.991 0.981 0.981 0.992 0.990

Fig. 8 Confusion matrix

Table 3 The other results obtained with the same dataset [41]

Used algorithms Accuracy

CNN ? VGG16—VGG19 %99

CNN ? DenseNet121 %99

CNN %99

CNN %98.97

Table 4 The results of related works of LBP algorithms studies

Studies Methods Acc Year

[14] LBP ? Gabor Wavelet Transform %98 2019

[15] LBP ? ML-SVM Classifier %99.23 2022

[16] LBP ? Histogram Orientation Gradient %93 2016

[17] GLRLM & CS-LBP ? classification

Adopting Neural Network (ANN)

%94 2022

[18] DWT ? LBP %96 2018

[19] LBP ? steerable pyramid %97.67 2019

[20] LBP ? histogram of oriented gradients

geometrical

%95 2019

[21] Gray-level co-occurrence matrix ? LBP

traditional ? AlexNet, VGG16,

EfficientNet, ResNet50 CNN models

%98.22 2022

[22] LBP ? HLDP-GF techniques %99.6 2022

[23] Histogram of oriented gradients ? LBP %98.7 2022

This

study

nLBP ? IBk %99.12
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positively to the feature results obtained with LBP, nLBP

and aLBP algorithms. When the results obtained were

examined, the most successful result was obtained by

determining the first step of the nLBP algorithm and using

the IBk classification algorithm. One of the most important

outcomes of the study is the further development of the

successful results obtained within its scope. As part of

future research, model training will be carried out with

various datasets of MR images of brain tumors and efforts

will be made to develop it further.
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