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Abstract
During the past three years, the coronavirus disease 2019 (COVID-19) has swept the world. The rapid and accurate

recognition of covid-19 pneumonia are ,therefore, of great importance. To handle this problem, we propose a new pipeline

of deep learning framework for diagnosing COVID-19 pneumonia via chest X-ray images from normal, COVID-19, and

other pneumonia patients. In detail, the self-trained YOLO-v4 network was first used to locate and segment the thoracic

region, and the output images were scaled to the same size. Subsequently, the pre-trained convolutional neural network was

adopted to extract the features of X-ray images from 13 convolutional layers, which were fused with the original image to

form a 14-dimensional image matrix. It was then put into three parallel pyramid multi-layer perceptron (MLP)-Mixer

modules for comprehensive feature extraction through spatial fusion and channel fusion based on different scales so as to

grasp more extensive feature correlation. Finally, by combining all image features from the 14-channel output, the

classification task was achieved using two fully connected layers as well as Softmax classifier for classification. Extensive

simulations based on a total of 4099 chest X-ray images were conducted to verify the effectiveness of the proposed method.

Experimental results indicated that our proposed method can achieve the best performance in almost all cases, which is

good for auxiliary diagnosis of COVID-19 and has great clinical application potential.

Keywords Pneumonia � Auxiliary diagnosis � Object detection � Convolutional neural network � Parallel pyramid MLP-

mixer

1 Introduction

Pneumonia is a common respiratory disease, which is a

serious menace to human life and health. During the past

three years, the incidence rate and mortality of pneumonia

have shown an upward trend [1–3]. How to realize the

rapid identification of the coronavirus disease 2019

(COVID-19) and other pneumonia from the source is

therefore of great significance for rapid control, cutting off

infection, and timely treatment in clinic [4–10]. At present,

the clinical diagnosis of COVID-19 pneumonia mainly

depends on nucleic acid and antigen kits detection.

Although nucleic acid detection has high accuracy, its

collection process has high requirements on clinicians or

professional technicians causing inconsistency and ineffi-

ciency of diagnosis; on the other hand, though antigen kits

detection is more convenient and faster than nucleic acid, it

has low specificity and high probability of false positive so
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that they cannot accurately distinguish different types of

pneumonia.

During the past decade, medical imaging analysis (MIA)

technologies, e.g., computed tomography (CT), magnetic

resonance imaging (MRI), ultrasound, and X-ray, have

achieved rapid development due to their intuitiveness and

visualization, so that they have become the important

means of clinical disease diagnosis [11, 12]. Merited from

the advantages of fast, low radiation and high resolution,

Chest X-ray (CXR) been widely used in the diagnosis of

patients with COVID-19 and other pneumonia. For exam-

ple, Sitaula et al. [13] proposed an attention-based deep

learning model by adding an attention module on VGG-16

to distinguish COVID-19 cases. Khan et al. [14] found that

the integration of the clinical data features of patients and

the features extracted from CXR images is helpful to

improve the diagnostic accuracy of COVID-19 through

EffientNetB7 model. A novel multi-feature convolutional

neural network (CNN) architecture was designed in [15]

which combined the original CXR data and enhanced CXR

images by the local phase enhancement method. Lin et al.

[16] proposed an adaptive attention network to distinguish

COVID-19 patients, where a specially designed adaptive

deformation ResNet is adapted to focus on the ROI on

input image for feature extraction. Then, the attention-

based encoder learned the context information of extracted

features through the self-attention mechanism and the

feedforward networks were used to predict the final results.

Khuzani et al. [17] used the dimensionality reduction

method to generate a set of optimal features of CXR

images and built an efficient machine learning classifier,

which can distinguish COVID-19 and non-COVID-19

cases. Babukarthik et al. [18] used more than 5000 CXR

images to train the genetic deep learning CNN model from

scratch to complete the classification of COVID-19.

Shorfuzzaman et al. [19] proposed a collaborative

approach, which integrated contrastive learning and fine-

tuned pre-trained ConvNet encoder to capture unbiased

feature representation, and distinguished COVID-19 cases

using the Siamese network.

Meanwhile, the past decades witnessed a dramatic rise

in the platforms, tools and applications based on neural

networks. One important breakthrough technique is known

as deep learning, which includes a large family of neural

computing methods that employ deep architectures com-

posed of multiple non-linear transformations to model

high-level abstractions of raw data. Recent studies have

shown that deep neural networks significantly improve the

performance of MIA. These accomplishments are attrib-

uted to the ability of neural networks to understand rich

mid-level data representations. There are also some

researches that analyzed the performance of various neural

network models for diagnosing COVID-19 based on CXR

images. For instance, Li et al. [20] analyzed CXR images

using 17 CNN models for distinguishing healthy individ-

uals, bacterial pneumonia, and viral pneumonia, with high

diagnostic accuracy. Salvatore et al. [21] trained the deep

learning model with an ensemble of 10 CNN models,

which was tested on two independent cohorts and had good

experimental results. Gayathri et al. [22] adopted five pre-

trained CNN models for diagnosing COVID-19 and non-

COVID-19. Avola et al. [23] fine-tuned 12 well-known

pre-trained models to discriminate healthy people and

those showing pneumonia symptoms derived from either

viral or bacterial source. Chetoui et al. [24] fine-tuned

several vision transformers (ViT) models for investigating

the efficacy of ViT for detecting COVID-19 in CXR

images.

The above research proves the effectiveness of deep

learning in the diagnosis of COVID-19. It can be concluded

that the improved model generally comes from the fol-

lowing aspects: input diversity, feature diversity, model

structure improvement and multiple model fusion.

Increasing the diversity of input data types, or inputting

extracted features for transfer learning, which lacks further

analysis of input. The way to add information processing

module or fuse multiple model increases the calculation

difficulty and parameter quantity while improving the

accuracy. To handle these problems, visual Transformer

(ViT) and its extensive work have remove the module of

convolution layer and adopt the self-attention strategy by

involving several standard Transformer blocks, where

hand-crafted manipulation can be avoided and the induc-

tive biases can be reduced. As a result, it can achieve

comparable or even higher accuracy than CNN. More

recently, researchers take a step forward, where they

develop a multi-layer perceptron (MLP)-based method,

namely, MLP-Mixer, with only MLP layers involved for

reducing even more inductive bias than ViT. The advan-

tage of this pioneering work is that it could enable the

intersection of communications between channels and

patches based on the channel-mixing MLP layer and token-

mixing MLP layer, respectively so as to establish long-

range dependencies of the input patches but solely rely on

pure multi-layer perceptrons. It can also achieve competi-

tive results compared with ViT. Despite the simplicity of

MLP-mixer, there still exists a gap in accuracy between

MLP-mixer and ViT, and there is seldom work developed

for diagnosing COVID-19 by utilizing MLP-mixer. Moti-

vated by this end, we proposed a novel deep learning-based

method for diagnosing COVID-19, other pneumonia, and

normal cases of different patients. The contributions are

summarized as follows:

(1) We have proposed a new pipeline of deep learning

framework for diagnosing COVID-19 pneumonia,
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where the proposed method can automatically detect

the thoracic region as well as distinguish Normal,

COVID-19 pneumonia and other pneumonia cases.

(2) To grasp more extensive feature correlation, the

parallel pyramid MLP-Mixer module was designed

to simultaneously analyze multi-channel input, each

of which can extract multi-scale spatial and channel

features.

(3) Extensive simulations have been conducted. Simu-

lation results verify the effectiveness of the proposed

work, which is good for auxiliary diagnosis of

COVID-19 and has great clinical application

potential.

The rest of this paper is organized as follows. In Sect. 2,

we give a detailed description of the proposed image

classification method; In Sect. 3 both the experimental

results and analysis are described for evaluations; In

Sect. 4, discussions are provided, and the final conclusions

are drawn in Sect. 5.

2 Methodology

2.1 Image processing

Due to the influence of the patient’s body differences and

subjective and objective factors in the acquisition process,

the size and area of CXR images are inconsistent. Mean-

while, pneumonia is mainly reflected in the change of the

parenchyma region, for focusing on the changes of the

region of interest (ROI) and eliminating the disturbance of

other regions, we preprocessed original CXR images, of

which the ROI were located and segmented by used the

self-trained YOLO-v4 network [25]. Segmented images

were fine-tuned and filled to the same size of 256� 256. In

addition, the number of CXR images of patients with

COVID-19 is relatively limited. In order to balance the

number of different groups, a small angle rotation was used

for data augmentation.

2.2 Design of diagnosis model

Aiming at the diagnosis task of normal cases without

pneumonia, patients with COVID-19, or other pneumonia,

we excogitated a novel diagnostic strategy, which is mainly

composed of three blocks, including a multi-layer CNN-

based depth feature map transformation block, self-de-

signed parallel pyramid MLP-Mixer-based multi-channel

feature analysis block, and SoftMax-based classifier block.

The flow chart of our method is shown in Fig. 1.

2.2.1 Abstract transformation of original images

Multi-layer CNN (Table 1) pre-trained by ImageNet data

set was used to obtain the abstract transformation maps of

original images, which can extract deeper image repre-

sentation information with various receptive fields. The

transformation map of the strongest active channel in 13

recursive convolution layers was adopted and scaled to the

same size of the original image. Subsequently, by fusing

the original image and 13 extracted transformation maps,

the 14-dimensional (14D) matrixes were applied to repre-

sent CXR images and used for the multi-channel input of

parallel pyramid MLP-Mixer modules, which not only

describes the abstract deep information but also supple-

ments the concrete information of the CXR image,

enriching the diversity and comprehensiveness of the input.

2.2.2 Parallel pyramid MLP-mixer module

MLP-Mixer was proposed by Google Brain Team in 2021

[26] which is fully based on MLP. It has been applied in

many fields [27, 28]. Compared with the traditional con-

volutional model to process features, MLP-Mixer can

consider the channel and spatial information of input at the

same time, and its structure is relatively simple and

effective. Inspired by it, we designed a parallel pyramid

MLP-Mixer module to process multidimensional data, as

shown in the feature analysis block in Fig. 1. It consists of

14 parallel pyramid MLP-Mixer processing channels, each

of which is composed of three layers of deformable MLP-

Mixer layers and a 1 * 1 convolution layer.

The deformable MLP-Mixer layer is shown in Fig. 2. It

takes the sequence combination of patches of pictures as

input, and each layer of deformable MLP-Mixer layers

mixes the information of channel and spatial position

through two MLP layers with adjusted parameters to

realize comprehensive image information extraction. Each

MLP layer is composed of two fully-connected layers and a

Rectified Linear Unit (ReLU) activation function.

When the input enters the processing channel, the input

information of the picture block is firstly processed into a

matrix with dimension ðn; dÞ ¼ patch� channel. Then the

token-mixing MLP on each column of the matrix was acted

to mix the information of different patches in the way of

cross-location. Subsequently, the channel-mixing MLP on

each row acted to mix the information of different channels

per per-location as the final output of this mixer layer. The

principle of the mixer module in our model can be

described as Eq. (1).

U�;i ¼ W2rðW1LayerNormðXÞ�;iÞ; for i ¼ 1:::C;

Yj;� ¼ W4rðW3LayerNormðUÞj;�Þ; for j ¼ 1:::S:
ð1Þ
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Here, X ¼ ½x1; :::; xS� 2 RC�S represents the input of the

model, where C and S denote channels and patches

respectively. r is an element-wise nonlinearity. Layer

normalization is denoted by LayerNorm(). U and Y indicate

the output after the token-mixing MLP layer and Channel-

mixing MLP layer, respectively. W1, W2, W3, W4 represent

the weight of the fully-connected layer, respectively.

In our proposed model, three deformable MLP-Mixer

layers with different scales were stacked to form a pyramid

feature extraction module for analyzing the input image

matrix. Thus, size changes of out patch in each MLP-Mixer

layer realized the multi-scale analysis of each single-

channel input image matrix. What is more important, the

parallel and repeated use of the deformable MLP-Mixer

module made it possible to analyze the input 14D image

matrix at the same time, realizing the function of multi-

channel and multi-scale feature extraction.

Finally, the outputs of 14 parallel pyramid feature

extraction modules were processed by convolutional layer

with kernel size of 1� 1 and flattened to form a high-

dimensional feature vector and describe input CXR image,

which was used for subsequent classification block.

Assuming the size of the input feature map was

M �M � 1, the output sizes of three deformable MLP-

Mixer layers are shown in Table 2.

2.2.3 Classifier and loss function

The classification block was composed of two fully con-

nected layers and one SoftMax layer. Considering the

convergence rate and actual effect, we use L2 function to

train our classification model, as shown in Eq. (2). here, yi
and f ðxiÞ represent the ground truth and the predicted value

of the model, respectively.

DL2 ¼
Xn

i¼1

ðyi � f ðxiÞÞ2: ð2Þ

Fig. 1 Flow chart of the proposed method

Table 1 Model parameters of pre-trained convolutional neural

network

Layers Kernel size Feature map

Conv 1-1 &1-2 3� 3� 1 256� 256� 64

Max-Pooling 2� 2� 2 128� 128� 64

Conv 2-1 &2-2 3� 3� 1 128� 128� 128

Max-Pooling 2� 2� 2 64� 64� 128

Conv 3-1 &3-2 &3-3 3� 3� 1 64� 64� 256

Max-Pooling 2� 2� 2 64� 64� 256

Conv 3-1 &3-2 &3-3 3� 3� 1 32� 32� 512

Max-Pooling 2� 2� 2 16� 16� 512

Conv 4-1 &4-2 &4-3 3� 3� 1 8� 8� 512
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2.3 Statistics

Statistical analysis was performed using SPSS 22.0 for the

Windows system (SPSS Inc. Chicago, IL, USA). Experi-

mental results were summarized as mean value±standard

deviation. The paired student T-test was used to analyze

whether there is a statistical difference between the two

different models. If the P value is less than 0.05, there is a

statistical difference; otherwise, there is no difference.

Meanwhile, the receiver operating characteristic (ROC)

curve and 95% confidence interval (CI) was adopted to

evaluate model performance.

3 Experimental results and analysis

In this paper, a total of 4099 CXR images collected from

public data set [3, 29] were used to verify our designed

model, including 1341 images from normal cases, 1464

images containing rotated images from COVID-19 cases,

and 1294 images from other common pneumonia cases. In

order to evaluate the universality and robustness of our

model, we adopted the 10-fold cross-validation method to

conduct the experiment and repeated it five times by

changing the order of the dataset. The proportion of the

training set, validation set and the testing set was divided

into 8:1:1.

Our approach was implemented in Python framework.

We ran the experiments on a workstation with Intel Xeon

Gold 6248R CPU (3 GHz), 256 G RAM and Tesla V100

GPU.

3.1 Experimental results

1384 CXR images were randomly selected to generate one-

to-one object detection labels for training the YOLO-v4

Fig. 2 Structure diagram of

Pyramid MLP-Mixer module

Table 2 Parameters of three deformable MLP-Mixer layers

Index Output size Number of channels

Deformable MLP-Mixer 1 M=2�M=2 16

Deformable MLP-Mixer 2 M=4�M=4 32

Deformable MLP-Mixer 3 M=8�M=8 64
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model with the backbone of pre-trained CSPDarknet,

which was used to locate and segment the thoracic region

of all CXR images. Detection results of ROI, which has

been verified and confirmed by the clinician are shown in

Fig. 3, which has a good detection effect for different types

of CXR images. Then, the segmented ROI images were

uniformly scaled to the same size of 256� 256 and put into

the designed classification model. After the convolution

neural network in the first stage, 13 abstract transformation

maps were obtained, which were combined with the orig-

inal image to compose 14D matrixes as the input of multi-

channel parallel pyramid MLP-Mixer modules, as shown in

Fig. 4.

Training parameters of the classification model were set

as follows. Learning rate: 0.0005, batch size: 4, optimizer:

AdamW, data encoding method: one-hot encoding, and

loss function: L2 loss. After 30 epochs, the change of loss

function in the training process of 5-fold cross-validation

experiments is shown in Fig. 5a, with the mean loss value

of 0.00894, which demonstrates that the proposed classi-

fication model achieved superior convergence effect.

Additionality, the results of 5 repeated experiments and the

confusion matrix of the testing set are shown in Table 3 and

Fig. 5b. The average accuracy of the training set, valida-

tion set, and testing set reached 99.74%, 98.34%, and

98.25%, respectively. The experimental results demon-

strate that the model has great stability and classification

performance in the diagnosis of each type of three cases.

3.2 Model evaluation

In order to evaluate model performance, we made quanti-

tative analysis of accuracy, precision, sensitivity, speci-

ficity, and F1-score (Eq. (3)) according to confusion matrix

of each experiment. They are all positively correlated with

the model performance, ranging from [0, 1]. The results of

5 repeated experiments are displayed in the form of mean

value±standard deviation, as shown in Table 4. The data in

the table indicates that the five evaluation indexes of this

model had basically reached 98% or above, which verifies

that our designed model has outstanding performance.

Accuracy ¼ TPþ TN

TPþ TNþ FPþ FN
;

Percision ¼ TP

TPþ FR
;

Sensitivity ¼ TP

TPþ FN
;

Specificity ¼ TN

TNþ FP
;

F1� score ¼ 2TP

2TPþ FNþ FP
:

ð3Þ

where TP, FP, TN, and FN mean true positive, false pos-

itive, true negative, and false negative, respectively.

3.3 Verification of chest region detection

Clinical diagnosis is mainly based on the left and right lung

fields. In our proposed method, the target detection model

was used to process the original image to obtain the lung

field and reduced the influence of the surrounding area on

the classification model. To illustrate the advantages of the

trained classification model of the detected image, we used

the original image to carry out the same feature analysis

and classification experiments with the same training

parameters, and the results are shown in Table 5.

Obviously, compared with using the original image

directly, the image after target detection proposed in this

paper had increased 1.85%, 1.70%, 0.92%, 1.82% and

1.81% respectively in accuracy, precision, specificity,

recall and f1-score. It can be concluded that the image after

target detection can eliminate the interference of

Fig. 3 Detection results of ROI

in CXR images
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surrounding tissues and make the model more focused on

the ROI area. In addition, the detection of the chest region,

which only accounts for about 2/3 of the original image

area, can save a certain amount of computing power and

training time.

3.4 Varidation of number of deformable MLP-
Mixer layer

After the deformable MLP-Mixer layer, the input was

processed, with different sizes for the output. The more

layers passed, the smaller the input to the next layer of the

Mixer, which will affect the ability of the network for

capturing features. Therefore, a certain number of

experiments was conducted to verify the influence of the

number of the deformable MLP-Mixer layer. Considering

the size of the actual input image, we discuss the cases

when the number of deformable MLP-Mixer layers is 2, 3,

4 and 5, respectively. ROC curves of models with different

deformable MLP-Mixer layers are shown in Fig. 6, which

shows that when the number was set as 3, there is the

highest AUC value of 0.999 with 95% CI of 0.9989 to

0.9995. In addition, other five indices (i.e., accuracy, pre-

cision, specificity, recall and F1-Score) were adopted to

evaluate classification preformation. Quantitative evalua-

tion results of models with different numbers of deform-

able MLP-Mixer layers (two layers (2 L), three layers

(3 L), four layers (4 L), and five layers (5 L)) are shown in

Fig. 4 14D transformation maps of a Normal, b COVID-19, c Other pneumonia
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Table 6, and the student t-test between three layers and

other cases is shown in Table 7.

It can be clearly concluded from Fig. 6 that compared

with the model performance of other layers, 3 is the best

choice for the number of deformable MLP-Mixer layers.

On the premise of avoiding the structural redundancy and

computational waste caused by too many layers (4 L and

5 L) and too small input, it also avoids the insufficient

information extraction caused by fewer layers (2 L) and

larger input. Meanwhile, we can notice from the data in

Tables 5 and 6 that the classification performance of our

proposed number of layers (3 L) has significantly improved

on five indicators (P\0.01) compared with other layers.

Although there is no significant improvement compared

with 4 L (P[0.05), 3 L still has certain advantages in terms

of time required and computational complexity. These

results explain the rationality of our proposed model

architecture.

Fig. 5 Training process a and confusion matrix b in testing set
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3.5 Comparison with other methods

For verifying the superiority of the classification model

proposed in this paper, we compared our methods with

seven prevalent deep learning models using the same data

set and training parameters, including Visual attention

network (VAN) [30], ConvNet [31], ResNet-50 [32],

DenseNet [33], MobilenetV3 [34], Vision Transformer

(ViT) [35], VGG-16 [36], and MLP-Mixer [26] ROC

curves are show in Fig. 7, which shows that the method

proposed in this paper has optimal classification effect,

with average AUC gain of 0.094. Meanwhile, the results of

quantitative evaluation using five indices (i.e., accuracy,

precision, specificity, recall and F1-score) and paired t-test

are shown in Tables 8 and 9, which proves that our

method is superior to other network models in this classi-

fication task and has a significant improvement on five

indices (P\0:001), with an average gain of 11.51%,

11.97%, 6.22%, 12.19% and 12.82%, respectively.

4 Discussion

For eliminating the obstacles of existing models: manually

designed or extracted features, insufficient feature extrac-

tion, and wasting computational power of integrated

models, we proposed a novel classification method based

on joint CNN features of CXR images and parallel pyramid

MLP-Mixer module to distinguish the type of lung pneu-

monia, including normal cases, COVID-19, and other

common pneumonia.

Our methods employed Yolo-V4 to segment the region

of the thoracic cavity first, and segmented ROI images

were put into a CNN model containing 13 convolution

layers. The output maps of all convolution layers and

segmented ROI images were combined to conform 14D

image matrix which was used as the input of the following

parallel pyramid MLP-Mixer feature extraction modules

and classifier module. By the way of the 14D input, the

expression of original CXR images was increased, which is

Table 3 Experimental results of proposed models of 5 repeated

experiments

Order Accuracy/%

Train Validation Test

1 99.85 98.78 98.54

2 99.63 98.29 98.30

3 99.82 97.80 98.30

4 99.54 98.29 98.30

5 99.85 98.53 97.81

Average 99.74 98.34 98.25

Bold values show the best results of prediction

Table 4 Evaluation Results of

proposed models of 5 repeated

experiments

Model Index (%)

Accuracy Precision Specificity Recall F1-score

1 98.54 98.60 99.28 98.53 98.53

2 98.30 98.24 99.16 98.22 98.22

3 98.30 98.34 99.17 98.27 98.27

4 98.30 98.40 99.17 98.14 98.25

5 97.81 97.79 98.91 97.75 97.77

Average 98.25±0.27 98.27±0.30 99.14±0.14 98.17±0.28 98.21±0.28

Bold values show the best results of prediction

Table 5 Evaluation Results of

proposed model of 14D input

without detection

Model Index (%)

Accuracy Precision Specificity Recall F1-score

1 96.84 96.94 98.38 96.89 96.91

2 96.59 96.63 98.28 96.50 96.56

3 95.62 95.90 97.85 95.50 95.58

4 96.59 96.86 98.39 96.41 96.53

5 96.35 96.53 98.18 96.45 96.43

Average 96.40±0.47 96.57±0.41 98.22±0.22 96.35±0.51 96.40±0.49

Ours 98.25±0.27 98.27±0.30 99.14±0.14 98.17±0.28 98.21±0.28

Bold values show the best results of prediction
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helpful to the training of classification models. The parallel

pyramid MLP-Mixer feature extraction module was com-

posed of three stacked deformable MLP-Mixer layers,

which draw lessons from the concept of the pyramid and

set different sizes for input and output, as shown in Table 2.

As a result, it can more comprehensively extract the

information of receptive fields of different sizes, thus

enriching the extraction of feature information. Although

MLP-Mixer did not perform position embeddings on the

patch as in transformers, the token-mixing MLPs have

considered the location information, which is more flexi-

ble. It also takes the channel mixing into account, which

analyzed the correlation between different channels of the

same patch. What’s more, compared with some main-

stream network frameworks, the MLP-based architecture is

simpler, and MLP-Mixer also avoids the calculation of key,

query and attention matrix.

Simultaneously, we also verified the necessity of target

detection. Table 5 shows that effective ROI detection can

help the model to further focus on the lesion area. Mean-

while, the number of MLP-Mixer layers was also discussed

in this paper, different numbers may extract different fea-

tures, and obviously different experimental results will be

obtained. In other words, too many layers may lead to an

excessive reduction of information and reduce the ability to

capture information, and too few layers may result in

incomplete feature processing, which is insufficient to

support subsequent classification. Figure 6 and Table 6

proved that three MLP-Mixer layers could obtain optimal

classification performance, which provides a reference for

the application of this model to other classification tasks.

What’s more, we compared our method with the main-

stream methods in the experiment and made a quantitative

evaluation of performance. All the experimental results in

Fig. 7 and Table 8 show that the method proposed in this

paper has better ability than other networks. It also explains

the important value of the multi-model combination and

Fig. 6 ROC curves of models with different numbers deformable

MLP-Mixer layers

Table 6 Performance

comparison of models with

different numbers of deformable

MLP-Mixer layers

Layer Index (%)

Accuracy Precision Specificity Recall F1-score

2 L 95.86 96.07 97.89 95.96 95.98

3 L 98.25 98.27 99.14 98.17 98.21

4 L 96.89 96.98 98.41 96.97 96.90

5 L 96.35 96.40 98.15 96.37 96.35

Average 98.25±0.27 98.27±0.30 99.14±0.14 98.17±0.28 98.21±0.28

Bold values show the best results of prediction

Table 7 Statistical difference between models with different numbers

of deformable MLP-Mixer layers

Layer T-test

Accuracy Precision Specificity Recall F1-score

2 L \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

3 L - - - - -

4 L 0.077 0.080 0.071 0.086 0.091

5 L 0.006 0.005 0.005 0.006 0.005

Fig. 7 ROC curves of models with different deep learning models
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multi-information fusion in auxiliary diagnosis research,

and our proposed model is progressiveness and potential in

the clinical auxiliary diagnosis of pneumonia.

Although our proposed method has obtained good per-

formance on the auxiliary diagnosis of different types of

pneumonia, there are some limitations. Firstly, our method

realized full extraction of image features by integrating the

channel information of the same patch and the spatial

information of different patches. However, non-overlap-

ping patch sampling may cause the loss of edge informa-

tion between adjacent patches. Secondly, in order to

exclude the influence of areas outside the lung parenchyma,

it was necessary to segment the lung parenchyma in

advance. However, due to the poor quality of lung par-

enchyma imaging in CT images of severe patients, this

paper only adapts the YOLO-V4 model to cut the

approximate area of the chest, rather than segment the lung

parenchyma area. Thus, there were still some interference

areas. Thirdly, we used public data sets to verify the model,

which may have some errors in the actual clinical

application.

5 Conclusions

In this paper, we proposed a novel deep learning-based

method to predict COVID-19 and other pneumonia on

CXR images. This method adopted CNN to obtain more

representations of the original images for enriching image

information. And through the self-designed parallel pyra-

mid MLP-Mixer module, the comprehensive feature anal-

ysis of the multi-channel input image matrix was analyzed

to achieve the accurate classification of pneumonia dis-

eases. Experimental results showed that our method has

good classification performance and is better than these

mainstream methods. To conclude, the method proposed in

this paper could be regarded as an important diagnostic tool

for COVID-19 pneumonia, with great application potential

in clinics.

In the future, we will introduce the attention module into

our model to pay attention to those important features.

Meanwhile, we will study the deep learning-based unsu-

pervised segmentation model to obtain the accurate lung

parenchyma region, thus, the pre-processed images can be

better used for model training and obtain a better model

performance. Additionally, we will also collect more

Table 8 Performance

comparison of various deep

learning models

Model Index (%)

Accuracy Precision Specificity Recall F1-score

VAN 76.28 78.84 88.83 77.20 75.71

ConvNet 78.00 78.65 89.20 78.67 77.52

ResNet-50 82.89 82.69 91.26 83.00 82.73

DenseNet 88.51 80.06 89.76 79.62 78.65

MobileNetV3 89.24 89.91 94.51 89.32 89.46

ViT 91.44 91.97 95.83 91.84 91.44

VGG-16 91.81 92.46 96.07 92.23 91.86

MLP-Mixer 95.72 95.82 97.88 95.94 95.74

Ours 98.25 98.27 99.14 98.17 98.21

Bold values show the best results of prediction

Table 9 Statistical difference

between our method and

previous methods

Model T-test

Accuracy Precision Specificity Recall F1-score

VAN \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

ConvNet \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

ResNet-50 \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

DenseNet \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

MobileNetV3 \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

ViT \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

VGG-16 \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

MLP-Mixer \ 0.001 \ 0.001 \ 0.001 \ 0.001 \ 0.001

Ours – – – – –
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clinical data to train and verify our model for serving

clinical diagnosis.

Acknowledgements This work is supported by the National Natural

Science Foundation of China (61971121).

Data availability statements The datasets analyzed during the current

study are available in the following Kaggle repository and COVID-

XRay-5K Dataset, respectively:https://www.kaggle.com/datasets/

paultimothymooney/chest-xray-pneumonia and https://github.com/

shervinmin/DeepCovid/tree/master/data.

Declarations

Conflict of interest we certify that there is no actual or potential

conflict of interest in relation to this article.

References

1. Xing W, He C, Li J, Qin W, Yang M, Li G, Li Q, Ta D, Wei G, Li

W et al (2022) Automated lung ultrasound scoring for evaluation

of coronavirus disease 2019 pneumonia using two-stage cascaded

deep learning model. Biomed Sig Process Cont 75:103561

2. Zhu N, Zhang D, Wang W, Li X, Yang B, Song J, Zhao X, Huang

B, Shi W, Lu R, et al (2020) A novel coronavirus from patients

with pneumonia in china, 2019. New England J Med

3. Minaee S, Kafieh R, Sonka M, Yazdani S, Soufi GJ (2020) Deep-

covid: Predicting covid-19 from chest x-ray images using deep

transfer learning. Med Img Anal 65:101794

4. Rahimi I, Chen F, Gandomi AH (2021) A review on covid-19

forecasting models. Neural Comput Appl 4:1–11

5. Tan L, Yu K, Bashir AK, Cheng X, Ming F, Zhao L, Zhou X

(2021) Toward real-time and efficient cardiovascular monitoring

for covid-19 patients by 5g-enabled wearable medical devices: a

deep learning approach. Neural Comput Appl. 1–14
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