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Abstract
Smart healthcare monitoring systems are proliferating due to the Internet of Things (IoT)-enabled portable medical devices.

The IoT and deep learning in the healthcare sector prevent diseases by evolving healthcare from face-to-face consultation

to telemedicine. To protect athletes’ life from life-threatening severe conditions and injuries in training and competitions,

real-time monitoring of physiological indicators is critical. In this research work, we present a deep learning-based IoT-

enabled real-time health monitoring system. The proposed system uses wearable medical devices to measure vital signs and

apply various deep learning algorithms to extract valuable information. For this purpose, we have taken Sanda athletes as

our case study. The deep learning algorithms help physicians properly analyze these athletes’ conditions and offer the

proper medications to them, even if the doctors are away. The performance of the proposed system is extensively evaluated

using a cross-validation test by considering various statistical-based performance measurement metrics. The proposed

system is considered an effective tool that diagnoses dreadful diseases among the athletes, such as brain tumors, heart

disease, cancer, etc. The performance results of the proposed system are evaluated in terms of precision, recall, AUC, and

F1, respectively.
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1 Introduction

Health is one of the essential elements of human life.

Health is a blessing that is considered the lack of illness

and better physical and mental state conditions. In every

society, health and healthcare systems are getting more

attention and adopting technology. In recent times,

COVID-19 has severely affected the economy of every

country resulting in the adaptation of smart healthcare

systems. In smart healthcare systems, the persons are

monitored remotely to stop the spread of diseases and

provide quick and cost-effective treatment. The integration

of IoT-enabled healthcare systems and machine learning is

considered an ideal solution in this context [1]. IoT and

machine learning-based solutions are efficient due to the

advancements in sensing, processing, spectrum utilization,

and machine intelligence. These solutions are possible due

to the advancement in microelectronics that has provided

tiny and cheap medical sensing devices, which has revo-

lutionized medical services [2]. As a result, healthcare

systems classify these solutions as symptomatic treatment

and preventive treatment. Nowadays, people pay signifi-

cant attention to preventing and early detection of diseases

and the best medication for various chronic diseases.

Therefore, the development of national healthcare moni-

toring systems has become an inevitable trend these days.

Recently, IoT devices and machine learning algorithms

to monitor persons remotely for proper diagnoses have

gained significant attention in telemedicine. The
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development of energy-efficient, cost-effective, and scal-

able real-time healthcare systems is highly demanded to

manage persons’ vital signs [3]. However, the use of tra-

ditional wireless communication technology for healthcare

systems suffer from radiation and higher cost. On the other

hand, real-time health monitoring systems do not suffer

from radiation have flexible communication modes and are

suitable for monitoring various environments. For example,

in the home, the data communication and transmission can

be realized by connecting to the local router for wireless

communication. However, when the persons are in the

outdoor environment, the portable healthcare devices are

connected using a wireless medium to realize the data

communication and transmission. In this context, the

machine learning algorithms are used to make appropriate

decisions if the persons are indoor or outdoor.

Machine learning and deep learning algorithms in IoT-

enabled healthcare systems are commonly used these days

[4]. These algorithms are also widely employed in sports to

keep track of the health of athletes using image interpre-

tation, medical image analysis, injury prediction, and

diagnosis of the athletes. In sports, connected footwear and

clothes, i.e., shirts and similar clothing items integrated

with sensors to intelligently track athlete’s pace, footwork,

measuring their respiration rate, heart rate, and muscle

usage [5]. These implanted sensors are tremendously

advantageous to athlete’s health by ensuring that they

follow a balanced exercise. However, these IoT devices

produce extensive unstructured telemedicine data, includ-

ing a more robust correlation and outliers. Therefore,

machine learning and deep learning techniques must be

used to identify valuable features from raw telemedicine

data to reduce athlete data redundancy. Storing and pro-

cessing duplicated, lossy, and noisy data in remote cloud

data centers waste resources and result in catastrophic

health-related events [6]. The importance of machine

learning and deep learning algorithms cannot be overstated,

as they eliminate outliers and redundancies. These algo-

rithms guarantee that only highly processed telemedicine

information is available in the management information

system for making vital health decisions for athletes. These

algorithms assure that valuable features are retrieved from

vast amounts of raw data and make the best decision for

delay-sensitive and time-critical applications in sport

informatics [7]. Unlike machine learning, deep learning

employs several hidden nodes and layers to provide

extensive coverage and high-level feature extraction from

raw telemedicine data. The heterogeneous data generated

in sports informatics is massive and needs standard tech-

niques to evaluate and extract valuable information. The

deep neural network can automatically generate relevant

features from a given unstructured dataset using standard

learning processes without human engineering and

intervention.

This paper has proposed an IoT-enabled real-time smart

healthcare system using deep learning algorithms for ath-

letes. The proposed system uses portable medical devices

to capture different signals from the human body and apply

various deep learning algorithms to extract valuable

information. For this study, we have considered Sanda

athletes as our case study, and our results are obtained

based on the health status of these athletes. Our proposed

system captures various vital signs of Sanda athletes and

remotely transmits them for further analysis. The physi-

cians use the extracted information to diagnose the dis-

eases, analyze the conditions of athletes, and suggest

proper medications. The performance of the proposed

system is evaluated, and it is believed an effective tool in

the healthcare monitoring system. The major contributions

of this research are as follow,

• We presented a real-time health monitoring system that

uses portable medical equipment attached to the

subject’s body (Sanda athlete in this study) to capture

data

• The use of embedded wearable devices employs real-

time monitoring through a wireless network that can

directly communicate with the server

• Deep learning models are executed at the local servers

for real-time optimization using standard learning

processes. It performs accurate prediction during real-

time transmission, storage, monitoring, and analysis of

athletes’ data.

The remainder of this paper is structured as follows.

Section 2 describes the system design of the proposed

model, followed by the design of deep neural network

architecture in Sect. 3. Section 4 presents experimental

results and discussion. Finally, Sect. 5 puts forward the

concluding remarks and further research.

2 System design

The proposed real-time health monitoring system aims to

monitor the health of Sanda athletes using IoT-enabled

wearable devices. The IoT-enabled sensing devices are

attached to the athlete’s body, which regularly collects data

and transmits it to the server using a relay network. In this

way, continuous monitoring and analysis of the athletes are

performed. This phenomenon is shown in Fig. 1, where the

proposed system is divided into three parts. These parts

majorly include wearable devices and monitoring equip-

ment, wireless communication relay networks, and health

assessment and monitoring server. In this next section, we

discuss these parts in detail.
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2.1 Wearable devices and monitoring
equipment

The IoT-enabled sensing devices sense and collect differ-

ent types of data, such as blood pressure, pulse, blood

glucose, body temperature, heartbeat, dynamic monitoring

of falls, etc., from the athlete’s body. At present, sensing

devices and deep learning algorithms are used to measure

various physical signs. The sensed data are used to monitor

the health status of athletes for chronic diseases. The data

are regularly transmitted to the health assessment and

monitoring server. The physicians can trace the data in

real-time, and generate early warning information for

abnormal conditions, to truly realize early detection and

early prevention [4]. Considering the physical signals’

features and measurement accuracy, we use wearable

devices to transmit signs data timely. There are two types

of sensor modules, the chest band sensor module, and the

wrist band sensor module. These two types of sensor

modules are developed through a plug-in, allowing

simultaneous interpreting of different sensors. These

include ECG sensors, triple-axis accelerometers, and oxy-

gen saturation sensors. The universal wireless sensor frame

module is used to communicate and transmit data with

operators or wireless communication networks, as shown

in Fig. 2.

The chest strap sensor module and the wrist strap sensor

module can communicate with the universal wireless frame

module and send measurement data regularly. The device

uses a standard interface for the sensor module, allowing

the device to integrate different sensor modules according

to a different person’s needs to detect different physical

data. These devices support multiple sensing modules on

an ad-hoc basis and form a Body Area Network (BAN)

with the universal wireless frame module [8, 9].

2.2 Wireless communication relay network

Due to the impact of radiation on the person’s human body,

relay enabled communication is considered suitable.

Because it uses low-range communication that does not

require high transmission power. It is believed that the

design of an efficient IoT-enabled wireless sensor trans-

mission is essential. In this paper, we proposed designing a

low-power wireless relay network, optimized the design of

a sensor operating system using TinyOS [9]. In TinyOS,

data fragmentation and retransmission are used, which

solves data transmission effectiveness and high perfor-

mance. All wearable sensing and monitoring devices

actively transmit data to the relay network, effectively

reducing the device’s power consumption. Furthermore,

the use of transmission communication protocol to quickly

initialize the time window technology significantly

Fig. 1 The architecture of real-time health monitoring system [3]
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improves transmission efficiency and reduces equipment

consumption. The optimized sensor device operating sys-

tem processing flow is shown in Fig. 3.

2.3 Real-time health monitoring system

The real-time medical health monitoring system can con-

tinuously monitor multiple persons. It can automatically

gather health status reports daily, weekly, monthly, quar-

terly, and annual from persons’ records. Combining the

knowledge of multiple professionals and medical experts to

monitor persons and inform them of early diagnosis and

warnings of health conditions. The system includes health

status online monitoring, health status trend analysis, early

warning of health status, health status report, health

maintenance advice, personalized health monitoring,

emergency monitoring, and other functional modules.

3 Design of deep neural network
architecture

In this section, we introduce the prototype and design of

the proposed model. The architecture of the proposed

model is shown in Fig. 4. The figure contained several

components that are discussed in detail as follow:

Fig. 2 Block diagram of

wireless general sensor system,

adaptive from [8]

Fig. 3 TinyOS component diagram adaptive from [9]
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3.1 DNN model

DNN is a subfield of machine learning algorithms in arti-

ficial intelligence inspired by the human brain’s working

mechanism and its activities [1, 3]. A DNN model network

topology consists of the input layer, output layer, and

multiple hidden layers, as shown in Fig. 5. The hidden

layers are essential elements of the DNN model and are

actively engaged in learning [5, 8, 9]. Using more hidden

layers in the model training process may increase the

model efficiency; however, it may arise with computational

cost, model complexity, and overfitting [11, 12]. The DNN

model can mathematically express in Eq. (1).

ya ¼ f ðBa þ
Xm

b¼1

xbw
a
bÞ ð1Þ

The ya represents output at a layer a, B represents bias

value, the wa
b representing the weights used at a layer a by a

neuron b. The xab represents input feature and f represent

nonlinear activation Tanh function. It can be calculated using

Eq. (2).

f ðiÞ ¼ ei

1 þ ei
ð2Þ

We choose the DNN model over other conventional

machine learning algorithms for a variety of reasons.

Firstly, conventional learning algorithms use a single stack

processing layer, which is insufficient for dealing with a

complex nature dataset with high nonlinearity. Secondly,

the conventional machine learning algorithms required

human expertise or engineering to extract optimum fea-

tures for successful prediction.

3.2 Data noise reduction algorithm

Principal Component Analysis (PCA) [13] is one of the

most widely used methods for data dimensionality reduc-

tion and data de-noising. PCA can be regarded as mapping

two spaces, i.e., how to map the original space where the

Fig. 4 Deep neural network architecture

Fig. 5 Deep neural network node operation
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original data are located to the new space. At the same

time, it is required that the core information of the original

data will not be lost in the new space, and the redundant

components should be removed. Its core work is to find a

set of orthogonal transformation bases in the original space

and construct a new coordinate system in the new space

with the variance of the original data as a reference

[14, 15]. Data dimensionality reduction is achieved by

mapping N-dimensional features to k-dimensional features.

The discarded dimensions in the new space can be regarded

as noise space.

Let X samples of data X ¼ fX1;X2; :::;XNg; each sam-

ple has N-dimensional features Xi ¼ fx1
i ; x

2
i ; :::; x

N
i g.

First step: First, calculate the mean value 9 1 of the ith

feature to obtain a new sample:

~Xi ¼ fx1
i � x1; x

2
i � x2; :::; x

N
i � xNg ð3Þ

Second step: Then we can find the covariance of x1 to get

the matrix C:

C ¼

covðx1; x1Þ covðx1; x2Þ � � � covðx1; xNÞ
covðx2; x1Þ covðx2; x2Þ � � � covðx2; xNÞ

..

. ..
. . .

. ..
.

covðxN ; x1Þ covðxN ; x2Þ � � � covðxN ; xNÞ

2

6664

3

7775 ð4Þ

Among them cov (9 1, 9 2) is to find the covariance

of 9 1 and 9 2, the formula is:

covðx1; x2Þ ¼
Pi¼1

M ðx1
i � x1Þðx2

i � x2Þ
M � 1

ð5Þ

Third step: Find the eigenvalue k and eigenvector u = (u1,

u2, • • • •, uN) of the matrix C; Then, filters the first k

eigenvectors as the base, and project the original features

onto the new eigenvectors to obtain dimensionality

reduction Data after Y.

Y ¼

y1
i

y2
i

..

.

yki

2
6664

3
7775

uT1 ðx1
i ; x

2
i ; :::; x

N
i Þ

T

uT2 ðx1
i ; x

2
i ; :::; x

N
i Þ

T

..

.

uT2 ðx1
i ; x

2
i ; :::; x

N
i Þ

T

2
6664

3
7775 ð6Þ

Final step: In the final step, we select the k number of

values with maximum eigenvalues.

3.3 Model optimization algorithm

The Gradient Descent (GD) algorithm [16] has a wide

range of linear and logistic regression applications. The GD

algorithm searches for the minimum value using step-by-

step iteration. Each iteration follows the direction of the

smallest gradient and quickly approaching the minimum

value. The gradient descent algorithm can be mathemati-

cally expressed using the following equation.

h ¼ h� gDJðhÞ ð7Þ

where h and g represents the model parameter and the

learning rate, respectively. The functions JðhÞ and DJðhÞ
represents the loss function and gradient of the loss func-

tion, respectively. These functions are updated each time

one pair of samples is used, which greatly accelerates the

update rate of the model. The formula of the stochastic

gradient descent method is as follows:

h ¼ h� gDJðh; xi; yiÞ ð8Þ

Moreover, in the gradient descent method, the setting of the

learning rate is particularly critical. If the learning rate is too

large, the model will oscillate repeatedly and not reach the

optimal solution. If the learning rate is too low, it will slow

down the model solving speed and increase the number of

iterations. Ideally, if the gradient of the parameter is larger

[17, 18], it matches a lower learning rate. Similarly, Adagrad

is also another gradient-based optimization algorithm, which

proposed optimizing the dynamic learning rate. The learning

rate will be changed according to the square sum of the pre-

vious gradient. The learning rate and solution formula are

shown in Eqs. (9) and (10).

gi;t ¼ gi;t�1 þ gDJðhi;tÞ2 ð9Þ

hi;t ¼ hi;t�1 �
gffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hi;t þ e
p DJðhi;tÞ ð10Þ

The gi;t is the sum of squared gradients of the ith

parameter in the previous t iterations, Jðhi;tÞ is the gradient

of the ith parameter in the tth iteration, and e is a trace that

prevents the denominator from being zero. Therefore, the

learning rate will change with the gradient. However, the

above formula gffiffiffiffiffiffiffiffi
hi;tþe

p causes the learning rate to decrease

continuously with the increase in the denominator part,

making the learning rate at the later stage of the iteration

approach zero. In order to change the late fatigue situation

of Adagrad [19, 20], AdaDelta proposed to add an atten-

uation coefficient w to weaken the influence of the gradient

of the long-time interval on the current training. AdaDelta

updates the gi;t solution formula to

gi;t ¼ wgi;t�1 þ ð1 � wÞDJðhi;tÞ2 ð11Þ

VðtÞ ¼ q1Vðt � 1Þ þ ð1 � q1ÞDJðhÞ
gt ¼ q2gt�1 þ ð1 � q2ÞDJðhÞ2

~VðtÞ ¼ VðtÞ
1 � q1

ht ¼ ht�1 �
gffiffiffiffiffiffiffiffiffiffiffiffi
~gt þ e

p ~VðtÞ

ð12Þ

V (t) is the parameter momentum of the tth iteration, and

q1 and q2 are constant parameters. In such a training
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process, parameter updates are more independent, which

improves the training speed while also enhancing training

stability. Adam or NADAM is also widely used because it

combines the advantages of the above algorithms. The

proposed model employee Adam and NADAM updater’s

technique; however, it negatively affects the overall model

efficiency and performance.

4 Experimental results

The experiment involves crowd sampling and real-time

monitoring with wearable sensor monitoring devices. The

equipment is shown in Fig. 6, with various vital signs that

can be measured and monitored simultaneously in the

experiment.

4.1 Data measurement

The blood oxygen saturation data depends on the degree of

absorption of the two lights of the wristband sensor. It is

calculated by the ratio of red light and infrared light on the

hardware surface. The blood oxygen saturation is measured

through the wristband sensing device. The photoplethys-

mographic pulse wave signal (PPG), the blood oxygen

saturation value (SpO2), and the heart rate data are col-

lected with a data packet size of 5 bytes per second.

4.2 Measurement data transmission

First, the wearable sensor device node finds the nearest

wireless network relay sensor node to send the collected

measurement data, and then, the wireless communication

relay sensor node recognizes the nearest path information,

works in a specific area, and relays the measurement data

to the base station. The wireless relay sensor device node

consists of a microcontroller, an RF transceiver chip, and a

battery. It transmits the measured ECG, acceleration, and

blood oxygen saturation data to the connection base station

of the wireless server of the real-time medical health

monitoring system. Figure 7 shows the component struc-

ture optimization after TinyOS adopts the component

programming mode, such as ‘‘blood oxygen saturation’’

and ‘‘ECGC’’ components. The components in the red

circle are specially modified components to optimize

wireless relay sensor network transmission and improve

transmission efficiency. This routing method can provide

high-efficiency transmission and solve the entire network’s

low energy consumption and configuration stability.

4.3 Explanation of test results

Based on preliminary performance test results using chest

strap and wrist strap sensing devices, the system can

effectively monitor the person’s condition through a

wireless relay communication network. All measurement

Fig. 6 Wearable medical

sensors
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data from wearable sensing devices can be effectively

transmitted to the real-time medical health monitoring

system by deploying low-powered wireless relay nodes.

Compared with a single network topology or pipelined

routing network, wireless relay nodes can automatically

identify the shortest path, thereby providing better com-

munication performance. Figure 8 shows the packet

structure of the wearable sensor device to be transmitted.

These data package includes all measurement values; ECG,

acceleration measurement, and blood oxygen saturation

measurement.

The real-time medical health monitoring system records

various events and data, allowing persons to go back and

frequently observe at home. The optimized database stor-

age structure runs each person to manage and observe the

measured values recorded by the sensors. Various mea-

surement values such as ECG, acceleration measurement,

and blood oxygen saturation measurement can be auto-

matically saved and archived to the real-time medical

monitoring system server. Figure 9 shows the trend of

physical signs in the real-time medical health monitoring

system. Even if the person is unconscious, the system can

perform accurate identification and recording. In addition,

wearable devices monitor the person’s physical sign data in

daily life to ensure that the data can be systematically

provided to the doctor to diagnose the conditions.

4.4 Simulation test results of deep learning

In this section, we present our results by examining the

characteristics of the data and the disorders. Health moni-

toring systems use real-time analytics to achieve valuable

insights and quicker reaction times with faster and accurate

results in the current era. However, unsustainable network

access and the unknown supply of data from remote sen-

sors will lead the systems to perform slow. For this pur-

pose, we first collect large volumes of data from

appropriate sensors. Secondly, we store the data in the

proper format and frames. Thirdly, we apply the deep

learning algorithm to classify and identify diseases that

cause a person to suffer. Finally, we compare the results of

DNN architectures and selection mechanisms.

5 Characteristics of the data

In all, 3,214 samples are used in the text data that we use

for our study. Each sample refers to a particular discharge

report of a person’s hospital admission. We show a sum-

mary of the data in Table 1. Specifically, we study different

persons with nine different diseases and the available

samples. The characteristics indicate the number of sam-

ples that are labeled with multiple phenotypes. The reason

Fig. 7 Component resource structure tree of a wireless relay node
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is that more than one disease causes a person to suffer.

Wearable devices are employed to monitor the actual

health data of athletes per second in real-time during

training and competitions to improve their performance.

Figures 10 and 11 show the blood pressure and heartbeat

rate per second of athletes. From these figures, it is clear

that our proposed system can monitor the health of athletes

based on athlete’s data gathered in real-time.

6 Mean and deviation

For a word-level input, we can calculate the mean standard

and deviation of the persons. The total length of a sample

consists of 35.95 deviations with an 8.73 mean standard

after preparing the word-level and sentence-level data. The

sample’s average number of characters is 3.80, and the

sample’s average number of words is 3.40, as shown in

Table 2. The shortest sample of the smallest number of

characters consists of 0.50 mean standard with 0.30

deviation.

Fig. 8 Data packet structure for measuring physical signs

Fig. 9 Experimental results of

ECG, acceleration, PPG

waveform
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7 Balancing classes for training

We used a weight balance to counter this perceived bias for

DNN preparation. It means that we transfer class weight to

our failure feature in order to make learning expensive. To

avoid the model overfitting issue during the model setup or

configuration, we employed regularization methods. These

methods help avoid overfitting during model training, i.e.,

l1 and l2 regularization and dropout methods. In particular,

the cross-entropy loss function [21, 22] is done by a weight

vector. At the same time, its components are supplied by

one specimen per type. It helps the network to deal with the

minority class in a better manner with false predictions. We

found significant differences in the findings by applying

this methodology. The findings of two phenotypes, i.e., A

and B, are mostly affected by these equilibrium statistics.

Table 1 Dataset receive from

different person sensors
Persons Temperature �C Blood pressure (H/L) mmHg Oxygen level Heart rate (bpm)

A B A B A B A B

1 38.1 38 125/92 127/89 97% 96% 79 79

2 37.3 37.3 120/80 123/80 97% 97% 80 80

3 37.6 37.6 123/89 122/88 92% 93% 84 84

4 37.1 37.1 130/91 130/90 92% 92% 85 86

5 37 37 135/90 130/90 94% 95% 78 79

6 37.8 37.8 110/80 109/82 99% 99% 79 79

7 37.3 37.2 108/83 108/85 92% 92% 82 81

8 37.2 37.2 122/91 121/90 95% 95% 75 77

9 38 38 136/95 133/95 95% 96% 86 87

10 37.4 37.4 109/83 108/81 94% 94% 89 88

Fig. 10 IoT core to stream of

blood pressure per second

Fig. 11 IoT core to stream heart

beat rate data per second
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Therefore, we used weight balance for preparation for

analyses. The effect of some parameters, i.e., learning rate

and activation functions, on accuracy is summarized in

Table 3: The performance of different phenotypes. We

have optimized the parameters set for all the learning

algorithms for accuracy-based analysis.

We have evaluated the deep neural network model’s

success in AUC terms (area under the ROC curve). The

AUC is generally used for binary classification perfor-

mance assessment. In the range of 0 and 1, the AUC value

is determined. A classifier that calculates a greater AUC

value is a good indicator than a smaller value [22]. Fig-

ure 12 shows the output of the deep model for both pules

and blood sugar (A & B) using various sequence formu-

lation techniques. From these statistics, we can conclude

that the deep model worked better for using these features

compared with other formulation models.

8 Conclusion

In this paper, a relay-enabled wireless sensor network

provides the measurement of wearable sensor device

nodes. The design of wearable sensor device nodes con-

siders the convenience of wearing and walking in daily life.

The wearable sensor device node includes a universal

wireless sensor frame. The chest strap sensor integrates an

ECG and acceleration sensor, and the wrist strap sensor

reflects blood oxygen saturation. We consider the ECG,

acceleration, and blood oxygen saturation information

important vital signs based on these wearable sensor device

nodes. The vital signs data from wearable sensor devices

are automatically saved to the real-time medical health

monitoring system after verification. In addition, through a

well-designed relay-enabled wireless sensor network,

which runs under low-power operating conditions, the

adverse effects of radiation are minimized. The use of the

DNN model exhibited promising results, and several lim-

itations are associated with the DNN model. Firstly, the

model is sensitive to the number of neurons in the hidden

layers, i.e., a few neurons may cause under-fitting prob-

lems. An overabundance of neurons, on the other hand,

may contribute to an overfitting problem. In general, a

network with more hidden layers in a training or testing

process might lead to improved accuracy. However, this

raise critical issues, including computation cost, complex-

ity, and vanishing gradient. These concerns will be

addressed in the future.

Table 2 Mean and deviation of the record

Attribute number Mean standard Deviation

1 3.80 3.40

2 120.90 32.00

3 69.10 19.40

4 20.50 16.00

5 79.80 115.20

6 32.00 7.90

7 0.50 0.30

8 21.37 33.21

9 15.05 34.58

10 8.73 35.95

Table 3 Performance of

different phenotypes
Phenotypes Precision% Recall% AUC% F1%

A B A B A B A B

Temperature 60.55 60.8 65.29 59.52 68.55 58.9 67.74 52.32

Heart beat 73.66 58.04 72.1 57.16 75.41 59.68 72.89 52.43

Pulse rate 74.36 61.67 72.91 63 74.86 65.41 68.79 62.12

Blood pressure 72.55 53.91 71.72 56.24 72.3 55.3 72.31 51.78

Blood sugar 70.95 60.15 70.53 61.15 71.07 60.96 72.42 60.23

Blood glucose 69.55 59.43 68.23 58.9 71.33 62.78 70.32 59.09

ECG 71.44 56.78 70.23 55.32 71.99 64.12 70.98 59.03

EEG 73.44 59.03 72.67 59.12 74.35 60.21 73.21 58.33

Pain 73.88 56.59 73.34 59.66 74.34 61.69 71.27 58.06
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