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Intelligent sensing, especially together with autonomous

decision making and control, recently has gained wide

attention, with successful showcases in different areas such

as the autonomous flying droids, self-driving cars, and

Amazon–Kiva systems. One primary ultimate goal is that

via active sensing, the computer/machine can learn through

either supervised or unsupervised information to perform

different tasks. This fact renders learning a fundamental

component for both sensing and control. Among many

learning approaches, deep learning has obtained a series of

success across various domains including image, speech,

text as well as various user interaction data. The resulting

increased sensing capability opens up new possibility for

more intelligent decision making and control. On the other

hand, emerging technology, e.g., deep reinforcement

learning and big data, also spurs the research for new

control paradigm. The continuously increasing interest in

the intersection between intelligent sensing, big data, and

deep learning motivates us to organize this special section

to study the learning of feature representations for deci-

sion-making and control problems.

The submitted manuscripts were reviewed by experts

from both academia and industry. After two rounds of

reviewing, the highest quality manuscripts were accepted

for this special issue. This special issue will be published

by Neural Computing and Applications as special issues.

Totally, 19 papers are suggested to EiC for acceptance. The

selected papers are summarized as follows.

In order to solve the problem of extracting a large

amount of data in large-scale image analysis, a content

semantic image content analysis and storage scheme based

on intelligent computer learning image annotation is pro-

posed by Wei et al. [1]. By analyzing the difference

between capsule network and traditional convolutional

neural network, it is found that the model compression

method applied to the traditional neural network cannot be

directly used in the capsule network. To address the

problem, an IPC-CapsNet compression algorithm is pro-

posed by Zhong et al. [2] based on the structural charac-

teristics of the capsule networks. Jain et al. [3] propose a

pipeline called deep refinement which utilizes some of the

state-of-the-art methods for information retrieval from

highly sparse data such as capsule network and attention

mechanism. The mathematical model is abstracted by Guo

et al. [4] on the basis of the production scheduling problem.

According to the different parts of the same machine and

the different processes of the same part, the corresponding

processing time and waiting time are obtained. Song et al.

[5] described the multimodal model of machine learning

research status and research significance of the text on the

exoskeleton robot applications and on the basis of a

detailed study of gait. With the rapid expansion of data

scale, the traditional method of air quality prediction

technology has been unable to deal with these massive

data. Three hundred and sixty-five sets of air pollutant data

from January 1, 2018, to December 31, 2018, in Shen Zhen

were used by Sun et al. [6] as experimental objects. Lian

et al. [7] proposed an accelerated matrix decomposition

mechanism, which could be used to boost not only the

original Hessian-based multi-scale approach but also the

singular value decomposition-based algorithms. Zhu and

Zheng [8] studied the application of support vector

machine in traffic identification to classify the network

traffic. Shi et al. [9] develop a new rainy image model to

describe rain scenes at night with low illumination.

Support vector machine (SVM) model method is used

by Fan et al. [10] to classify and predict different disease

processes of Alzheimer’s disease based on structural brain

magnetic resonance imaging (MRI) data, so as to help the
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auxiliary diagnosis of the disease. Accurate recognition of

the type of ground motion is a basic task in the field of

seismic engineering. The key technologies of detection and

recognition of underground seismic signal are studied by

Zhong and Li [11]. An unsupervised co-segmentation

algorithm is proposed by Zhang et al. [12], which can be

applied to the image with multiple foreground objects

simultaneously and the background changes dramatically.

In order to realize the automation of radar signal recogni-

tion by machine learning, Li [13] proposes an automatic

machine learning AUTO-SKLEARN system and applies it

to radar radiation source signals. In order to make up for

the gap in the auxiliary diagnosis of orthopedics and pro-

mote the wisdom process of orthopedic disease diagnosis,

Li and Zhang [14] proposed an orthopedic auxiliary clas-

sification prediction model based on XGBoost algorithm.

In order to improve the efficiency of hospital drug inven-

tory management, based on genetic algorithm and BP

neural network, Luo et al. [15] combined the actual situa-

tion of hospital drug inventory forecast to build a system

model based on hospital drug management mode. Different

from the existing algorithms which are often based on

heuristic algorithms, Wang et al. [16] proposed a VNE

algorithm for data center topology based on the Q-learning

algorithm which is a typical reinforcement learning

method. Li et al. [17] analyze the low-carbon integrated

forward/reverse logistics network and made relevant sim-

ulation tests. Xu and Jiang [18] proposed a short-term

traffic flow forecasting method based on deep belief net-

work–support vector regression. Chen et al. [19] undertake

such analysis using a deep convolutional neural network

algorithm named AlexNet.
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