
Originalarbeit

Elektrotech. Inftech. (2023) 140:590–601
https://doi.org/10.1007/s00502-023-01154-0

MOBILIZE—Maintaining the operational safety and security
of large railway systems in emergency situations

David Schreiber · Daniel Bauer · Michael Hubner · Martin Litzenberger · Andreas Opitz · Stephan Veigl ·
Bettina Biron

Received: 1 June 2023 / Accepted: 17 July 2023 / Published online: 1 September 2023
© The Author(s) 2023

Abstract In this paper we describe the concept and
ongoing work of the research project MOBILIZE,
which addresses the operational safety and security
of large railway systems to prevent sabotage and van-
dalism. Examples of such acts are manipulation of
system components, intentional placement of objects
on the tracks, theft of copper cables or damage to
property such as graffiti on parked trains. The pre-
vention of personal injuries resulting from crossing
tracks or climbing on parked wagons and thereby get-
ting too close to or even touching the overhead lines
is also an important aspect. A permanent installation
of video surveillance systems for the entire railway
infrastructure is not feasible and, what is more, state-
of-the-art video surveillance alone is currently not
up to the challenges of monitoring very large areas
completely. Therefore, MOBILIZE focuses on the de-
velopment of a reliable portable system with multi-
sensor modalities. In case of increased incidents in
a specific region, the system can be deployed quickly
and easily. The development of such a system raises
questions that represent the main scientific challenges
to be explored within MOBILIZE: which combination
of sensor technologies is the most suitable to reduce
false alarm rates to a minimum in practical operation,
legal issues such as the changing regulations regarding
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the usage of drones, usability for the operator, inte-
gration into the operational procedures of the railway
operators as well as future economic exploitation of
the MOBILIZE project. The current paper focuses on
the work done on ground-based visual sensors as well
as their fusion with other sensors employed within
MOBILIZE, and an assessment of their social impact.
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MOBILIZE – Aufrechterhaltung der
Betriebssicherheit und Absicherung großer
Eisenbahnsysteme

Zusammenfassung In diesem Artikel werden das
Konzept und die laufenden Arbeiten des Forschungs-
projekts MOBILIZE beschrieben, welches sich mit
der Betriebssicherheit und der Absicherung großer
Eisenbahnsysteme gegen Sabotage und Vandalismus
befasst. Beispiele für solche Handlungen sind die
Manipulation von Systemkomponenten, das absicht-
liche Platzieren von Gegenständen auf den Gleisen,
der Diebstahl von Kupferkabeln oder Sachbeschä-
digungen wie Graffiti auf abgestellten Zügen. Ein
weiterer wichtiger Aspekt ist die Verhinderung von
Personenschaden, zum Beispiel beim unbefugten
Besteigen von Gleisanlagen oder Klettern auf abge-
stellte Waggons wie auch beim Annähern an bzw.
bei Kontakt mit den Oberleitungen. Eine dauerhaf-
te Installation von Videoüberwachungssystemen für
die gesamte Eisenbahninfrastruktur ist faktisch nicht
durchführbar. Darüber hinaus sind moderne Video-
überwachungstechnologien allein derzeit nicht in der
Lage, sehr große Bereiche vollständig zu überwachen.
Daher konzentriert sich MOBILIZE auf die Entwick-
lung eines zuverlässigen, portablen Systems und der
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Kombination unterschiedlicher Sensor-Modalitäten.
Im Falle eines erhöhten Aufkommens von Vorfällen
in einer bestimmten Region kann das System schnell
und einfach eingesetzt werden. Die Entwicklung ei-
nes solchen Systems wirft Fragestellungen auf, welche
die wichtigsten wissenschaftlichen Herausforderun-
gen darstellen, die im Rahmen von MOBILIZE zu
erforschen sind: die geeignetste Kombination von
Sensortechnologien zur Reduktion der Fehlalarmrate
im praktischen Betrieb, rechtliche Fragen wie die sich
ändernden Vorschriften für den Einsatz von Droh-
nen, die Benutzerfreundlichkeit, die Integration in die
Betriebsabläufe der Bahnbetreiber sowie die künftige
wirtschaftliche Verwertung des MOBILIZE-Projekts.
Dieser Artikel konzentriert sich auf die Arbeiten an
den bodengebundenen visuellen Sensoren sowie de-
ren Fusion mit anderen im Rahmen von MOBILIZE
eingesetzten Sensoren und ihre gesellschaftlichen
Auswirkungen.

Schlüsselwörter Betriebssicherheit ·
Eisenbahnsysteme · Provisorisches und
ortsveränderliches Überwachungssystem · Multi-
modale Sensorfusion

1 Introduction and motivation

Maintaining the operational safety and security of
large railway systems such as the infrastructure of
the Österreichische Bundesbahnen (ÖBB) or Wiener
Linien represents a significant challenge for the op-
erators. Acts of sabotage, vandalism or even pranks
or tests of courage by young people can significantly
endanger operational safety. Such acts include the
manipulation of system components, the intentional
placement of objects on the tracks (such as stones,
branches, shopping trolleys, or e-scooters) or the theft
of copper cables. The consequences can be severe
damage to vehicles, personal injury from collisions
or emergency braking and the associated cessation
of train services. In addition to the property damage
that occurs as a result, such incidents can also put the
parts of the public transport network out of opera-
tion in an uncontrolled manner, which in turn causes
enormous damage to society. Moreover, personal
injuries, often lethal, occur due to persons climbing
on parked wagons thereby getting close to overhead
power lines. Burglaries and damage to property are
part of day-to-day business and thus also endanger
operational safety and security.

These examples demonstrate that it would be even
more difficult to protect the operational security of
large railway infrastructures against sabotage in times
of crises. The necessary concepts for the operational
safety and security of large railway infrastructures in
times of crises, as well as the technical equipment
for their implementation, hardly exist so far. A per-
manent installation of video surveillance systems for
the entire railway infrastructure, including workshops,

depots, parking areas and open routes is technically
hardly solvable and economically not feasible due to
the geographical extent. In addition, state-of-the-art
video surveillance by itself is not up to the challenges
of reliably monitoring very large areas. Incidents and
crises, be it the increased occurrence of vandalism on
security-relevant systems or due to targeted warnings
from security authorities, are presumed to increase in
the future. A reliable system with advanced sensors
that—in the event of an incident, such as increased
observations by train drivers along the route, or infor-
mation from the security authorities—can be set up
quickly and easily and used for increased surveillance
of the railway infrastructure, does not exist. Such
a system could make a significant contribution to en-
suring operational safety in the railway system.

In MOBILIZE [1], a two-year project which started
in October 2021, the operational and technical con-
cepts for a portable installation, of a technical secu-
rity system for large-scale facilities are to be exam-
ined and demonstrated in operational environments.
These ambitions give rise to questions that represent
the main scientific challenges of the project. The us-
ability, the integration into the operational procedures
of the railway system and the data compliance frame-
work must be examined to be able to implement such
a concept in practice in the future. Technical issues
need to be clarified as well, e.g., how reliably people
can be detected using thermal imaging cameras over
large distances. Which combination and configura-
tion of sensor technologies is best suited to reduce
false alarm rates to a minimum for practical opera-
tion? Which methods and procedures are necessary
to enable easy and fast deployment at new location?
In contrast to existing systems, which automatically
activate cameras using simple motion sensors or cam-
era-based motion detection, MOBILIZE will use the
classification of people and events through the fusion
of multiple sensors, namely, thermal cameras, radar,
LiDAR scanners, acoustic ground sensors and drones,
as can be seen in Fig. 1. The MOBILIZE concept is to
be evaluated under a wide variety of environmental
conditions over the year and during day and night.
This evaluation is the decisive basis for describing the
limits of the concept in a white paper. MOBILIZE will
fuse the data from multiple sensors and sensor types
to be able to secure a length of 200m in each direction
(effective 400m) aiming to significantly reduce state-
of-the-art false alarms rate. MOBILIZE will geolocal-
ize the detected events within ±5 meters on a situa-
tion map, while current systems are only capable to
symbolize the position and the angle of view of the
camera or sensor in situation maps.

The technical concept of MOBILIZE is based on
5 core technologies: person detection in thermal video
images, LiDAR, radar and audio detection, and data
fusion. In this paper, we focus on the work done
within AIT concerning person detection with ther-
mal cameras, and the concept of the multi-sensor fu-
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Fig. 1 Overview of the
MOBILIZE concept

sion. The rest of this paper is organized as follows. In
Sect. 2, the state-of-the-art of surveillance solutions
for railway systems is outlined. Section 3 presents the
various technical aspects of the MOBILIZE systems,
including hardware, video-based detections with ther-
mal cameras, digital stabilization of thermal videos,
sensor fusion, and, finally, data acquisition and test
scenarios. Section 4 describes social science- and le-
gal-related issues. Finally, Sect. 5 contains our con-
clusions.

2 Previous work

The protection of the route network and the parking
spaces of public rail transport is an unsolved topic for
the operators of such systems, due to an increasing
risk of intentional sabotage, pranks or tests of courage
by young people, or natural disasters. These acts reg-
ularly lead to life-threatening situations and interrup-
tions in the railway system. There are already some
available products on the market that enable moni-
toring large areas. These products range from surveil-
lance systems with RGB or thermal video cameras
(AVASYS [2] and FLIR-Monitoring System [3]) to the
use of multi-sensor networks. However, most of these
systems are permanently installed and therefore are
easy to detect and circumvent. They are unsuitable
for open routes since complete monitoring of rail-
way routes is neither possible nor desirable. Mobile
systems, such as the G4S FP360 [4], offer a solution
that can be installed relatively quickly. Other manu-
facturers such as Securiton [5] or EXENSOR [6] offer
compact, portable multi-sensor solutions. In these
systems, typically the various sensor modalities oper-
ate independently from each other, and at best offer
a common representation in a situation map. Conse-
quently, detection and false alarm rates are mostly not
satisfactory. In contrast, MOBILIZE will further geolo-
calize the detected events exactly (±5m) on a situa-

tion map, while current systems can only symbolize
the position and the angle of view of the camera or
sensor in a situation map and leave the localization
of the event in a camera image to the skills of the
video operator. Moreover, frequent false positives re-
sult in loss of trust among end-users, which reduces
efficiency and might cause about the underlying se-
curity concept.

Current systems require high, complex mast con-
structions, are mounted on car trailers, and therefore
cannot be used for areas that are difficult to access.
The concept of the sensor station in MOBILIZE will
be based on small modules that can be quickly as-
sembled on a lightweight portable mast and put into
operation within 1h without expert knowledge. Addi-
tionally, a drone equipped with sensors is selectively
activated by the other sensors. Existing ground sen-
sors, such as those from EXENSOR, work indepen-
dently of a power line for several days, but have a very
limited range of around a few meters. The MOBILIZE
system will be equipped with an internal battery to
provide energy self-sufficiency for several hours. The
technical concept of MOBILIZE provides that sensors
with low energy consumption serve as a trigger for
sensors with higher energy consumption for detailed
analysis. This concept increases the duration of en-
ergy self-sufficiency. In addition, the energy supply
is planned in such a way that commercially available
photovoltaics can also be used as an energy source.

New concepts, that enable an automatic compar-
ison of the sensors with each other (fusion), are re-
quired. Such an approach would be able to signifi-
cantly improve the quality of the alarms in the future.
Almost every manufacturer of video management sys-
tems has the option of integrating maps into the sys-
tem for overview purposes. The high effort for the
configuration of the system (positioning/orientation
of the cameras) is the biggest limitation of the cur-
rently used video and security management systems.
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The use of drones is currently the most modern and
effective way of monitoring large areas. The previ-
ous legal situation was replaced by a new EU drone
regulation on January 1st, 2021 [7]. This new legal
framework is therefore relevant for MOBILIZE. Inves-
tigating a new technology in connection with a com-
pletely new legal framework increases the scientific
knowledge gain of the project, since no research re-
sults exist in this context yet.

Permanently installed video surveillance systems
are currently used almost exclusively for monitoring
trains, stations, and infrastructure facilities. Large and
immovable towers are sometimes used for individual
priority actions. By means of video cameras mounted
on the tower, events can be detected during the day,
but only with great restrictions at night. The video
towers are connected to a control center. This type of
video surveillance is not suitable for surveillance on
the open route. Security personnel or, on a case-by-
case basis, trail cameras are used specifically to de-
tect stones, branches, or other objects on the track, or
people trespassing on the tracks area. This requires
additional resources to ensure operational security.
A system that solves these challenges does not exist.

Additionally, current state-of-the-art systems on
the market lack the ability to be integrated into exist-
ing railway systems and process landscape of the op-
erational bodies; no sensors equipped with software-
based detection are currently used. Upon detection
(via visual contact or in camera images) of intruders,
a security center is informed, which in turn notifies
the police. Additionally, radio patrols from the rail-
way company are ordered to the scene of the incident
since the police are only allowed to enter the railway
area after the railway company has given its approval.
The current workflows and processes lead to loss of
time and make timely intervention to maintain oper-
ational safety more difficult. Currently, it is virtually
impossible to implement a complete and effective
protection quickly and easily, which can be integrated
into the railway provider’s operational processes in
case the security authorities issue a warning about an
increased risk.

3 The MOBILIZE concept: a portable
surveillance system

3.1 Hardware

The MOBILIZE system built at AIT contains two
transportable sensor stations. Each sensor station
comprises a sensor head mounted on a lightweight
telescopic pole, which can be extended up to 5.5 me-
ters using a manual hand crank, and a protective case
containing the rest of the components (see Fig. 2).
Each sensor head is connected via ethernet and
power cables for power delivery. The sensor head
contains a Power over Ethernet (PoE) switch as well
as power distribution for all sensors and IP cameras.

It is weather resistant up to IP65 (excluding the laser
scanner) and includes the following sensors:

� a differential GNSS system for positioning, provid-
ing real time IMU axes and IMU/GNSS heading
measurements

� two thermal cameras having different focal lengths
(wide-angle and tele) to cover both short and long
distances each with a resolution of 640× 480 pixels

� an HD RGB pan tilt zoom (PTZ) camera for the op-
erator to visually verify the alerts from the detectors
and to manually surveil the area

� a microwave radar antenna (provided by Joby Aus-
tria, https://inras.at) for reliably detecting moving
objects

� an optional 3D lidar scanner (RIEGLVZ-400i [8]), for
detection of objects on the tracks

The system is connected via a VPN over Wi-Fi or LTE
4G with all other partners’ components in the project.
The system can be moved fast and easily by a security
team of 2–3 persons. Three audio detectors are de-
ployed as satellite sensors along the perimeter of the
depot and within the field of view of the other sensors
and connected via wireless data transmission to the
overall system. It is to be noted, that the overlap of
the fields of view of the individual sensors is a pre-
requisite for the subsequent data fusion of the sensor
modalities.

The other components of the sensor station are
integrated in a large transportable protective case,
weather resistant up to IP54. The system inside
the protective case is cooled with a temperature-
controlled fan and can be covered with a tarp for
shielding it from direct sunlight and heat. The case
contains the following components:

� two desktop i7 mini-PCs, including RTX3060 GPUs
for processing the sensors data

� LTE/4G router/modem for establishing a secure
VPN connection to be able to
– notify the operator in case of an alarm
– provide live video footage form the static thermal
cameras and the PTZ camera

– remotely control the whole system
– provide an NTP time server for the local sensor
network

� ethernet switch for connecting and powering the
sensors and cameras

� 24-volt 100A hour rechargeable LiFePO4 battery
� mains AC/DC charger and 24-volt power supply
� DC/DC power converters for powering all the 48-

volt PoE components in the sensor head
� a 24VDC to 230VAC converter to power themini-PCs

when on battery

3.2 Video object detection with thermal cameras

Object detection, and in particular person detection,
is a fundamental task in computer vision and image
and video processing. An object detection process
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Fig. 2 a Illustration of a sensor station with its sensor head. b A closer look inside the protective case

takes an image as an input, localizes the objects that
appear in the image (in terms of bounding boxes),
assigns class labels (e.g., a person or a car) to the ob-
jects, and gives the class probability for each detected
object. In the last decade object detectors based on
deep neural networks (DNNs) have become the state-
of-the-art in object detection. Artificial neural net-
works are computing systems inspired by biological
neural networks. Such systems learn progressively to
perform tasks by considering examples. A deep neural
network is an artificial neural network with multiple
layers between the input and output layers. There are
different types of neural networks, but they always
consist of the same components: neurons, synapses,
weights, biases, and functions. One of the advantages
of DNNs is their ability to extract internal representa-
tions automatically, outperforming hand-crafted fea-
tures that are needed for traditional detectors. Nev-
ertheless, object detection is a challenging task due
to many factors such as clutter, imaging conditions,
large number of object classes and instances, and no-

tably partial occlusion. Consequently, state-of-the-art
deep learning detectors are far less robust than hu-
man beings [9].

In particular, the YOLO DNN-based detector [10]
is commonly used in practical applications and sys-
tems due to its real time performance and ability to
detect tens of different object classes with satisfac-
tory precision. Since the publication of the origi-
nal YOLO detector, several variants and improvements
have been proposed, and one of the latest versions
was chosen for MOBILIZE. However, deep learning-
based detectors were developed and trained using vis-
ible light (RGB) sensors. As RGB sensors are not suffi-
cient for outdoor surveillance under low light and dur-
ing nighttime, thermal sensors were selected instead
for MOBILIZE. Thermal images are more difficult to
process than RGB ones, because they are of lower
quality and poor contrast, and contain a smaller num-
ber of features and are noisy. Finding out how reliably
can persons be detected by thermal imaging cameras
over large distances is one of the scientific challenges
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of MOBILIZE. Based on preliminary work and with the
help of the data acquired within MOBILIZE, a person
detection algorithm was developed for the MOBILIZE
system. It is based on an improved implementation
of the YOLO detector [10], adapted to cope with im-
ages provided by thermal cameras. To cover short and
long distances with appropriate image resolution, two
thermal cameras, having different focal lengths (wide-
angle and tele) and overlapping field of view are em-
ployed.

In MOBILIZE, the Robot Operating System (ROS 2)
[11] is employed as a middleware for combining and
enabling the communication between all relevant
components of the final system, as the matured and
widely used ROS 2 framework provides a stable plat-
form for the development of modular software with
an increased use of sensor hardware in combination
with dedicated algorithms. Accordingly, the YOLO
detector was implemented as a ROS 2 node. Further-
more, MOBILIZE makes use of a GNSS receiver, which
provides the exact position of the camera and its ori-
entation. This enables an automatic mapping of the
detections from the camera coordinate system to
global world coordinates (WGS84) [12]. This georefer-
encing was implemented as separate ROS 2 node.

Figure 3 shows example detections of persons and
trains on two test sequences acquired during the
recording session during autumn 2022. Images cap-
tured by the wide-angle (overview) camera are in the
left column, whereas images from the tele camera in
the right column. In the first row, persons are walking
along the track and are detected in the wide-angle
image but are not (yet) visible in the field of view of

Fig. 3 Example detec-
tions of persons and trains.
a, c wide-angle camera
images; b, d tele camera
images. Persons walking
along the track and are de-
tected first by the wide-an-
gle camera (a, b), and later
by the tele camera (c, d)

the tele camera. The second row depicts the same
scene a little later when the persons are further away
from the sensor station and are crossing the tracks at
a distance of about 170m. In the wide-angle image,
the people are already too small (in pixel resolution)
to be reliably recognized by the algorithm but are
detected instead by the tele image.

3.3 Digital stabilization of thermal videos

Video stabilization is an important task of video-based
outdoor surveillance, such as in MOBILIZE, where the
thermal cameras are mounted on a pole and are sus-
ceptible to harsh weather conditions and high winds,
resulting in camera shake which leads to unwanted
motion between successive video frames. On the
one hand, this unwanted motion and jitter annoys
the security personnel which observes the scenes on
monitors, and on the other hand, it deteriorates AI-
based algorithms, such as object detection and track-
ing, which process these video frames. There are three
basic techniques available for video stabilization: op-
tical, electronic, and digital image stabilization. The
digital stabilization method is purely software-based
and independent of the camera’s physical dimen-
sions. The advantages of using this type of technique
are that there are no moving and costly components
(e.g., gyro sensor, motor assembly, servo electronics,
gimbal), and the ability to apply different algorithms
to improve the stabilization.

Two-dimensional stabilization methods are widely
implemented in commercial packages due to their ro-
bustness and low cost. Two-dimensional methods are
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Fig. 4 Mechanical shak-
ing of the pole: Exemplary
images of un-stabilized
frames (a, c) and stabilized
frames (b, d)

based on the 2D apparent motion between 2 video
frames (current and reference frames). In particular,
global motion estimation is sufficient to compensate
for camera motion in scenarios where the entire im-
age is equally affected, i.e., when there is little depth
variation or when the 3D compensation is only rota-
tional. Most of the state-of-the-art approaches of 2D
video stabilization methods were developed for RGB
sensors [13, 14]. In contrast, thermal images are dif-
ficult to process as they are of lower resolution, lower
quality, and contrast, contain a smaller number of
features and are noisy. State-of-the-art methods de-
veloped for RGB videos are bound to perform poorly
on thermal images due to these issues. In fact, only
a small number of previous approaches focused on
the video stabilization problem for thermal sensors.
These methods were developedmainly for UAV-based
applications such as monitoring of wildfires, and for
border military surveillance [15].

Stabilizing thermal videos for real time applications
is still an open research area. This is due to the dif-
ficulty in detecting and tracking good features in in-
frared videos having low resolution and poor qual-
ity. For MOBILIZE, a fast real-time online approach
is needed which does not require an offline train-
ing for each individual scenario (as is the case with
machine learning-based approaches), is easy to in-
stall and to set up, and which could run with mod-
est computational resources by the end user. Con-
sequently, a global two-dimensional motion estima-
tion stabilization approach was employed and tested
within MOBILIZE. The approach is based on direct
methods [16, 17], which entails the estimation of mo-

tion parameters between 2 frames directly from inten-
sities, in contrast to feature-basedmethods, which first
extract a sparse set of distinct key-point features from
each image separately, and then recovers and analy-
ses their correspondences to determine the motion.
The proposed algorithm is simple, yet capable of real-
time speeds of about 50 FPS as well as robust, over-
coming the limitations of thermal images and pro-
viding accurate frame alignment even in the case of
sever camera shake, as demonstrated by experiments
with a randomly added motion to the frames as well
as with application of mechanical shakes to the pole.
Figure 4 shows some exemplary images of the un-sta-
bilized (left) vs. stabilized frames (right). The stabi-
lized frames are cropped due to the existence of blank
borders.

3.4 Multi-sensor fusion

In MOBILIZE, statistical fusion concepts based on
Bayesian inference are being developed, analyzed,
and improved with a view to reducing false alarms
rate. Particular attention is paid to the combination
of the individual sensors in relation to the coverage
of the application scenarios. The concept of the data
fusion approach is based on the aggregation of mul-
tiple density maps. A density map represents the
monitored geographical area for one specific sensor
modality used within the system, to allow a spatial-
temporal comparison between the different sensor
modalities. The approach combines probability den-
sity maps with a rule engine that links data from
multiple density maps.
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A combined video detection and audio classifi-
cation of critical events in three-dimensional space
has been described in [18]. The fusion of different
wireless positioning technologies in two-dimensional
space was reported in [19]. Often the temporal and
spatial relationships of events in existing systems are
only roughly analyzed, such as the assignment of
a person detection from a camera image to acoustic
cues detected in the vicinity of the same camera [20,
21]. Rule-based approaches with sensor installations
to detect relevant security-related events have been
described in [22]. Map-based methods can be used
to determine the location of an object or security-re-
lated event. There are several approaches to achieve
the necessary data association between different de-
tections, such as feature-based and position-based
maps [23]. The most common application of map-
based sensor fusion today is found in the automotive
sector, where a relatively small number of sensors are
positioned in a relatively small spatial area around
the vehicle [24]. Monitoring tasks with a very high
number of sensors (e.g., up to 100) and for a very
large geographical area (e.g., up to 1km), based on
evaluating the nearest neighbor relationships of ele-
ments in the map, can become problematic. When
evaluating nearest neighbor relationships, the compu-
tational effort increases dramatically with the number
of sensors and the generated target hypothesis. For
position-based maps, where each cell of the map
represents the probability of an event or object at
that location, the nearest adjacent relationship can
be easily evaluated by addressing the adjacent cell of
the grid. This method therefore scales much better
for large sensor networks. Occupancy grid maps [25]
and density maps [26] are common solutions for such
location-based maps.

Figure 5 illustrates the fusion concept with the ex-
ample involving two sensor modalities: an acoustic-
based and a video-based detectors feeding into the fu-
sion system. The number of density maps is equal the
number of the sensor modalities. Each density map is
divided into equally sized grid cells. Each cell repre-

Fig. 5 Schematic of the fusion approach: an example involv-
ing a video and an audio detector

sents a coarse geographic location (of about 1× 1 me-
ter in size) in the monitored area and holds a value
equal to the probability of a detected event (indicated
by blue “i-pins” in Fig. 5) within this coarse location.
Each detection is attributed to a geographical area by
projecting the detection area provided by the detector
into the corresponding cells of its density map. For the
sake of the illustration, the detection regions shown in
Fig. 5 are visualized as arbitrarily shaped probability
distributions (the actual shape of such distributions
may differ). For the cells covered by the detection
area, the probability is updated using the detection’s
confidence value delivered by the detector.

The set of density maps is periodically aggregated
into one fusion map, by combining weighted cell val-
ues corresponding to the same spatial position. Cur-
rently, the weights are estimated empirically, based
on our experience with sensors’ accuracy and reliabil-
ity. It is planned, eventually, that the weights will be
estimated via a machine learning approach. After ag-
gregation, an alarm threshold is applied to all cells of
the fusion map, and cells exceeding the threshold are
generating an alarm (indicated by a red “!-pin”). The
alarms’ geographic location, that can be presented to
a human operator on a map, is determined by the
cells’ location exceeding this threshold.

3.5 Data acquisition and test scenarios

During autumn 2022, a data recording session, to-
gether with an initial test, were performed within
MOBILIZE, making use of a single sensor station. The
test recordings consist of security relevant scenarios,
employing 3 different sensor modalities: 2 thermal
cameras, a microwave RADAR and 3 audio detectors
(see Fig. 6). The recording session took place in a large
open railway depot, which has frequently been sub-
ject to vandalism acts. The 11 recorded test scenarios
included illegal trespassing and graffiti spraying and
were performed by actors to obtain relevant sensor
data for each scenario. The 3 audio detectors were
deployed as satellite sensors along the perimeter of

Fig. 6 The sensor station deployed on the test site during
data acquisition during autumn 2022. a the entire sensor sta-
tion; b the senor head
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the depot and within the field of view of the other
sensors, as the overlap of the of the fields of view
of all the individual sensors is a prerequisite for the
subsequent data fusion of the sensor modalities.

In preparation for the data recordings, a ROS 2
based system for simultaneous acquisition of video
frame, position and orientation data was imple-
mented. This was necessary to generate a heteroge-
neous dataset from various sources that can be played
back in a synchronous way in the same chronological
order. The geographic locations and orientations for
all included sensors were recorded with high precision
via GNSS devices, to allow the full georeferencing of
their detections, in the subsequent fusion step. Dur-
ing the acting of the different scenarios, the sensors’
data streams were recorded for offline processing
and classification by automatic video or audio detec-
tion and classification software. RADAR targets were
recorded as is, without further classification. The
output of the detectors was georeferenced using the
known sensors’ geolocations and orientations.

The upcoming work in the MOBILIZE is to fuse the
sensors’ detections, and to evaluate the improvement
in the detection and false alarm rates, induced by the
fusion, compared to the performance of the individ-
ual sensors. Next, the fusion software will be imple-
mented and tested in a final test operation planned
for summer 2023, where various scenarios (persons
crossing tracks, objects on tracks, vandalism, etc.) will
be acted by volunteers. This testing phase will last for
several days and nights and will make use of both sen-
sor stations built by AIT. Based on these test record-
ings, the performance of the individual sensors, as
well as of the whole system, will be evaluated.

4 Social science and legal approach

While MOBILIZE technology partners are concerned
with the feasibility and implementation of the tech-
nical solutions, the social science or GSK (Geistes-,
Sozial- und Kulturwissenschaften) partners are con-
cerned about the human factor, the implementation
of a technical system in everyday work, the risks, op-
portunities, and the effects of these technological de-
velopments on users in the Business to Business (B2B)
sector and society as a whole. Thus, it is important to
weigh the advantages and disadvantages of technolog-
ical changes in a theoretical manner from a sociologi-
cal, legal, and ethical perspective. Thus, the main goal
of the legal and sociological analysis in MOBILIZE is
to explore the implications of unintended side effects
when deploying sensor fusion and large-scale surveil-
lance technologies. Considerations of risk governance
and mitigation, as well as ensuring privacy compli-
ance, also play an important role [27–29].

From a legal perspective, particular attention has
been paid to the data protection impact assessment
under Art 35 GDPR (General Data Protection Regula-
tion of the European Union). In particular, the rel-

evant aviation law provisions for the planned use of
drones also represent a legal limit to what is tech-
nically feasible. As the planned system is portable,
general recommendations are given for the deploy-
able sensor station, as it is in the nature of things not
to be able to conclusively examine from a legal point
of view every conceivable location. Since the video
data processed in this project is not intended to reveal
sensitive information about individuals, the images to
be recorded are classified as personal data, but not as
sensitive data per se. If face or voice are identifiable, it
is legally considered as information related to identi-
fiable persons. The results of the legal analysis, which
is beyond the scope of this paper, are included in the
social science approach [30].

4.1 Technological impact assessment

On this basis, the various approaches to technology
assessment are concerned with how to increase the
chances of technologies addressing societal issues
without causing unintended risks and side effects.
In practice, however, from an application-oriented
perspective, the primary concern is to find out the
attitudes of those people who are to interact directly
with the new technology. After all, they are the ones
who will later decide whether and how to use it and
integrate it into their existing activities. It is impor-
tant that the actors on the ground are considered as
experts in their field of activity. It is them who, based
on their experience, know best where support from
technical systems would be helpful and what it might
look like—or where it might not. It is the task of social
science to identify these attitudes and experiences
and to use this additional knowledge to positively
influence technology development.

In a first step, expert interviews were conducted
with those responsible for the topic of safety at ÖBB
and Wiener Linien. The aim was to obtain informa-
tion from the employees themselves about their needs
and any obstacles for the implementation. Above all,
it is essential to consider the impact of new technolo-
gies on existing processes and work routines: “De-
cisions about the introduction of such technologies
are often made with limited prior knowledge about
the extent to which such systems will change exist-
ing work practices and influence work performance
(negatively as well as positively)” [31]. It is crucial,
they argue, to understand the processes and activities
of potential users to involve them in technology de-
velopment. This is the only way to ensure that the
functions required by the users can be covered by the
new technologies. [32] speak of a technology being
used when it is accepted. This in turn is related to
trust in the technology, whether it can reliably fulfill
the desired functions and means more efficient work.

Based on this, a questionnaire will clarify how se-
curity experts estimate the risk potential for employ-
ees and customers, as well as the opportunities. Top-
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ics include attitudes toward surveillance drones and
cameras in the context of privacy issues. The top-
ics include a question, among other things, regarding
a possible fundamental skepticism based on empiri-
cal data which indicates that new technologies do not
necessarily mean a simplification of everyday work,
but in some cases can even lead to more work without
any discernible improvement in quality. However, it
should be noted at this point that an analysis revealed
that the target groups are by and large technology-
savvy and technology-friendly groups of people. Ini-
tial results show that the employees of the transport
companies are very positively inclined to new devel-
opments in monitoring, also when it is related to their
working reality.

5 Conclusions

This paper outlines the concept and ongoing work
of the project MOBILIZE, which addresses the oper-
ational safety and security of large railway systems
against acts of sabotage, vandalism, or pranks, in-
cluding manipulation of system components, inten-
tional placement of objects on the tracks or the theft of
copper cables, as well as preventing personal injuries
resulting from climbing on parked wagons and get-
ting too close to or even touching overhead lines, and
damage to property such as graffiti on parked trains.
Permanent installations of video surveillance systems
for the entire railway infrastructure are technically and
economically hardly feasible. Moreover, state-of-the-
art video surveillance alone is currently not up to the
challenges of completely monitoring very large areas.
MOBILIZE focuses on the development of a reliable
system with advanced sensors that—in the event of
increased observations by train drivers along the route
or security authorities—can be set up quickly and eas-
ily and used for improved surveillance of the railway
infrastructure.

The technical concept of MOBILIZE is based on
5 core technologies: person detection in thermal video
footage, LiDAR, radar, and audio detection, as well as
data fusion. The technical concepts and application-
relevant questions, as well as the integration into the
operational procedures of the railway operators, are
examined and demonstrated in a real operational en-
vironment. In this paper, we focused on the work
done within AIT concerning person detection with
thermal cameras, and the concept of the multi-sen-
sor fusion. The development of such a system gives
rise to many questions which represent the main sci-
entific challenges and the innovations of MOBILIZE,
to be explored within MOBILIZE. This includes:

Which legal framework must be considered for
putting a temporary system for the protection of large
railway systems into operation? In the project, the
basic requirements regarding data protection are to
be researched to be able to put the entire system into
operation.

How can alarm messages and sensors such as cam-
eras providing live information best be integrated
into existing railway processes to improve safety- and
security-relevant incidents? Additionally, the project
should evaluate the effects of new systems on opera-
tional management concepts.

How can the sensors be calibrated under the con-
straint that the MOBILIZE system should be deployed
and ready for use within one hour by a team of non-
experts?

Which methods and algorithms for real-time per-
son detection in thermal images are suitable for de-
tection of persons over large distances, and how can
video stabilization methods contribute by enhancing
the video quality?

Which fusion concepts are suitable for creating
a spatiotemporal coincidence of detections from
multi-sensor modalities to localize events, and to
minimize the false alarm rate? Particular attention
needs be paid to the combination of the individual
sensors in relation to the coverage of the application
scenarios.
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