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Abstract: This contribution discusses the possibilities to

increase the efficiency of large Discrete Element Method

(DEM) simulations. Simulations were conducted to test

particle upscaling, decreasing shear modulus and using

GPU instead of CPU for the computation. The conducted

simulations modelled a simple ore extraction process from

a defined outlet of a stope in a cave mine. The analysis is

based on the influence of the approaches on the computa-

tion speed-up and the accuracy of the result. It was found

that the real shear modulus could be decreased in the sim-

ulation by a factor of 103 without interfering strongly with

the result, provided that thedecreasedshearmodulus isnot

smaller than 108Pa. However, a reduction of 102 was found

to bring the highest speed-up to the present application.

For the particle upscaling in this contribution without

parameter calibration, the upscaling factor should not

exceed 3. Higher upscaling factors affect the results signif-

icantly. However, the flow dynamics was already differing

for an upscaling factor of 2, even though the flow zones

were comparable. Using a GPU instead of a CPU is only

recommended if the simulation contains a high num-

ber of particles. The speed-up for a simulation with almost

250,000 particles was over 8, but the advantage diminished

for less particles. Furthermore, differences in the results

between CPU and GPU computation could be found, which

could be a starting point for future work. In summary,

this research significantly aids in the development of more

efficient DEM simulations for large-scale applications, such

as cave mining.
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Beschleunigungsmöglichkeiten und einhergehende
Probleme für große DEM-Modelle

Zusammenfassung: In diesem Beitrag werden dieMöglich-

keiten zur Effizienzsteigerung großer Simulationen mit der

Diskrete-Elemente-Methode (DEM) diskutiert. Es wurden

Simulationen durchgeführt, um die Hochskalierung von

Partikeln, die Verringerung des Schermoduls und die Ver-

wendung von GPUs anstelle von CPUs für die Berechnung

zu testen. Die durchgeführten Simulationen modellierten

einen einfachen Erzabzugsprozess aus einem definierten

Abzugspunkt einer Abbaukammer mit kontrolliertem Ver-

bruch der Hangendschichten. Analysiert wurde der Einfluss

der Ansätze auf die Berechnungsgeschwindigkeit und die

Genauigkeit der Ergebnisse. Es wurde festgestellt, dass

der reale Schermodul in der Simulation um den Faktor 103

verringert werden kann, ohne das Ergebnis stark zu beein-

trächtigen, wenn der verringerte Schermodul nicht kleiner

als 108Pa ist. Es wurde jedoch festgestellt, dass eine Ver-

ringerung um 102 die höchste Beschleunigung für die

vorliegende Anwendung bringt.

Die Hochskalierung der Partikelgröße war in der vorliegen-

den Anwendung ohne Parameterkalibrierung mit einem

Skalierungsfaktor von 3 begrenzt. Höhere Skalierungsfak-

toren beeinflussten die Ergebnisse erheblich. Allerdings

war die Ausflussdynamik bereits bei einem Skalierungs-

faktor von 2 unterschiedlich, obwohl die Strömungszonen

vergleichbar waren. Die Verwendung einer GPU anstelle

einer CPU wird nur empfohlen, wenn die Simulation eine

große Anzahl von Partikeln enthält. Bei einer Simulation

mit fast 250.000 Partikeln betrug der Geschwindigkeitszu-

wachs mehr als 8, bei weniger Partikeln verringerte sich

der Vorteil jedoch. Weiters ließen sich Unterschiede in den

Ergebnissen zwischen CPU und GPU-Berechnung feststel-

len, was ein Anknüpfpunkt für künftige Forschungsarbeiten

sein könnte. Dieser Artikel trägt zur Entwicklung effiziente-

rer DEM-Simulationen für groß angelegte Anwendungen

wie den Bruchbau bei.
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TABLE 1

Used parameters for the conducted simulations
Poisson’s Ratio v Density ρ Coefficient of Restitution Coefficient of Static Friction Coefficient of Rolling Friction

0.325 [–] 4700 [kg/m
3
] 0.5 [–] 0.75 [–] 0.12 [–]

Schlüsselwörter: Diskrete Elemente Methode, Erzfluss,

Partikel-Hochskalierung, Verringerung des Schermoduls,

GPU Berechnung, Große DEM Simulationen

1. Introduction

When doing large DEM simulations with millions of parti-

cles, either the computation time is usually very high or it

is not feasible to simulate themodels at all. The increase in

computational power, both hard- and software, is helpful,

but large DEM simulations still take a considerable amount

of time. Three other ways to reduce the computation time

are to decrease the shear modulus in the model, to reduce

the number of particles by upscaling their size, and to use

a graphics card (GPU) instead of an ordinary processor

(CPU) to conduct the computation. The general target is

to maintain realistic simulations even though the model is

simplified in one way or another [1].

The first method of decreasing the shear modulus leads

to a reduction of the particle stiffness. A shear modulus

lower than the original permits larger particle overlaps in

the simulation without creating excessive forces. There-

fore, larger time steps can be used, resulting in fewer itera-

tions anda lower computation time. Itwas seen in literature

that the shear modulus could be reduced by a factor of 103

without affecting the DEM results strongly. However, the

shear modulus should always be kept above 108Pa [2].

The second approach of particle upscaling refers to the

practice of replacing the original particles with larger par-

ticles. This results in a lower number of particles in the

model [3]. This method needs to be used carefully as a too

large upscaling factor can affect the results strongly and

can no longer model the flow process realistically. This is

especially the case when the process is controlled by the

particle size. It was found in literature that the maximum

upscaling factor is dependent on the application and values

of up to 4 are possible without falsifying the results [4].

The third method to increase the speed of DEM simu-

lations is to use a GPU instead of CPU. This approach is

especially useful when computing large numbers of parti-

cles as a GPU can perform more calculations at the same

time than a CPU. Depending on the model and the utilized

hardware, speed-up factors of up to 35 could be achieved

in the past [5]. A precondition to use GPU calculation is that

the software facilitates thismassive parallel computing. As

a result, software companies are putting effort in develop-

ing GPU solver engines for their simulation programs. An

example is Altair with the software EDEM, which was used

for the simulations in this contribution [6]. Themodels test-

ing the ways of speeding up DEM simulations mentioned

above are discussed in the next section. The focus was on

the limits and the effect on the accuracy.

2. Experimental Setup

To investigate themost promisingway to speed up compu-

tation times, a relatively simple numerical experiment has

been set up. The analysis focuses on the effect of particle

upscaling, reducing the shear modulus and GPU computa-

tion on the solution time and the plausibility of the results.

To enable a clean comparison of the different approaches

mentioned above, a basic model is established and sim-

ulated in the beginning. In the subsequent simulations,

only one parameter is changed at a time, e.g. the particle

diameter or the shear modulus. This approach facilitates

finding themaximum speed-up factor for eachmethod and

tests the results from the research performed in the chap-

ters above. The properties of the ore and the equipment,

summarized in Table 1, are equivalent to the properties cal-

ibrated by Koch [7] for iron ore particles of the mine in

Kiruna, Sweden. It should be noted here that the shape

of the particles in this contribution are different to the orig-

inally calibrated material and the behavior therefore might

deviate to some extent. For an easier comparison, all sim-

ulations use spheres as particles to minimize the impact of

the particles’ shape.

The motivation behind this research is the development

of the novel miningmethod called raise caving. In the joint

workwith LKABKiruna, particle flowwas identifiedas a crit-

ical point for cave mining methods [8, 9]. The DEM model

replicates thematerial flow in thestopeof acaveminewhen

material is extracted. Thereby, a stope is filled with broken

material and the extraction is performed from the draw-

point at the bottom of the structure. The dimensions of the

cuboid stope are 10× 10× 20mand the outlet drift at thebot-

tom possesses a cross-section of 5× 5m (see Fig. 1). The

continuous extraction of the material is conducted 1.5m

outside the brow of the draw-point, which is also the length

Fig. 1: CADgeometryof the
stope for theDEMflowsimula-
tions
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Fig. 2: Measuringof thedepth,
heightandwidthwith the
(a) sideviewand (b) frontview
of theflowzone

of the attached drift. The CADfile of the stope is imported to

EDEM as a geometry with the same interaction parameters

with the particles as for the particles among themselves.

The simulations used 16 cores of an Intel® Core™ i7-

5960X [10] Processor with 3.00GHz. For a better under-

standing of the results, a distinctionmust bemadebetween

model time and computation time. The model time refers

to the real duration which is represented in themodel. This

is used to compare the flow dynamics, meaning the mass

flowing out of the stope in a given amount of model time.

In contrast to this, the computation time refers to the time it

takes to run the simulation. This is the significant timemea-

suredandcompared tofind the speed-up ratios. Thespeed-

up value is determined as computation time of the original

model divided by the computation time of the model with

the applied speed-up measure.

The so-called Rayleigh time step can be calculated au-

tomatically by the software and serves as the basis for the

calculation time step [11]. The Rayleigh time step is influ-

enced by the particle radius and the shear modulus among

other factors. The calculation time step can be given as

TABLE 2

Parameters and results of the shear modulus reduction simulations
Shear modulus [Pa] 3.7e+ 10 3.7e+ 09 3.7e+ 08 3.7e+07 3.7e+06

Particle number [–] 246,176 246,880 248,840 271,230 410,100

Bulk density [kg/m
3
] 2423.3 2430.2 2449.5 2669.9 4036.9

Rayleigh time step [s] 1.21e–04 3.81e–04 1.21e–03 3.81e–03 1.21e–02

Percentage used [%] 15 15 15 5 3

Computation time step [s] 1.81e–05 5.71e–05 1.81e–04 1.91e–04 3.61e–04

Flow depth [m] 4.4 4.3 4.8 4.4 3.6

Flow height [m] 20 19.9 17.2 18 12.3

Flow width [m] 7.2 7.2 7.3 7.2 6.3

Model time [s] 24 24 23.25 21.5 16.5

Computation time [s] 79,860 26,400 8580 8540 9480

Speed-up [–] 1 3.02 9.31 9.35 8.42

a specific fraction of the Rayleigh time step and usually

ranges around 20% or below [12].

To compare the quality of the results, the flow zones in-

side the stope of each model is analyzed after an extracted

mass of 1kt (see Fig. 2). The non-extracted particles are col-

ored according to the traveled distance towards the draw-

point at the time of plotting the image. The black particles

describe the extraction zone, which is the original area of

the extracted material. This was the reference area whose

width, height, and depth are compared between the mod-

els. This was done to see if the results of the simulations

are still comparable to the original and therefore the speed-

up measures are valid and reliable. Furthermore, the flow

dynamics is compared by the discharge rate, meaning the

model time it took to extract 1kt of material.

2.1 Decreasing Shear Modulus

The original shear modulus of the investigated material is

3.7e+ 10Pa. In five differentmodels, this valuewas reduced

Berg HuettenmaennMonatsh (2023), 168. Jg., Heft 6 © The Author(s) 289
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Fig. 3: Speed-up fordecreasing shearmodulusmethod

Fig. 4: Decreasing shearmodulusaccuracy

to 3.7e+ 06Pa. The particle diameter was set to 0.2m. For

the models, 15% of the Rayleigh time step was chosen for

the computation. However, the models with a very low

shear modulus contained a higher number of particles due

to a larger overlap. Thus, they did not stabilize even with-

out external interference, which forced a smaller time step

for these models. This and the increased number of parti-

cles nullified the effect of the shear modulus decrease. The

simulation results including the used time steps, speed-

up factors, and flow dimensions can be seen in Table 2.

The achieved speed-up for every shear modulus is shown

graphically in Fig. 3. The deviation of the results from the

original model is shown in Fig. 4.

The results summarized inTable2andFig. 4highlight the

problems with the low shear modulus, see the column on

the right-handsideof Table2. It needs tobementioned that,

TABLE 3

Particle upscaling simulation parameters and results
Upscaling factor [–] 1 2 3 4 5

Particle diameter [m] 0.2 0.4 0.6 0.8 1.0

Particle number [–] 248,840 32,543 9751 3729 1866

Bulk density [kg/m
3
] 2495 2562 2591 2349 2296

Rayleigh time step [s] 1.21e–03 2.41e–03 3.61e–03 4.82e–03 6.02e–03

Percentage used [%] 10 10 10 10 10

Computation time step [s] 1.21e–04 2.41e–04 3.61e–04 4.82e–04 6.02e–04

Flow width [m] 7 6.7 6.8 6.9 7.5

Flow depth [m] 4.6 4.4 4.4 4.4 4

Flow height [m] 18.7 19.7 19.5 20 17

Model time [s] 23.1 38 192.25 810 4455

Computation time [s] 13,260 1380 1500 2220 6420

Speed-up [–] 1 9.61 8.84 5.97 2.07

especially for the model with 3.7e+ 06, the flow situation is

not comparable anymoredue to an excessive overlap of the

particles and hence amuchhigher bulk density. Thismeans

that the reasons for theproblemsmentioned require further

investigation.

The simulations demonstrated that reducing the shear

moduluscanaccelerate thecomputation time. Theachieved

speed-up factors are significant and reach up to 10. A re-

duction of more than 102 could not bring further improve-

ments in the present application. This was mainly due to

the weight acting from the particle pile on the lower par-

ticles. This led to excessive overlaps of the particles and

demanded a decrease of the time step for a small shear

modulus.

2.2 Particle Upscaling

Using the findings from the previous section, a shear mod-

ulus of 3.7e+ 08 is used in the following simulations. The

particle diameter was 0.2m for the basic model and was

multiplied with upscaling factors of 2, 3, 4, and 5 for the

subsequent simulations. All the simulations are done us-

ing a time step which is 10% of the Rayleigh time step. The

simulation parameters and results of the simulations can

be found in Table 3. It can be seen that the flow dynamics

changes as the particles are upscaled. The larger the parti-

cles, the longer it takes for 1kt of the material to flow out of

the outlet. In the meantime, the flow zone dimensions are

comparable for different upscaling factors after 1kt of ex-

tractedmaterial. This effect has a geometrical background.

The opening size is the same for all models, but the par-

ticles get larger and hinder each other from flowing out.

For applications where the flow dynamics are important,

the upscaling approach is therefore inadequate. If only the

flow zones are of interest, this approach might still be valid.

This indicates that particle upscaling should be evaluated

carefully, and a subsequent parameter calibration can be

beneficial.

As the reference value for comparison was the extracted

mass of 1kt and the larger particles had a slower outflow,

the upscaled particle simulations had to be run for a longer
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Fig. 5: Achievablespeed-upvalueswithparticleupscaling factorsof1–5

Fig. 6: Particleupscalingaccuracy

time than the original model. Hence, not only the flow dy-

namics was disturbed in these simulations, but also the

advantage of upscaling was reduced. The achieved speed-

up for every upscaling factor as well as the difference of the

results are shown in Figs. 5 and 6. Themaximum speed-up

value is 9.61 and can be achieved with an upscaling factor

of 2. When the upscaling factor is increased to 3, the long

model time for the flow out results in a higher computation

time, which only achieves a speed-up factor of 8.84. The

trend of longer simulations continues when using larger

upscaling factors of 4 and 5.

TABLE 4

Properties and results of particle upscaling simulations using GPU
Upscaling factor [–] 1 2 3 4 5

Particle diameter [m] 0.2 0.4 0.6 0.8 1.0

Particle number [–] 248,840 32,543 9751 3729 1866

Bulk density [kg/m
3
] 2495 2562 2591 2349 2296

Rayleigh time step [s] 1.21e–03 2.41e–03 3.61e–03 4.82e–03 6.02e–03

Percentage used [%] 10 10 10 10 10

Time step [s] 1.21e–04 2.41e–04 3.61e–04 4.82e–04 6.02e–04

Flow width [m] 7 7.3 7.4 7.5 –

Flow depth [m] 4.7 4.4 4.4 4 –

Flow height [m] 18.8 20 19.3 19.6 –

Model time [s] 23.25 38 140 810 –

Computation time [s] 1620 840 1740 8460 –

Speed-up [–] 1 1.93 0.93 0.19 –

Speed-up vs CPU [–] 8.19 1.64 0.86 0.26 –

2.3 GPU Calculation

The same upscaling simulations as before were also simu-

lated with a GPU to see the effect on the computation time.

The used GPU was the AMD Radeon VII [13]. The results

of the GPU simulations can be seen in Table 4. The com-

parison of the speed-up factors for the particle upscaling

simulations on GPU can be seen in Fig. 7. The resulting

accuracy is shown in Fig. 8.

The upscaling factor of 2 resulted in a speed-up factor of

almost 2 compared to the original simulation. Like in the

CPU calculations, a disturbed flow dynamics was observ-

able. This means that 1kt of mass needed more time for

larger particles to flowout than for smaller ones. Hence, no

other upscaling factor could achieve a faster computation

than the original model. A second reason for the decrease

in performance is inherent to the GPU, which holds advan-

tages mainly for a large number of particles. As there are

fewer particles included in the model with upscaled parti-

cles, the advantage of the fast GPU vanishes.

Comparing the GPU speed to the one of the CPU, the

advantage isalsomainlypresent for theoriginalmodelwith

a high number of particles. This can be seen in Fig. 9, in

which the speed-up of GPU over CPU is shown. Higher

upscaling factors of 3 and 4 with fewer particles involved in

the model show a superiority of the CPU. That underlines

the research, whichshows that cost intensiveGPUsareonly

effective for a high number of particles. At an upscaling

factor of 3, the simulation time is even increasing for the

GPU, making the particle upscaling method inadequate in

this application.

The upscaling factor of 5 could not be computed until the

1kt extraction because a hang-up occurred, which was not

the case for the CPU calculation. It becomes apparent that

the GPU calculation gives slightly different results to the

ones of the CPU. There are different reasons why CPU and

GPU simulations might deliver slightly different results de-

spite starting from the identical time step. When using the

OpenCL solver, no simulation data is transferred between

theGPUand theCPU. Therefore, the timesteps that require

a data savewill be run fully on the CPU. The combination of

Berg HuettenmaennMonatsh (2023), 168. Jg., Heft 6 © The Author(s) 291
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Fig. 7: Speed-up forparticleupscaling simulationswithGPU

Fig. 8: GPUparticleupscalingaccuracy

Fig. 9: Thecomparisonof thespeed-upofGPUoverCPUfordifferentup-
scaling factors

CPU and GPU may account for the observed differences in

the results [14]. Additionally GPUs produce approximation

and round-off errors, also called truncation errors, which

may lead to less accurate results [15]. Generally, this find-

ing of different results between CPU and GPU calculation

should be a point for future investigations.

3. Summary and Discussion

The objective of this contribution is to improve the under-

standing of speed-up measures for large DEM models us-

ing the example of a cave mining simulation. The models

used in this contribution recreated the extraction process

from the bottom of a filled stope. Using simplified, spheri-

cal particles helped to ensure the comparability of the dif-

ferent simulations. Without a proper calibration, the re-

sults of flow zones should be seen qualitatively as the focus

was rather on the speed-up. Three methods were tested,

namely particle upscaling, decreasing shear modulus, and

using GPU instead of CPU for computation.

It was found in past DEM research activities that using

the correct shear modulus is not significant for realistic

DEM results. However, a smaller shear modulus can de-

crease the computation time as it allows larger time steps.

Literature however, showed that the results are highly

questionable when the shear modulus of rocks becomes

lower than 108Pa. This was also supported by the simula-

tions in this contribution. A reduction of the shear modulus

larger than by the factor of 102 could not bring any improve-

ment in computation time for the present application. This

was due to the weight pressure of the particle pile over the

lowest portion of particles. This led to high overlaps in the

model of low shear modulus and demanded a lower time-

step. Also, the bulk density changed strongly due to the

overlapping particles when the shear modulus became too

small.

The particle upscaling simulations showed that it is only

reliableup toacertainpoint and requiresparameter calibra-

tionbeyond that. Upscaling factors of up to 3delivered sim-

ilar flow zone results as the original model. However, flow

dynamics differed, and the outflow was slower for larger

particles. For applications where the flow dynamics is of

interest, the particle upscaling method is therefore inade-

quate, at least without subsequent parameter calibration.

For the present application where just the flow zones were

investigated, an upscaling factor of 2 was shown to be op-

timal. Further upscaling reduced the speed again due to

longer outflow times.

Using a GPU instead of a CPU for the upscaling simula-

tionswas seen toonlybeadvantageouswith ahighnumber

of particles. While a simulation with almost 250,000 parti-

cles resulted in a speed-up of over 8, the advantage dimin-

ished for less particles. For smaller simulationswith 10,000

particles or fewer the CPU showed a superiority. Further-

more, slight differences in results could be observed be-

tween CPU and GPU calculation, which should be a point

of future investigation.

Overall, the contributionprovides insights into thebene-

fits and limitsof differentmethods to improve the efficiency

of large DEM models using the example of a cave mining

stope. The contribution highlights the direction of speed-

up methods and simulations and shows the potential for

future research to optimize processes without sacrificing

accuracy.
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