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Abstract
Public health experts and healthcare professionals are gradually identifying sedentary activity as a population-wide,

pervasive health risk. The purpose of this paper is to propose a method to identify the changes in posture during sedentary

work and to give feedback by analysing the identified posture of the upper body, i.e. hands, shoulder, and head positioning.

After capturing the image of the human pose, pre-processing of the image takes place with a bandpass filter, which helps to

reduce the noise and morphological operation, which is used to carry out the process of dilation, erosion and opening of an

image. To predict the results easily with the use of texture feature extraction, it helps to extract the image’s feature. Then,

accuracy is predicted by using the deep neural network techniques, to predict the result accurately. After prediction and

analysis, the feedback system is developed to alert individuals through the alarm system. The proposed method is

formulated by using DNN for prediction in the MATLAB software tool. The results show accuracy, sensitivity and

specificity of the prediction using a deep neural network are 97.2%, 88.7% and 99.1%. The proposed method is compared

with the existing methods SVM, Random Forest and KNN algorithms. The accuracy, sensitivity and specificity of the

existing algorithms are SVM with 77.6%, 57.4 and 97.8%; Random Forest with 80.6%, 63.7% and 97.5%; and KNN with

65.8%, 61.2%, and 95.1%. This concept helps to prevent the impact of sedentary activity on fatal and non-fatal cardio-

vascular and musculoskeletal diseases, respectively.
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1 Introduction

One of the most common human habits, sedentary beha-

viour (SB) is associated with several extreme chronic

lifestyle diseases and premature death. Office employees in

particular are at an increased risk due to their extensive

levels of occupational sedentary behaviour (Prince et al.

2020a). Several datasets are currently available, which can

be used to create models for long-term health risk predic-

tion. However, in many cases, the link between physical

activity and SB in the workplace is unavailable. Sedentary

behaviour is widely recognized by public health officials

and healthcare professionals as an omnipresent health risk

in the population (Prince et al. 2020b). A greater under-

standing of young people’s SB variables might assist to

design evidence-based effective approaches that lead to

better performance for the general decrease in sedentary

lifestyles (Cabanas-Sánchez et al. 2020). Sedentary beha-

viour is characterized as any activity that is in a sitting or

recumbent position that does not increase the cost of

energy above the metabolic rate of rest. Screen time is a

typical sedentary activity (e.g. playing video games,

watching television and surfing the Internet being seated in

the car and at school or work) (Bakker et al. 2020).

Although many evidence has been collected of the

harmful health effects of sedentary behavior in the past

decade, research seems to be very contemporary compared

to physical exercise (Dempsey et al. 2020a). Prolonged

sitting has been found to nearly double the risk of type-2

diabetes and is involved in weight gain, cardiovascular,

obesity or overweight, and other health conditions (Jang

Communicated by Joy Iong-Zong Chen.

& Rama Krishna Reddy Guduru

rama.guduru@ktu.edu

1 Institute of Mechatronics, Kaunas University of Technology,

Kaunas, Lithuania

2 Department of Mechanical Engineering, Kaunas University

of Technology, Kaunas, Lithuania

123

Soft Computing (2022) 26:12969–12984
https://doi.org/10.1007/s00500-021-06156-8(0123456789().,-volV)(0123456789().,- volV)

http://orcid.org/0000-0001-8621-0567
http://crossmark.crossref.org/dialog/?doi=10.1007/s00500-021-06156-8&amp;domain=pdf
https://doi.org/10.1007/s00500-021-06156-8


et al. 2020). In addition, some aspects of sedentary beha-

viour correlate with poor health indicators more signifi-

cantly than others. (e.g. TV watching, overall display time

and the extended car sitting). For other measures of

sedentary behaviour, such as total sedentary behaviour and

reading, the correlation with poor health factors is currently

weaker. Sedentary behaviour has been presented as actu-

ally occurring in five environmental settings throughout the

life cycle: educational establishments, workplace, travel,

home and the vicinity (Chen et al. 2020). Workers who are

at great risk for sedentary behaviour, in general, have a

high level of exposure to sedentary conditions and many of

them are sitting at work for longer periods (Lakerveld et al.

2020).

Sedentary levels appear to rise between young adult-

hood and the Middle Ages, with 16% from 26 to 35, 20%

from 36 to 45, and 24% among 45-year-olds identified as

sedentary. The surveys of the people in Australia who

describe sedentary as little or no activity have shown.

There was little or no change in sedentary behavior

between the age of 54 and 75 (Kosaki et al. 2020). It is

important to understand what interventions are successful

and why interfering to reduce sedentary behaviour among

working-age adults, especially where sedentary behaviour

has been identified and types of sedentary behaviour known

to be most damaging to health outcomes (Zhang et al.

2020). However, in view of its high impact on those pop-

ulations and school classrooms (Baldwin et al. 2020),

sedentary behavioural interventions have focused mainly

on younger population groups, especially children under

eleven years old and teenagers and young people under 11

to 18 years of age. Fewer intervention studies focused on

workers, older adults and short- and medium-sized stu-

dents, such as university students (Giurgiu et al. 2020).

Specifically, with respect to COVID-19, quarantine periods

may produce a rise in SB 9 to 13 16, although the lock-

down of COVID-19 to date has not been examined sys-

tematically (Stockwell et al. 2021).

This will restrict the machine learning model’s ability to

extract the temporal characteristics from data from time

series, which are necessary for capturing the transitions

between types of operation (Cheng et al. 2020). Lastly, the

current machine learning approaches rely on the selection

of relevant features, which requires domain expertise and

varies significantly among researchers (Pelclová et al.

2020). For these reasons, the power of deep learning can

process the data through an organized hierarchy of neural

networks that can extract progressively nonlinear and

abstract features that can be used for classification. Data

are processed in the layers, where each layer’s input is the

previous layer’s processed output. This architecture of deep

learning allows the network to generalize and become

domain-invariant, which means that after learning a

specific pattern from data, the deep network will be able to

recognize it on different data sources (West et al. 2019).

Sedentary behaviour, such as work-related sitting, is

generally reflected in terms of posture and absence of

movement (Aloulou et al. 2020). In addition, sedentary

behaviours such as television watching and internet surfing

have gradually replaced many recreational activities such

as athletics and outdoor activities (Davoudi et al. 2019;

Dempsey et al. 2020b). As such, physical activity and

sedentary behaviour measurements are an indicator of

significant non-communicable public illnesses such as

hypertension, diabetes, cancer, stroke, and metabolic syn-

drome (Weedon et al. 2020; Jia et al. 2020).

Administrative sitting is defined as sedentary behaviour

accumulated as part of a research project or in the course of

work. This has been linked to work events in the past, such

as productive tasks and lunch/morning/afternoon breaks

from productive tasks (Hallgren et al. 2020; Mardini et al.

2007). However, there is additional sitting that can be

classified as work-related. Exchange to and from work, for

example, is discussed in health promotion interventions

carried out at work. Similarly, work is frequently carried

out outside of traditional offices, so domestic and group

settings are also contexts where employment sitting occurs

(Sutherland et al. 2020).

Sitting in the workplace could be eliminated by

removing all chairs, but this is unlikely to be beneficial

because some sitting is likely to be beneficial in reducing

workplace fatigue. It is a method for replacing work sitting

tasks with non-sitting tasks, which could be combined with

engineering controls such as work equipment and resources

to allow productive tasks to be completed without sitting.

Environments can also be designed with features that

replace non-sedentary activities with sedentary tasks (for

example, allowing walking meetings instead of sitting)

(Bandyopadhyay and Dutta 2020; Stephenson et al. 2020).

Controlling activities may be required when scheduling

breaks from sedentary work tasks. Personal protective

equipment to mitigate damage from sitting exposure does

not appear to be available at this time. The system of

sedentary behaviour framework was created to account for

interdependence between multiple variables. The paradigm

is based on a systematic methodology and was developed

by incorporating evidence synthesis and expert judgement.

The current study uses various positions of images to

investigate and map the interconnections between prob-

lems related to sedentary behaviour throughout the life

cycle. The deep neural network is used to classify the

accurate prediction of sedentary behaviour. In recent years,

DNNs have evolved substantially and made advances in

domains such as the recognition of visual objects and the

processing of spoken languages. The benefit of utilizing

DNNs compared with standard machine learning
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techniques is that they are capable to extract high-level

feature representation from the raw input so that manual

feature extraction is not needed (Fridriksdottir and Bonomi

2020), but in this study, the combination of feature

extraction is used for accurate prediction of SB. The deep

CNN design includes the corrected linear units that obtain

more precision depending on their characteristic. In addi-

tion to conventional activation functions, nonlinear func-

tion trains more rapidly (Haoxiang and Smys 2021). The

inputs are distinct from the deep learning algorithm, which

has to be pre-processed properly so that noise is removed.

This increases the precision of the algorithm. In addition to

removing noise, the pre-processing stage is used to desig-

nate the region of interest. The activities are therefore more

concentrated without disruptions in the particular region

(Ranganathan 2021).

Sedentary behaviour influences personal health, i.e.

physical in addition to mental health, in this new digital

world of rapidly evolving technology. It is necessary to

have knowledge of both physical and mental health disci-

plines in order to track and evaluate human sedentary

behavior. This paper aims to recognize posture changes

during sedentary work and to be able to provide feedback

by evaluating the detected posture. The study focuses on

the upper body, i.e. hands, shoulder, and head positioning.

The rest of the paper is organized as follows: Sect. 2 briefly

explains the materials collected and the methods proposed,

Sect. 3 demonstrates the result discussion and graphical

representation of the proposed method in this research, and

finally, Sect. 4 tells the conclusion of this research.

2 Materials and methods

It is crucial that evidence be synthesized through a sys-

tematic analysis of sedentary behaviour and healthcare

status and the possibility that metabolic measures may be

especially involved. To improve the evidence base, gaps in

evidence can then be found. The steps that occurred in the

proposed methodology are pre-processing, feature extrac-

tion, and deep learning (Fig. 1).

2.1 Pre-processing

The operations of images with the lowest level of gener-

alization are image pre-processing. The purpose of pre-

processing is to enhance image data that effectively

removes distortion or improves certain image characteris-

tics that are necessary for further processing. The pre-

processing of images makes use of image redundancy. The

methods of image pre-processing can be categorized

according to the pixel neighbourhood scale that is used to

measure the current pixel intensity. In this paper, it will be

provided with some local pre-processing methods, band-

pass filter, and morphological operations are analysed in

MATLAB.

Converting the given image shown in Fig. 2a into a

greyscale image is the first step in pre-processing of the

image. I = rgb2grey (RGB) transforms the actual RGB

colour picture to the grey image I shown in Fig. 2b. By

removing the hue and saturation details while maintaining

the brightness, the rgb2grey feature converts RGB colour

images to greyscale. In addition, by using the imcrop ()

command, the next stage of the process is to crop the

image. It is easy to extract some irrelevant parts of the

image and focus on the image area of interest. When it is

appropriate for a given image data, the process of cropping

an image is oriented.

2.2 Bandpass filter

The next step of the local pre-processing operation is a

bandpass filter. A bandpass modulates frequencies that are

very low and very high but maintains a frequency band in

the middle range. The filtering of the band pass can be used

to improve the edges (resisting low frequencies) while

simultaneously reducing noise (mitigating high

frequencies).

The optimal low pass is the easiest low pass filter. It

stimulates all frequencies above the cut-off frequency and

leaves unaffected smaller frequencies:

H k; lð Þ ¼ 1 if
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ l2
p

\D0

0 if
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ l2
p

[D0

�

ð1Þ

A mixture of both low pass and high pass filters are

bandpass filters. All frequencies lower than the frequency

D0 and higher than the frequency D1 are attenuated, while

the frequencies above the two cut-offs exist in the corre-

sponding output signal. In the frequency range, where the

cut-off frequency of the low pass is greater than that of the

high pass, the researcher achieves the filtering of a band-

pass by multiplying the filtering parameters of the low pass

and the high pass. The bandpass filtered image will take to

the next stage of the morphological operation (Fig. 3).

2.3 Morphological operation

Before the morphological process, the bandpass filtered a

threshold image. If the image intensity I (i, j) is within a

fixed constant T (that is, I (i, j)\ T), or a white pixel if the

image intensity is greater than that constant, the simplest

thresholding methods substitute each pixel in an image

with a black pixel. Each image pixel corresponds to the

value of several other pixels in its neighbourhood in a

morphological process. The researcher may create a mor-

phological operation that is responsive to particular shapes
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in the input image by choosing the neighbourhood pixel of

shape and size. A structuring element called strel in

MATLAB is applied by morphological operations to an

input image, generating an output image of the same size.

There are many modes of morphological operations, with

Erosion, Dilation, Open and Close being some types.

• Dilation In the dilation process, the pixels increase on

the boundaries of the object as shown in Fig. 4a.

• Erosion In the erosion process, the pixels decrease on

the boundaries of the object as shown in Fig. 4b.

The initial morphological action will take place in this

research work. The imopen () MATLAB’s command will

act as a morphological opening. The opening operation

erodes an input image and subsequently dilates the eroded

image with the same structuring feature as seen in Fig. 5

for both operations. To eliminate small objects from an

image while retaining the shape and size of larger objects

in the image, a morphological opening is useful. The

number of pixels in an image separated from the object

depends on the shape and size of the structuring feature

used to pre-process.

Fig. 1 The architecture of the

proposed method

Fig. 3 Bandpass filtered image

(a) Input Image (b) Greyscale Image

Fig. 2 Conversion of RGB to

greyscale image
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2.4 Feature extraction

Feature extraction is linked to dimensional reduction. The

raw data of a collection of images are typically analysed in

order to gain insight into what happens with the images and

how they can be used to obtain the desired information.

Feature extraction is an important step in the processing of

images, pattern recognition and a special type of dimension

reduction. The input data must be processed and suspected

of redundancy, and then the data are translated into a

smaller collection of characteristics representations. Fea-

tures also contain details related to texture, context, colour

or form. In earlier research, a number of techniques have

been used to extract characteristics from images. But fea-

ture extraction in this research is the main technique for

extracting the feature of the pre-processed image.

2.4.1 Texture feature extraction

In image processing, the texture can be described as a

spatial variation of pixel intensity. In the general sense,

texture refers to the characteristics of the surface and

appearance of an entity, as provided by its elementary

component in scale, form, proportion, arrangement and

density. The texture extraction feature is known as a basic

stage for the analysis of texture to obtain certain features.

The extraction of texture features is a key feature in dif-

ferent applications such as remote sensing, medical imag-

ing and the retrieval of content because texture information

is very important. Secondly, constructive features charac-

terizing the texture properties must be extracted from raw

images.

The texture analysis covers four main applications,

namely texture, segmentation, synthesis and texture. The

texture classification generates a categorized input image

output, where each texture region is associated with the

texture class to which it belongs. Texture segmentation

divides an image into a collection of disjointed regions

according to the characteristics of a texture, so that each area

is consistent with certain texture characteristics. Fusion of

texture is a common technique used to create large textures

from normal tiny texture samples for surface or scene map-

ping applications. The image with a specific texture is

intended to extract 3D images by means of the extraction of

texture forms objectives. In this area, the structure and shape

of the elements in the image are analysed by examining their

textual features and spatial connections.

There are several methods of texture feature extraction

that are given as follows:

• Statistical-based methods

• Structural-based methods

• Model-based methods

• Transform-based methods

In this Research work, statistical-based feature extrac-

tion is used here.

2.5 Statistical-based methods

The statistical features are obtained from the pixels’ statis-

tical distributions. As compared to structural features, these

characteristics can be easily identified. Compared to statis-

tical features, statistical features are not influenced as much

by noise or distortions. A variety of statistical measurements

(a) Dilation (b) Erosion

Fig. 4 Morphological operation

of dilation and erosion of an

input image

Fig. 5 Opening operation of an image
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on the lightness intensity distribution functions of pixels are

carried out by these batches of methods for analysing the

texture of images. In general, the methods used by statistical

analysts to derive a feature vector fall into this category.

Among these techniques are the first, second, and higher-

level statistical functions. The first-level single-pixel speci-

fication is the distinction between the three characteristics of

these techniquesmentioned above that is determinedwithout

making the connection between the image pixels into

account. When the specification is determined for the sec-

ond-level and higher-level statistical characteristics, the

dependency of two ormore pixels is taken into consideration.

One technique to be included in the group is the co-occur-

rence matrix known as the second-level histogram.

2.6 First-order histogram-based features

First-order statistical measures are determined directly

from the grey levels of the pixels in the original picture,

regardless of their spatial relationship with one another.

The histogram shows a two-dimensional representation of

the distribution of the grey levels in the image. A histogram

is essentially a graphical representation. It shows the

image’s optical material. The definition of optical content

is the image’s sum of light and darkness. The following

equations are used to measure the different characteristics,

such as mean, skewness, standard deviation, kurtosis,

energy, and entropy-based on the first-order histogram.

The estimation of p(b) for the first-order histogram is

simply

p bð Þ ¼ N bð Þ
M

ð2Þ

where M indicates the total number of pixels in a neigh-

bourhoodwindow centred about an expected pixel. b denotes

the image’s grey level,N(b) indicates the number of pixels of

grey value b in the same window that 0 B b B L-1.

Mean:

SM ¼ b ¼
X

L�1

b¼0

bp bð Þ ð3Þ

This characteristic denotes the average intensity values

of the pixels.

Standard deviation:

SD ¼ rb ¼
X

L�1

b¼0

b� b
� �2

p bð Þ
" #1=2

ð4Þ

This function represents the deviation (or) the variance

between the pixels in the input image.

Skewness:

Ss ¼
1

r3b

X

L�1

b¼0

b� b
� �3

p bð Þ ð5Þ

The real-valued random variable of the asymmetry of

the probability distribution is measured known as skew-

ness. The importance of skewness can be negative or

positive.

Kurtosis

Sk ¼
1

r4b

X

L�1

b¼0

b� b
� �4

p bð Þ � 3 ð6Þ

The Kurtosis is any indicator of the ‘‘peakiness’’ of a

real-valued random variable’s probability distribution.

Likewise, kurtosis is a descriptor of the form of a proba-

bility distribution for the notion of skewness, and there are

several ways to calculate it from a population sample for a

theoretical distribution and corresponding ways to estimate

it.

Energy:

SN ¼
X

L�1

b¼0

p bð Þ½ �2 ð7Þ

This trait explains the uniformity of the texture. There

are very few dominant grey-tone transitions in a homoge-

neous image; thus, this image will have less broad mag-

nitude entries.

Entropy:

SE ¼ �
X

L�1

b¼0

p bð Þ log2 p bð Þf g ð8Þ

The entropy function is expressed as the randomness of

the distribution of a grey level. The entropy is high when

the grey levels are randomly generated across the image.

2.7 Second-order grey level co-occurrence
matrix-based features

The device for image removal is developed as GLCM for

the second-order texture data. The amount is equal to the

number of rows and columns in the picture that surface and

that number of separate grey level or pixel values is

referred to as the GLCM matrix. Given a large image, the

GLCM is a table of how often various combinations of

grey levels occur in a picture or image segment. The

GLCM is the table of how often a grey-level co-occurrence

has occurred in an image or image segment in a picture

described by strength.
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Usually, the co-occurrence matrix, which is the relative

distance between the pixel pair of d measured as pixel

number and its relative orientation h, is determined on the

basis of two parameters. The usual four-way quantities

(e.g. 135�, 90�, 45�, and 0�) are used, even if other com-

binations are necessary. The calculation of GLCM

P d=hð Þ i; jð Þ
� �

of the detailed algorithm is given as follows:

px ið Þ ¼
X

Ng

j¼1

p i; jð Þ; py jð Þ ¼
X

Ng

i¼1

p i; jð Þ ð9Þ

pxþy kð Þ ¼
X

Ng

i¼1

X

Ng

j¼1

p i; jð Þ; k ¼ 2; 3. . .2Ng; iþ j ¼ k

ð10Þ

px�y kð Þ ¼
X

Ng

i¼1

X

Ng

j¼1

p i; jð Þ; k ¼ 0; 1. . .Ng � 1;

i� jj j ¼ k

ð11Þ

where p i; jð Þ = matrix of grey level co-occurrences. The

equations given below calculate characteristics such as

contrast, correlation, an inverse moment of difference,

variance, cluster prominence, cluster shade, and

homogeneity.

Contrast:

Sc ¼
X

i

X

j

i� jð Þ2p i; jð Þ ð12Þ

This feature described the local contrast of an image. If

the pixels in the grey levels are similar, the contrast is

anticipated to below. An object is recognizable from other

objects and in the background is made by the contrast is the

difference in visual properties. The disparity in colour and

brightness of the object and other objects within the same

field of view defines the contrast.

Inverse Difference Moment:

SI ¼
X

i

X

j

1

1þ i� jð Þ2
p i; jð Þ ð13Þ

This feature explains the smoothness of the frame. If the

grey levels of the pixels are identical, the IDM is supposed

to be high. The contrast measure is inversely related to this

measure.

Correlation:

S0 ¼
P

i

P

j ijð Þp i; jð Þ � lxly
rxry

ð14Þ

This feature describes the grey level linear dependency

between the pixels at the defined positions relative to each

other.

Variance:

SV ¼
X

N

i;j¼1

i� jð Þ2p i; jð Þ ð15Þ

Variance reflects the dispersion of the values across the

average. To define relative component descriptors, the

contrast of the grey level measure of variance is used.

Cluster Shade:

SCS ¼
X

N

i;j¼1

i�Mx þ j�My

� �3
p i; jð Þ ð16Þ

The cluster shade feature is described as the skewness of

the matrix (or) lack of symmetry measure. The image is not

in balance if the cluster shade is high.

Cluster Prominence:

SCP ¼
X

N

i;j¼1

i�Mx þ j�My

� �4
p i; jð Þ ð17Þ

Were

Mx ¼
X

N

i;j¼1

ip i; jð Þ; My ¼
X

N

i;j¼1

jp i; jð Þ ð18Þ

There is a peak in the co-occurrence matrix all over the

mean values when cluster prominence is low. This implies

there is little difference in greyscales for the image.

Homogeneity:

SH ¼
X

N�1

i¼0

X

N�1

j¼0

Pij

1þ i� jj jð Þ

� 	

ð19Þ

The attraction to the GLCM diagonal and range = [0 1]

of the distribution of elements in the GLCM is determined

using homogeneity. For a diagonal GLCM, homogeneity is

1.

Thus, from three separate categories, the total number of

features used in this work is 16. For medical image pro-

cessing, these features are considered to be more relevant.

2.7.1 Linear binary pattern-based features

One of the most widely used features for tasks of texture

discrimination such as the face, motion, facial expressions,

object recognition, and the scene is linear binary pattern.

The goal window is split into several cells in this process,

and the pixel is contrasted with its neighbourhood pixels.

When the value of the pixel is greater than or equal to the

centre pixel, then ’0’ or ’1’ is used to mark the cells. The

histogram is determined based on pixel values after label-

ling the pixel values with the corresponding LBP codes.
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The feature vector is obtained after the summation of the

histogram of all cells. It may describe the histogram as,

Hi ¼ RxyIfxy ¼ i ð20Þ

where i = 0; …(n - 1), n is another label generated by the

code LBP. If A is false, I(A) = 0, and I(A) = 1, if A is false,

and I(A) = 1, if A is true. Over the image, the discrete

histogram of the uniform patterns is calculated and obtains

information about the edges, spots, and flat areas distri-

bution. The LBP descriptor’s size was initially limited to

only 3 9 3 matrices and its implementation has been

restricted to small frameworks. The descriptor was later

expanded to use neighbourhoods of varying sizes in order

to address this limitation. LBP descriptor computation from

an image is a four-step operation, that is,

• P neighbouring pixel at a radius of R is chosen for

every pixel (x, y) in an image, I.

• Measure the current pixel intensity difference (x,

y) with the neighbouring pixels of P.

• The process of the threshold the intensity difference, viz

all the positive variations are assigned 1 and all the

negative variations are assigned 0, forming a vector of

the bit.

• Convert the P-bit vector to its corresponding decimal

value the decimal value accordingly converted by the

P-bit vector and substitute this decimal value for the

intensity value (x, y).

Therefore, the descriptor of the LBP for each pixel is

given as

LBP P;Rð Þ ¼
X

P�1

p¼0

f gp � gC
� �

2p ð21Þ

where gp and gc denote the neighbouring pixels and current

intensity, respectively. The number of neighbouring pixels

chosen at a radius of R is P.

Therefore, certain features are more familiar with this

type of image processing technique. This combination of

approaches merely decreases the amount of time the search

takes in this specific class. Since the techniques of texture

feature tend to capture distinct textural characteristics in

the image, employing various combinations might improve

the accuracy of the classifier.

2.8 Deep learning networks

Following the extraction of the feature, the deep learning

method performs two types of tasks for the next step. Deep

learning models, with their multi-level structures, are

extremely useful for extracting complex information from

input images. Convolutional neural networks can also

significantly reduce the processing time by utilizing

computing GPUs that are not commonly used by other

networks. Deep neural networks (DNNs) have had a lot of

success and achieved state-of-the-art results in image

analysis and recognition. Deep neural networks can auto-

matically learn a compositional relationship between inputs

and outputs and map input images to output labels,

allowing them to create complex representations. Deep

learning-based prediction of sedentary behaviour can be

divided into task-based techniques of regression and

detection based on the various problem formulations as

follows.

2.9 Regression task-based deep learning

Regression-based approaches aim to learn how to map joint

coordinates between the image and kinematic representa-

tion, usually by directly generating joint coordinates. The

goal of using end-to-end networks is to map the input

picture to human positions in deep, one-stage methods that

typically predict human positions at different stages and

follow intermittent supervision. Traditional human pose

estimation methods often follow the framework of a tree-

structured graphical model (Cabanas-Sánchez et al. 2020;

Zhang et al. 2020; Hallgren et al. 2020; Fridriksdottir and

Bonomi 2020; Ranganathan 2021). The deep network-

based methods become more popular in this area. This

work is more related to the methods of generating pose heat

maps from images (Jang et al. 2020; Pelclová et al. 2020;

Weedon et al. 2020; Mardini et al. 2007; Wullems et al.

2017; Bhattacharjee et al. 2020).

The principal component of human body modelling is

the human pose estimation for sedentary behaviour. The

human body has many different features such as body parts

or body joint position, surface texture, etc. The human

body is a non-rigid, fluid and complex entity. HPE consists

of three types of widely used models of human bodies

based on different levels of depictions and application

scenarios. The model is based on volume and skeleton, and

the model is based on contour. However, in this work, the

approach based on skeletons will be taken to a set of joint

positions and the corresponding limit-orientations follow-

ing the human body’s skeletal structure. The graph of the

model based on a skeleton is also explained, including the

edges or previous connections and the limitations of the

coding joints indicated by the vertices. Here, we suggest

that the problem be tackled with a multi-stage generative

network to effectively include both posture estimation and

closure predictions.

It is aimed at the multi-stage generative network to get a

function G that aims at projecting image X into the

respective heat-maps y and heat-maps z of the closure, i.e.

G xð Þ ¼ by;bzf g in which by and bz are anticipated heat-maps.

Furthermore, big contexts are also crucial for the location
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of body parts. Thus, its receptive field, the contextual

region of the neuron, should be broad. An ‘‘encryption-

decryption’’ architecture is employed to attain this

objective.

Local evidence is also necessary to establish character-

istics for human joints for the issue of estimation of human

pose. In the meanwhile, a cohesive knowledge of the

whole-body image is needed in the prediction of the final

posture of sedentary behaviour. In order to collect this

information at every size, encryption and decryption are

connected between mirrored layers. This network also

ensures that the network has a method to reassess initial

predictions and features throughout the image. A residual

block for the convolution operator is utilized in each G net

module. Given the initial x picture, the following may be

represented as a fundamental block of the stacked multi-

stage generator network:

Yn; Zn;Xf g ¼ Gn Yn�1; Zn�1;Xð Þ if n� 2

Yn; Zn;Xf g ¼ Gn Xð Þ if n ¼ 1

�

ð22Þ

where Yn and Zn are the n-th generative network’s output

activation tensors for both posture estimates and closure

predictions. X is the image feature tensor which is produced

by two residual blocks following pre-processing of the orig-

inal image. If the base block is stacked N times, the multi-

stage network may be developed in the following form:

Yn; Zn;Xf g ¼ Gn Gn�1ð. . .ðG1 Xð Þ; Y1; Z1ð Þ ð23Þ

In each fundamental block, two 1 9 1 convergence

levels with the size of step 1 and no filling of each of the

final heat map outputs,byn, bzn depending on the type of Yn

and Zn are achieved. In particular, the first convolution

layer minimizes the number of feature maps to the number

of body parts from the number of feature maps. In order to

achieve the final anticipated heat maps, the second layer

works as a linear classification.

Thus, the loss function of the Multifunctional Genetic

Network is displayed as: With a set of training fxi; yi; zigMi¼1

where M is the total of training images,

LG Hð Þ ¼ 1

2MN

X

N

n¼1

X

M

i¼1

yi � ŷi2n þ zi � ẑi2n
� �

ð24Þ

where H represents the set of parameters.

2.10 Classification/detection task-based deep
learning

Body parts are used as detection targets in classification/

detection based approaches based on image patches and

joint position heat maps. Methods based on detection are

used to estimate the positions of body parts or joints and

are usually supervised by a heat map (each indicating one

joint position by a 2D Gaussian distribution centred at the

joint location) or a set of rectangular windows (each con-

taining a particular body part). Both strategies have

advantages and disadvantages. Direct regression from a

single point is difficult to learn because it is a highly

nonlinear problem with limited robustness, whereas heat

map analysis is aided by dense pixel information, resulting

in increased robustness. Heat map representation has a

much lower resolution than the original image size due to

the pooling process of CNNs, which limits the precision of

joint coordinate estimation.

Obtaining joint coordinates from a heat map is also

typically a non-differentiable method, which prevents the

network from being trained end-to-end. In the conventional

segment, body parts are first identified from image patch

candidates and then assembled to match a human body

model. The dynamic context and closure of the body make

body part detection methods particularly vulnerable.

Independent image patches with only a local presence, for

example, may not be sufficiently discriminatory in body

part identification. More recent research used heat maps to

depict the ground truth of the joint position in order to

provide more tracking information than just joint coordi-

nates and to encourage CNN training. The accurate rep-

resentation of the joint position is traced based on the

corresponding offset and the binary activation heat map.

The G xð Þ parameters of the network are trained in the

preceding phase. In the next phases s� 2, the training is

done with a large effect identically. Each joint i of a

training example (x, y) is standardized by a distinct

bounding box y
s�1ð Þ
i ; rdiam y s�1ð Þ� �

; rdiam y s�1ð Þ� �


 �

, a

separate one focused on the prediction, so that could con-

strain phase training based upon the model of the earlier

phase.

Due to the huge capacity of deep learning methods, the

researchers increase the training information through

numerous normalizations for each joint and image.

Researchers produce simulated forecasts instead of utiliz-

ing the prediction from only the previous stage. This is

accomplished through random replacement of the ground

truth position of the joint i by a vector randomly sampled

from 2-dimensional Normal N
ðs�1Þ
i with mean and variance

directly correlate to the mean and variance of the dis-

placements observed y
ðs�1Þ
i � yi


 �

through every example

within training data. The complete amplified training

data may be characterized first by a uniform sampling of an

example and the combination of the original data and then

by producing a prediction based on the d -displacement

sampled from N
ðs�1Þ
i :
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Ms
A ¼ N x; bð Þ;N yi; bð Þð Þj x; yið Þ�M; d�N

s�1ð Þ
i ;

n

b ¼ yi þ d; rdiam yð Þð Þ
o ð25Þ

The training aim for Eq. (24) involves making sure that

each joint uses the proper normalization:

hs ¼ argmin
h

X

x;yið Þ2Ms
A

yi � wi x; hð Þ22 ð26Þ

Much of the current research focuses on the represen-

tation of heat maps because it is more stable than the

representation of coordinates. Sedentary behaviour should

be predicted and people should be made aware of it.

Regardless of the prediction made to conclude the result,

people will not respond to the notification warning nowa-

days, people will continue their sedentary behaviour.

Therefore, the purpose of this study to warn individuals

with an annoying alarm system is to continue the alarm

until the sedentary behaviour shifts to a healthy pose. The

prediction does not respond to people with healthy poses,

but responds to unhealthy poses and helps to avoid peo-

ple’s sedentary behaviour. The prediction concludes the

result of the sedentary behaviour of the individuals and

sends the message to the network alert system. The

framework stores data in the form of metrics and may

apply new data points for the threshold violation conditions

analysis. The threshold violation denotes that the limited-

time series of sedentary behaviour changes from the

unhealthy pose. If a threshold violation is identified, a

warning can be sent to warn people of their unhealthy state.

• The prediction of sedentary behaviour provided inputs

into metrics and supplied the data as a set of properties

that function as an address in time and space.

• The inputs are then sent to the network warning system

via data stored in the metrics database and an agreed-

upon protocol.

• Incoming data inputs are grouped and compiled and

stored in their respective metrics according to their

characteristics. Inputs of data are extracted from metrics

to generate a time series and summarized by a statistical

description. The resulting data points from the time

series are sent one by one to an alarm evaluation engine

and evaluated for abnormal circumstances.

• Using the time series conditions determined in thresh-

old breach, the alarm evaluation engine helps to give

the individuals the limited time to shift sedentary

behaviour to healthy pose.

An alarm goes off and sends a warning to the individuals

when the threshold values reached are established. This

will help individuals more involved and resist sedentary

activity forever.

3 Experimentation and result discussion

The image used for the proposed method is a captured

image of human activity for the sedentary behaviour pre-

diction with a good quality of an image. The captured

image of a healthy pose of human activity for sedentary

behaviour is shown in Fig. 6, and it denotes the normal

human activity. And the remaining images in Figs. 7, 8 and

9 denote abnormal human activity. The specifications of

the camera used to capture images are shown in Table 1.

Twenty healthy subjects, ten males and ten females were

recruited for the data collection. There are 300 datasets,

which includes the samples of training and testing around

225 and 75. Inclusion criteria for volunteers were age in the

range of 18–65 years. This study highlights a high preva-

lence of sedentary behaviour among office workers in the

sample. On a typical working day, 77% of the time is spent

in sedentary activities as objectively measured by

accelerometers. The images captured using this camera are

highlighted in the below Fig. 6, for more details about the

camera https://www.intelrealsense.com/lidar-camera-l515/.

Out of the 20 volunteers, one subject was incorporated to

complete the process in the real-time working hours

sedentary behaviour prediction which is seen in Fig. 6.

The captured image dataset was used to predict the

sedentary behaviour of an individual. It was detected using

MATLAB software tools. The system configuration for the

simulation of this proposed is mentioned in the below

Table 1. The proposed method of this research work was

done using MATLAB of version R2018a with the proces-

sor of core i3@ 3.5 GHz and the RAM of DDR3 – 6 GB.

There is a time limit to get the output of the proposed

method that is simulation time. The simulation time taken

in this research work in MATLAB was 10.190 s as men-

tioned in Table 2.

Within the simulation time in MATLAB, the sedentary

behaviour of normal and abnormal conditions of human

activity will be predicted using deep neural network with

the technique of the regressive and classification method. If

the human activity with the normal behaviour of head

straight and shoulder straight the deep neural network

predict that as a healthy pose as shown in Fig. 7 with

different positions. DNN predicts the human activity with

abnormal behaviour of head straight and the shoulder leans

as sedentary behaviour labelled with head straight and

shoulder leans—unhealthy position as shown in Fig. 8 with

different positions. DNN predicts the human activity with

abnormal behaviour of head leans and shoulder straight as

sedentary behaviour labelled with head leans and shoulder

straight—unhealthy position as shown in Fig. 9. DNN

predicts the human activity with abnormal behaviour of

head leans and also the shoulder leans as sedentary
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behaviour labelled with head leans and shoulder leans—

unhealthy position as shown in Fig. 10.

In this case, accuracy is one of the most crucial factors;

accuracy can be defined as the proximity of the static

sample to the standard parameter. Precision is in other

words, the closeness of steps to their true values. The

accuracy of the prediction of sedentary behaviour in this

research is 97.2% as shown in Fig. 11, respectively.

Accuracy ¼ Number of correct predictions

Total Number of Predictionsmade
ð27Þ

Fig. 6 Captured image dataset

(a) Position 1 (b) Position 2 (c) Position 3 (d) Position 4 

Fig. 7 Head and Shoulder Straight at Different Healthy Position

(a) Position 1 (b) Position 2

Fig. 8 Head Straight and

Shoulder Leans at Different

Unhealthy Position
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The predicted accuracy for the proposed and the current

method is represented graphically in Fig. 12. The accuracy

for the prediction of sedentary behaviour using the support

vector machine algorithm is 77.6%, measured in the cur-

rent method (Wullems et al. 2017). And the accuracy for

the prediction of sedentary behaviour using the Random

Forest algorithm is 80.6%, measured in the current method

(Heesch et al. 2018). And the accuracy for the prediction of

sedentary behaviour using the K-nearest neighbour algo-

rithm is 65.8%, measured in the existing method (Bhat-

tacharjee et al. 2020). The accuracy of the proposed

method was better than the existing method.

The sensitivity tests how much a test yields a positive

outcome for individuals who have the disorder for which it

is being measured (also known as the ‘‘true positive rate)

correctly. The positive predictive value or exact is not the

same as sensitivity (ratio of true positives to true and false

positive combinations), which is as much a statement as it

is about the test as it is about the proportion of real posi-

tives in the population being evaluated.

TPR ¼ TP

P
¼ TP

TPþ FN
¼ 1� FNR ð28Þ

The sensitivity of the prediction of sedentary behaviour

in this research work is around 88.7% as shown in Fig. 13,

respectively.

The specificity relates to the capacity of a test to deliver

a negative outcome correctly for people who do not have

the disorder for which it is being measured (also defined as

the ’’true negative rate). Specificity is a combination of real

negatives to false and true negatives combined.

Fig. 9 Head Leans and Shoulder Straight—Unhealthy Position

Table 1 Camera specification

Camera

model

Intel RealSense—

LiDAR Camera L515

Feature Maximum distance: 9 m

Depth Minimum depth distance:

0.25 m

Depth field of

view:70o � 55oð�2Þ
Depth Output Resolution and Frame Rate: Up to 1028 9 768

resolution of depth. 30 fps

Camera Sensor Resolution for RGB:

1920 9 1080

RGB Sensor FOV (H x

V):70o � 3� 43o � 2

RGB Frame Rate: 30fps

Table 2 Table of system configuration for simulation

Simulation system configuration

MATLAB Version R2018a

Operation system Windows 10 Home

Memory capacity 6 GB DDR3

Processor Intel Core i3 @ 3.5 GHz

Simulation time 10.190 s

Fig. 10 Head Leans and Shoulder Leans—Unhealthy Position

Fig. 11 Graph of the accuracy of prediction
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TNR ¼ TN

N
¼ TN

TNþ FP
¼ 1� FPR ð29Þ

The specificity of the prediction of sedentary behaviour

in this research work is around 99.1% as shown in Fig. 13,

respectively.

The predicted sensitivity for the proposed and the cur-

rent method is represented graphically in Fig. 14. The

proposed method shows better sensitivity results than

various existing algorithms i.e., K-Nearest Neighbours,

Support Vector Machine, and Random Forest with the

sensitivity values of 61.2%, 57.4%, and 63.7% respectively

(Wullems et al. 2017; Bhattacharjee et al. 2020; Heesch

et al. 2018).

The result of predicted specificity for the proposed and

the current method is represented graphically in Fig. 15.

The specificity value of the existing algorithms is a bit low

than the proposed method of this research. The specificity

values for the various current algorithms of support vector

machine with 97.8% (Wullems et al. 2017), K-Nearest

Neighbour with 95.1%, respectively (Bhattacharjee et al.

2020), and the Random Forest with 97.5% (Heesch et al.

2018).

By comparing with the current methods, the proposed

method got a better result in this research work with the

accuracy of 97.2%, calculated using Eq. (27). And the

sensitivity and specificity of the proposed method of 88.7%

and 99.1% were calculated using Eqs. (28) and (29),

respectively.

Table 3 represents the comparison of the proposed

method with the current method. In this research, the

proposed method is better than the current methods took in

here are SVM, Random Forest and KNN because the

proposed method using DNN is non-contact and also effi-

cient and effective in the accuracy of prediction.

Fig. 12 Comparison of predicted accuracy in current and proposed

method

Fig. 13 Prediction of sensitivity and specificity

Fig. 14 Comparison of predicted sensitivity in current and proposed

method

Fig. 15 Comparison of predicted specificity in current and proposed

method

Prediction framework for upper body sedentary working behaviour by using... 12981

123



The computational efficiency of the proposed method is

demonstrated in Fig. 16 with the period of time. The pro-

posed method of the research came up with methods that

include a combination of feature extraction and the DNN

models of regression-based and classification-based mod-

els. This proposed method enhanced with the efficiency of

94% within the time period of 6secs compared to the

existing methods.

4 Conclusion

Sedentary behaviour is characterized as any activity in a

reclining or sitting position that does not lift energy con-

sumption above the metabolic rate of rest. This involves

some low-energy waking activity while sitting, lying, or

reclining (e.g. sitting in a chair, watching TV) and is cor-

related with many chronic diseases and mortality, such as

cardiovascular disease, obesity or overweight, weight gain,

and other health problems. So, from the human posture,

sedentary behaviour had to be defined. To reliably predict

sedentary behaviour, the deep neural network was used.

Two DNN methods have been used to model that is

regressive tasks and classification tasks. The sedentary

behaviour prediction will warn people via the alarm

system.

The conclusion of the proposed method and the result

are highlighted as follows:

• The captured images were pre-processed with the

bandpass filter and morphological operation, and then

the feature extraction of the pre-processed image was

carried out to specify the region of the image. It helps to

achieve the succeeded accuracy level of a prediction

image using DNN of regression and classification task.

• The accuracy of the prediction of sedentary behaviour

in this research using DNN gave a better result than the

existing methods. The accuracy of the prediction using

DNN was 97.2%, and the specificity and sensitivity of

the prediction were 99.1% and 88.7% approximately.

• However, the existing methods of SVM, Random

Forest, and KNN with sensitivity, specificity, and

accuracy are 57.4%, 97.8%, and 77.6%; 63.7%,

97.5%, and 80.6%; and 61.2%, 95.1%, and 65.8%

approximately (Wullems et al. 2017; Bhattacharjee

et al. 2020; Heesch et al. 2018).

This work of analysis is focused on the individuals in

their workplace. The potential scope of this research will

also inspire the creation of an IoT, Arduino or Raspberry Pi

to send employees periodic details to their company’s

health department. The health department will monitor the

activities of the staff’s sedentary and non-sedentary beha-

viour. The health department will take action if employee

activity has shifted to sedentary or unhealthy behaviour.

This concept helps to prevent the impact of sedentary

activity on metabolic syndrome, non-fatal and fatal car-

diovascular disease, mortality, and type two diabetes.

Hence, this study concentrated on the accuracy of predic-

tion of sedentary behaviour of the individuals, which has

the 94% as highest efficiency of the proposed method that

includes enhanced feature extraction by applying the

combination of texture feature extraction, and in the clas-

sifier, the sedentary behaviour is predicted precisely with

the use of human pose estimation and the heat map struc-

ture, respectively.
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Table 3 Comparison of Result in Current and Proposed Method

Algorithm used Accuracy Sensitivity Specificity

SVM 77.6 57.4 97.8

Random forest 80.6 63.7 97.5

KNN 65.8 61.2 95.1

Proposed DNN 97.2 88.7 99.1

Fig. 16 The efficiency of the proposed method
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